Abstract—To protect multimedia content in live streaming applications, it is of critical importance to employ effective access control and key management schemes and to prevent unauthorized access. Many live streaming applications experience a large variation in the user number, high reconnection rate, and a large number of short sessions. Such frequent membership update may introduce significant rekey overhead and poses challenges to efficient key management. This paper considers applications that can tolerate a small amount of content leak, explores the unique characteristics of live broadcast streaming in membership dynamics, and investigates efficient key management mechanisms. Our proposed scheme uses the reconnection algorithm, batch rekeying and grouped user placement to reduce the communication and the computation cost associated with key update. Our analytical and simulation results show that the proposed scheme can reduce more than 50% of the rekey messages, and helps decrease the number of rekey messages that a user needs to decrypt by more than 90%.

I. INTRODUCTION

Recent advances in communication, networking and multimedia technologies have facilitated the distribution of multimedia over networks, and live streaming has become popular. For such group applications where the same multimedia data are distributed to a group of users simultaneously, information security and digital rights management are of crucial importance, and access control is often required to prevent unauthorized users from accessing multimedia content.

Group access control is usually achieved by encrypting the data with a key that is shared by all users in the group. For secure multicast applications, the encryption key should be updated when the group membership changes. This ensures that the joining/leaving user cannot access the previous/future content. Key management schemes can be categorized into centralized and contributory approaches. In the centralized approaches, a central key server (KDC) generates and distributes the encryption keys to all group members [1]–[4]. The contributory approaches are used when there is no central server available and every participant has an equal contribution to the generation and update of the encryption keys [5]–[7].

Different from generic multicast applications, live streaming has its unique characteristics in membership update. For example, the total number of users may vary drastically from time to time; a lot of users may temporarily leave the service due to network congestion and then come back later. All these cause frequent membership change, and may introduce significant communication and computation overhead to update the encryptions keys.

In this paper, we address the challenging issue of frequent membership update, and investigate efficient key management for live broadcast streaming applications. We consider those applications that do not require immediate key update after every user join/leave and can tolerate a small amount of content leak. For those applications, we explore the membership dynamics and the specific user join/leave pattern, design efficient mechanisms to reduce the rekey overhead, and analyze their performance.

The rest of the paper is organized as follows. Section II introduces the system model, including the membership dynamics in live broadcast streaming and the ALX logic key tree. In Section III, we propose efficient key management schemes that uses three rekeying algorithms, the reconnection scheme, batch rekeying and grouped user placement, and analyze the performance. Simulation results are shown in Section IV, and conclusions are drawn in Section V.

II. SYSTEM MODEL

A. Membership Dynamics in Live Streaming Applications

Prior work showed that live streaming applications share a few common characteristics in their membership dynamics.

1) 

Large variation in the total number of users is observed in many live streaming applications.

2) Flash crowd is the phenomenon that the peak arrival rate is much higher than the average arrival rate [9], [10]. It is observed in all short streams (which have pre-determined broadcast time and duration, such as NBA games or talk shows) and in 50% of the popular streams (whose largest number of concurrent users exceeds 1000). For example, a recent study in [9] showed that the peak arrival rate can be twice of the usual arrival rate.

3) High reconnection rate is observed in those programs that are both short and popular. In these programs, users may leave the service due to excessively long waiting time or poor network conditions, and reconnect to the service within a short duration. For example, in a recent live baseball game that was broadcasted by Yahoo! Japan, at the beginning of the game, in each unit time, a maximum of 200 users rejoined the program within 2 minutes after they left [8].

4) A large number of short sessions are observed, especially at the beginning of the streams. A recent work showed that for popular programs, over 55% of users stayed in the program for less than 5 minutes, and 30% of them stayed less than 1 minute in the program [10].

To summarize, the group membership may change drastically and frequently in live broadcast streaming applications, which poses challenges to efficient key management.

B. The ALX Logic Key Tree

Following the work in [3], we use the ALX logic key tree to achieve efficient key management. As shown in Figure 1, in an ALX tree with a total of l+1 levels, nodes in the upper l levels
From the above analysis, when a new user joins the service, KDC only needs to broadcast a message with the indices of all keys that need to be updated, and the one-way function is used to ensure all users have the updated keys. When a user leaves the service, to ensure forward security, KDC needs to send the updated keys securely to the remaining users using encryptions. Thus, the communication overhead and the computation cost to update keys with a leaving user are much higher than that when a user joins the service, and thus this paper focuses on the rekey overhead for leaving users only.

2) ALX Tree optimization: An important issue in the ALX logic key tree design is to select the optimal parameters $a$ and $l$ that minimize the number of rekey messages when a user leaves. Given a total of $k$ users, assume that they are uniformly distributed in an ALX tree of degree $a$ and level $l + 1$, that is, all nodes at level $l$ have approximately the same number of children. The analysis in [3] showed that the average number of rekey messages for one user’s departure can be approximated by $C(k) = k/a + al$. For a given $k$, we enumerate all possible pairs of $(a, l)$ and find the one that minimizes $C(k)$. We observe that $a = 3$ is the optimal tree degree when $100 \leq k \leq 9000$, and the optimal $l$ for different $k$s are shown in Table I. From Table I, the optimal $l$ remains the same for a large range of $k$ and, therefore, the optimal ALX tree structure remains unchanged even when the total number of users changes significantly. This is a desired feature for live broadcast streaming applications, where the membership may change frequently and drastically.

### C. Performance Criteria

In this paper, we explore the specific user join/leave pattern in live streaming applications and design efficient key management schemes. To evaluate the performance of the proposed schemes, we use the following criteria: $C_{msg}$, the average number of rekey messages sent by KDC per second, and $C_{de}$, the average number of rekey messages that a user needs to decrypt per second. Note that KDC’s computation cost, which is the number of rekey messages that KDC needs to encrypt per second, is the same as $C_{msg}$ (the average number of rekey messages sent by KDC per second). Thus, it is omitted here.

### III. EFFICIENT KEY MANAGEMENT FOR LIVE BROADCAST STREAMING

In this work, we focus on key management of single-source live broadcast streaming networks. The source is assumed to be continuously available and has huge storage and communication resources. Following prior work [3], [9], we model users’ arrival process as Poisson with mean $\lambda$, and we let each user’s service duration follow an exponential distribution with mean $1/\mu$. We define $\alpha$ as the probability that a leaving user rejoins the same service later. For a rejoining user, we assume that the interval between his/her leave and rejoin follows an exponential distribution with mean $1/\nu$.

<table>
<thead>
<tr>
<th>Table I</th>
<th>THE OPTIMAL VALUE OF $l$ FOR DIFFERENT USER NUMBERS ($k$).</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k$</td>
<td>100-121</td>
</tr>
<tr>
<td>$l$</td>
<td>3</td>
</tr>
</tbody>
</table>
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A. The Sequential Rekeying Scheme

We define sequential rekeying as the key management scheme that updates the keys immediately after a user join/leave and treats each reconnection as a user leave followed by an independent user join. It achieves strict forward and backward security, and provides an upper bound of the rekey overhead of key management schemes.

Assume that there are a total of $k \gg 1$ users in the service. Following the user join and service model that we consider, the average number of leaving users in a second approximately equals to $k \mu$, and the average number of arrivals per second is $\lambda$. We consider the scenario where $k \mu < k$, $\lambda < k$, and the change on the total number of users within a second can be neglected. In such a scenario, the average numbers of rekey messages for all user leaves in a second are roughly the same and approximately equal to $k/a^l + al$ [3]. Thus, we have $C_{msg}^{seq} \approx k \mu (k/a^l + al)$.

To calculate $C_{de}$, we assume that $k$ users are uniformly distributed in an ALX tree of degree $a$ and level $l + 1$. When user $j$ leaves the service, all the $l + 2$ keys that he/she knows (excluding $j$’s private key) has to be updated. Let $K_{i,j}^l$ be the key on the $i$th level of the ALX tree that user $j$ knows. Under the assumption of uniform user distribution in the key tree, averagely speaking, a total of $k/a^l$ users, including $j$, share $K_{i,j}^l$. Thus, when user $j$ leaves, the remaining $k/a^l - 1$ users need to decrypt the new key $K_{i,j}^l$. Considering all the $l + 2$ keys that need to be updated when user $j$ leaves, the average number of rekey messages that a user needs to decrypt per user leave can be approximated by $\sum_{i=0}^{l} (k/a^i - 1) + (k - 1) / (k - 1)$.

Given an average of $k \mu$ leaving users per second,

$$C_{de}^{seq} \approx \frac{k \mu}{k - 1} \left[ \sum_{i=0}^{l} (k/a^i - 1) + (k - 1) \right] \approx \mu \left[ \sum_{i=0}^{l} (k/a^i - 1) + (k - 1) \right]. \quad (1)$$

B. The Reconnection Scheme

As discussed in Section II-A, high reconnection rate and large number of short sessions are observed in live streaming applications [8]. Sequential rekeying treats each reconnection as one leave and one independent user join to achieve strict forward security, which results in large rekeying overhead.

In reality, many live broadcast streaming programs do not require strict forward and backward security, and can allow content leak up to $T_l$ seconds. (The value of $T_l$ is determined by the content owner and is application dependent.) With the relaxed requirement on forward security, KDC allows a leaving user to keep his/her keys (and thus still be able to access the content) for up to $T_l$ seconds after his/her leaving. In this scenario, if a user rejoins the service in less than $T_l$ seconds after his/her leaving, KDC does not need to relocate the rejoining user to another leaf and to update the keys he/she previously had. Consequently, there is no cost associated with the rejoining user if he/she comes back within $T_l$ seconds.

Similar to the work in [3], we use a wait-for-leaving (WFL) list to address the high reconnection rate. The WFL list records information of each leaving user, including the user’s identity and his/her leaving time. We define a rejoining user’s absent time as the duration between his/her leaving and his/her rejoining. A user is removed from the WFL list when his/her absent time is larger than $T_l$ or when he/she rejoins the service within $T_l$ seconds after his/her leaving. In this work, we assume that KDC has sufficient computation capability and storage space to maintain the WFL list.

Our proposed reconnection scheme is as follows:
1) When user $j_1$ leaves the service, KDC records $j_1$’s identity and leaving time $t_{j_1}$ in the WFL list while not removing $j_1$ from the ALX tree. KDC still allows $j_1$ to continue receiving the service in the interval from $t_{j_1}$ to $t_{j_1} + T_l$. Then, KDC checks all other users in the WFL list, and removes from the list those whose absent times exceed $T_l$. For example, assume that user $j_2$ is in the WFL list at the current time $t_{j_1}$. If $t_{j_1} - t_{j_2} > T_l$, $j_2$ is removed from both the WFL list and the ALX tree, and KDC updates all the keys that $j_2$ knows. If $t_{j_1} - t_{j_2} < T_l$, KDC keeps $j_2$ in the ALX tree and the WFL list.
2) If no user leaves the service in the past second, KDC updates the WFL list and the ALX tree periodically (every second) in the same way as described above. This is to ensure that for each leaving user, the maximum content leak does not exceed $T_l$ seconds.
3) When user $j_3$ joins the service, KDC first checks the WFL list. If $j_3$ is already in the WFL list, then $j_3$ is a rejoining user. KDC simply removes $j_3$’s record from WFL list and does not update the ALX tree. Otherwise, KDC treats $j_3$ as a new user, and updates the keys using the one-way function.

For a given $T_l$, we call those rejoining users whose absent time is smaller than $T_l$ “retry users”. We use the term “departure users” to denote all other leaving users, including those who never come back and those rejoining users whose absent time is larger than $T_l$. In our model, each leaving user has a probability of $\alpha$ to rejoin the service later, and the absent time of a rejoining user follows an exponential distribution with mean $1/\upsilon$. So $P_{re}^{\alpha}$, the probability that a leaving user rejoins the service within $T_l$ seconds after he/she leaves, equals to $P_{re}^{\alpha} = \alpha \int_0^{T_l} e^{-\upsilon t} dt = \alpha (1 - e^{-\upsilon T_l})$.

Given a total of $k$ users in the service, we consider the scenario where the total number of users is approximately the same within $T_l$ seconds, and the change on $k$ can be ignored. As such, the average number of departure users per second is $(1 - P_{re}^{\alpha}) k \mu$. Note that the proposed algorithm only removes the rekey redundancies associated with the retry users, while KDC updates all the keys that a departure user has $T_l$ seconds after his/her leaving. Therefore,

$$C_{msg}^{retry} \approx (1 - P_{re}^{\alpha}) k \mu (k/a^l + al) = (1 - P_{re}^{\alpha}) C_{msg}^{seq},$$

and

$$C_{de}^{retry} \approx (1 - P_{re}^{\alpha}) \frac{k \mu}{k - 1} \left[ \sum_{i=0}^{l} (k/a^i - 1) + (k - 1) \right] = (1 - P_{re}^{\alpha}) C_{de}^{seq}. \quad (2)$$

Compared with sequential rekeying, the proposed reconnection algorithm reduces the rekey overhead by a factor of $P_{re}^{\alpha}$. In the extreme case of $P_{re}^{\alpha} = 1$, that is, all leaving users rejoin the service within $T_l$ seconds after they leave, the rekey overhead is zero and no keys need to be updated. Also, from
(2), when $\alpha$ and $T_j$ increase, $P^{re}$ is larger (that is, the average number of departure users per second is smaller), and the proposed reconnection scheme is more efficient.

### C. The Batch Rekeying Scheme

A lot of live streaming applications have the flash crowd behavior and experience high membership update rate [8]–[10]. For such applications, immediate key update after each membership change may cause consecutive update of the same key within a short time interval, and sequential rekeying may introduce significant rekey overhead, as shown in [12].

For those applications that do not require strict forward security, we use batch rekeying proposed in [12] to address redundant update of the same keys. We still use sequential key update for user join such that a user can access the content immediately after he/she joins the service. In this key update for user join such that a user can access the redundant update of the same keys. We still use sequential membership change may cause consecutive update of the same behavior and experience high membership update rate [8]–[10].

#### The Batch Rekeying Scheme

A proposed reconnection scheme is more efficient. The number of departure users per second is smaller), and the average number of departure users whose keys need to be updated at the next batch moment (including those who never come back and those who rejoin the service after the next batch moment) approximately equals to $k_i \approx (1 - P^{re}) T_j k_i / \mu$.

1) Analysis of $C_{msg}$: Based on the above analysis of the number of departure users per batch interval, we first analyze the average number of rekey messages that KDC needs to send per second using batch rekeying.

Here, we consider the scenario, where $k_i$ departure users are uniformly distributed in the ALX tree of degree $a$ and level $l+1$. This gives the upper bound of the rekey overhead of batch rekeying. In such a scenario, for a node at level $i$, an average of $k'/a^l$ departure users are descendants of that node.

i) When $k'/a^l > 1$, that is, $0 < i \leq n$ where

$$n \approx \left\lfloor \log_a k' \right\rfloor \approx \left\lfloor \log_a ((1 - P^{re}) T_j k_i) \right\rfloor,$$

each node at level $i$ has at least one descendant who is a departure user, and all the corresponding KEKs at level $i$ have to be updated at the next batch moment. To update a KEK at level $0 \leq i \leq n$, KDC needs $a$ encrypted rekey messages, and there are a total of $\sum_{i=0}^{n-1} a^i$ KEKs in the upper $n + 1$ levels of the ALX tree that need to be updated. Consequently, the total rekey messages that are needed to update all KEKs in the upper $n + 1$ levels are $C_{msg}^{n+1} = a \sum_{i=0}^{n-1} a^i / (1 - a)$.

ii) When $k'/a^l < 1$, that is, $n < i \leq l$, some of the nodes at level $i$ do not have any departure users in their descendants. Under the assumption of uniform distribution of the $k_i$ departure users in the tree, among all $a^i$ nodes at level $i$, $k'/a^l$ of them have descendants that are departure users. Thus, at level $i > n$, $k_i$ KEKs need to be updated at the next batch moment. To update each KEK corresponding to a node at level $n+1 \leq i \leq l - 1$, a rekeying message is needed. To update the $k_i$ KEKs at level $l$, we use the users’ private keys to encrypt the new keys. Therefore, $k'/a^l - 1$ rekey messages are needed to update one KEK at level $l$, since each node at level $l$ has approximately $k'/a^l$ children, including the departure user. Consequently, to update the keys at level $n+1$ to $l$, KDC needs to send $C_{msg}^{n+1} = (1 - P^{re}) T_j k_i / (a(l - n-1) + k'/a^l - 1)$ rekey messages.

Furthermore, one more rekey message is needed to update the session key $K_s$. Therefore, $C_{msg}^{batch}$, the upper bound of the average number of rekey messages that KDC needs to send per second, can be approximated by

$$C_{msg}^{batch} \approx \frac{1}{T_i} \left( C_{msg}^{a,n} + C_{msg}^{a+1} + 1 \right)$$

$$= \left( 1 - P^{re} \right) k_i \left[ a(l - n - 1) + k/a^l - 1 \right] + \frac{1 - a^{n+2}}{(1-a)T_i},$$

where $n$ is in (4). From (5), $C_{msg}^{batch}$ is a decreasing function of the batch interval $T_i$, and the average number of rekey messages per second is smaller when $T_i$ is larger.
2) Analysis of $C_{de}$: We next analyze the upper bound of the average number of rekey messages that each user needs to decrypt per second with batch rekeying.

Since all keys in the upper $n+1$ levels need to be updated, all remaining users need to decrypt and update the $n+1$ keys in the upper $n+1$ levels that he/she knows. Hence, in each batch interval, every user needs to decrypt $C^{0,n}_{u} = n + 1$ rekey messages to update the KEKs in the upper $n+1$ levels. From the above analysis, for a KEK corresponding to a node at level $n+1 \leq i \leq l$ that needs to be updated, an average of $k/a^i$ users, including the departure user, share this key. Thus, to update one KEK at level $i$, at the next batch moment, the remaining $k/a^i - 1$ users need to decrypt the corresponding decryption messages. Consequently, to update KEKs that correspond to nodes at level $n+1$ to $l$ in the ALX tree, the average number of rekey messages that a user needs to decrypt per batch interval is

$$C^{n+1,l}_{u} = (1 - P')T_l k \mu \sum_{i=n+1}^{l} (k/a^i - 1)$$

Furthermore, one more decryption is required for each remaining user to update the session key. Consequently, with batch rekeying, $C^{batch}_{de}$, the upper bound of the average number of rekey messages that one user needs to decrypt per second, can be approximated by

$$C^{batch}_{de} \approx \frac{1}{T_l} \left( C^{0,n}_{u} + C^{n+1,l}_{u} + 1 \right)$$

$$= \frac{n + 2}{T_l} + (1 - P') \mu \left( \sum_{i=n+1}^{l} (k/a^i - 1) \right). \quad (7)$$

$C^{batch}_{de}$ is a decreasing function of the batch interval $T_l$, and it takes a smaller value when $T_l$ is larger.

D. Grouped User Placement in the ALX Tree

From the analysis in the previous section, the locations of leaving users in the ALX tree affect the performance of the key management scheme. In the extreme case where there is a leaving user in every branch of the ALX tree, all keys in the ALX tree have to be updated at the next batch moment, and it introduces the largest possible rekey overhead. On the contrary, if all leaving users are in the same or neighboring subtrees in the ALX tree, KDC only needs to update a few keys at the next batch moment, and the rekey cost is much smaller. Thus, to further reduce the rekey overhead, a possible solution is to strategically place joining users in the ALX tree such that leaving users in one batch interval are close to each other in the key tree.

Prior work has shown that there are many short sessions in live broadcast streaming applications, especially at the beginning of the programs [8], [10]. For such short-stay users who stay in the service for only a few minutes, if they come at approximately the same time, they also tend to leave at approximately the same or adjacent batch intervals. To reduce the rekey cost associated with short-stay users when they leave the service, we propose a grouped user placement scheme. For an ALX tree with level $l + 1$, for two consecutive user joins, instead of randomly placing these two users in the key tree, the proposed scheme puts them under the same or adjacent nodes at level $l$. For those short-stay users who join and leave the service at approximately the same time, grouping them in the same or neighboring subtrees helps increase the number keys that they share and thus helps reduce the rekey overhead.

IV. Simulation Results

In this section, we simulate the proposed key management schemes, and compare their performance with that of sequential rekeying. To quantify the amount of rekey redundancy reduced by the proposed algorithms, we define $\eta$ as the ratio of the rekey overhead of the proposed scheme divided by that of sequential rekeying. For example, with the reconnection scheme, we let $\eta_{msg}^{retry} = C_{msg}^{retry}/C_{msg}$ and $\eta_{de}^{retry} = C_{de}^{retry}/C_{de}$. Same for batch rekeying and the grouped user placement scheme. When $\eta$ takes a smaller value, the proposed scheme is more efficient.

In our simulations, we consider a popular short-duration live broadcast streaming of length 7200 seconds. Time is divided into three non-overlapping periods to address different user behavior at the beginning, in the middle, and at the end of the live streaming program. There are two types of users in our simulations. Half of the users are short-stay users who stay in the service for only a few minutes, and the other half are long-stay users who stay in the service until the end of the program. The parameters that we choose for different types of users and for different periods of the program are in Table II, and Figure 2 shows an example of the total number of users simulated based on the parameters in Table II.

From Figure 2, the total number of users changes from a few dozen to a maximum of 3000, and in the interval between 900s and 6600s, the total number of users is around 2000 to 3000. Following the discussion in Section II-B and Table I, we use an ALX key tree of degree $a = 3$ and $l = 6$ to maximize the performance.

Figure 3 shows the analytical and the simulation results of the reconnection scheme. The maximum allowed content leak is fixed as $T_l = 120$ seconds in Figure 3 (a), and The reconnection scheme is more efficient when $\alpha$ is larger. $\eta_{msg}^{retry}$ and $\eta_{de}^{retry}$ drop from 95% to 82% when $\alpha$ increases from 0.1.
to 0.3. In Figure 3 (b), \( \alpha = 0.25 \) is fixed, and the reconnection scheme is more efficient when the maximum allowed content leak is larger. When \( T_l \) is increased from 40 seconds to 150 seconds, \( \eta_{\text{msg}} \) and \( \eta_{\text{de}} \) drop from 90% to 80%. This agrees with our analysis in Section III-B. Also, our analytical results match the simulation results in Figure 3.

Figure 4 shows the analytical and the simulation results of the batch rekeying scheme. In Figure 4, we fix \( \alpha = 0.25 \) and \( 1/v = 90 \) seconds, and plot \( \eta_{\text{msg}} \) and \( \eta_{\text{de}} \) for different values of \( T_l \). From Figure 4, batch rekeying can significantly reduce the rekey communication cost, and it is more efficient when the batch interval is larger. Batch rekeying can help reduce more than 50% of the rekey messages when \( T_l \geq 20 \) seconds, and \( \eta_{\text{msg}}^{\text{batch}} \) drops to 20% when \( T_l = 150 \) seconds. Also, when \( T_l \geq 20 \) seconds, user’s decryption cost can be reduced by more than 90%, and \( \eta_{\text{de}}^{\text{batch}} \approx 1\% \) when \( T_l = 150 \) seconds. From Fig. 4, the upper bounds that we derived in (5) and (7) are tight.

Figure 5 shows the performance of the grouped user placement scheme. Compared with random placement of joining users, grouped user placement can further help reduce the rekey cost, especially when the maximum allowed content leak \( T_l \) is small. For example, with \( T_l = 20 \) seconds, grouped user placement can help further reduce \( \eta_{\text{msg}} \) by another 5%, and \( \eta_{\text{de}} \) drops from 7% to 6%.

V. CONCLUSIONS

This paper explores the unique characteristics of live broadcast streaming in membership dynamics, investigates efficient key management schemes to reduce the rekey cost, and analyzes their performance. We consider applications that do not require strict forward security and can tolerate content leak up to a few minutes. For such applications, we use the reconnection scheme, batch rekeying and grouped user placement to address the high reconnection rate, the flash crowd phenomenon, and the large number of short sessions in live broadcast streaming. Both our analytical and simulation results show that the proposed schemes can significantly reduce the rekey cost. They can help reduce more than 50% of the rekey messages, and the computation cost for a user to decrypt the rekey messages is reduced by more than 90%.
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