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Abstract

For robotic systems that use pneumatic actuators with on/off solenoid valves, sliding-mode

control laws for precise position control and low switching (open/close) activity of the valves

are presented. A pneumatic actuator has two chambers with a total of four on/off solenoid

valves. Thus, there are sixteen possible combinations for the valves’ on/off positions. Only

seven of these sixteen “operating modes” are considered both functional and unique. While

previous work has focused on three-mode closed-loop control of such an actuator, this

thesis extends the three-mode control to seven-mode control. This thesis also extends the

application from the position control of a single robot to the bilateral control of a telerobot.

We introduce and compare two novel seven-mode controllers for a pneumatic actuator.

The first is a sliding-mode controller utilizing a switching function that is a function of the

system states. The second is a sliding-mode, pulse-width-modulation (PWM) controller

utilizing a time-averaged model of the open-loop system. Both controllers minimize the

tracking error by employing the operating modes that have the necessary and sufficient

amounts of drive energy and, thus, involve reduced switching activity while maintaining

satisfactory tracking performance. The performance of the proposed control design is ex-

perimentally verified on a single pneumatic actuator.

Also, the seven-mode position control is extended to force control to make seven-mode

teleoperation control possible. Experimental verification on a pair of pneumatic actuators

utilizing position-position based and force-position based teleoperation control to verify the

validity of our theoretical results. Overall, it is found that leveraging the additional modes

of operation leads to more efficient and smoother control in both the single-actuator and

the dual-actuator teleoperated pneumatic systems.
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Chapter 1

Introduction

1.1 Merits and Applications of Pneumatic Actuators

Modern robotic systems have enabled operation in environments that are difficult or haz-

ardous for the human to reach or operate in. In robot-assisted surgery, for instance, the sur-

gical robot may be required to work under strong magnetic fields such as inside a magnetic

resonance imaging (MRI) scanner. An MRI scanner affords pictures with high resolution

and contrast, providing surgeons with a patient’s three-dimensional visualization [21] in a

nearly real-time manner [35]. Robot-assisted surgery under MRI has the advantage that

it can direct the surgical tools to targets not normally visible to the surgeon. Also, the

immediate visual feedback during the operation makes the surgery more efficient as the

patient does not have to leave the operating room for diagnostic testing.

Despite these benefits, magnetic resonance (MR) images are obtained through the use

of strong and precise magnetic fields. Thus, no ferromagnetic material is allowed inside the

MRI. The presence of any ferromagnetic material in the actuators, as is the case in electric

motors, of the surgical robot will generate noises that make it difficult to obtain precise

MR images [21]. If electric motors are to be used as actuators in MRI-compatible robots,

the motors need to be placed far away from the magnetic field and the surgical site [12],

creating many design complications. This represents a severe design limitation for surgical

robots that are to work under MRI guidance. To date, there is no MRI-compatible surgical

robot available; the Intuitive Surgical Inc’s da Vinci system – the only clinically-approved

and commercially-available surgical robot – is not MRI compatible [16].

Alternatively, it is possible to use pneumatic actuators to drive the surgical robots [41].

This is because pneumatic actuators can be used directly in the magnetic field and are thus

completely MRI-compatible [8]. Therefore, in this thesis, we seek to study the control of

pneumatic actuators for applications in robotic and telerobotic systems.

An example application for pneumatic-actuated and thus MR-compatible robots is the

treatment of prostate cancer via prostate brachytherapy, which involves the delivery of

radioactive seeds to the prostate via a needle. In brachytherapy, the accuracy of radioactive

seed placement highly influences the clinical outcome of the treatment [24]. Improving
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seed placement accuracy in prostate brachytherapy would reduce the incidence of relapse of

cancer, thus improving the overall results of the treatment. Arguably, the best imaging of

the prostate would be attained utilizing MRI [23]. Thus, the use of MRI with pneumatically-

controlled actuators for seed placement has the potential to improve the accuracy of the

seed placement.

A pneumatic actuator can increase seed placement accuracy for another reason as

well. While current needle insertion methods involve gradually pushing the needle into

the prostate, there is supporting research to suggest that insertion with a certain, well-

defined amount of momentum (initial velocity) can reduce needle deflection (and thus seed

misplacement) when compared to methods currently used [11]. Thus, the high ratio of power

to weight in pneumatic systems also makes them an ideal candidate from the perspective

of this high-velocity insertion approach.

In addition to being inert to magnetic fields, pneumatic actuators offer many advan-

tages for positioning applications such as low maintenance cost, high power-to-weight ratio,

cleanliness, and safety [25]. However, they suffer from common drawbacks including fric-

tion and sensitivity of the actuator dynamics to load and piston position along the cylinder

stroke [7]. Also, from a control perspective, controlling a pneumatic actuator is a challenge

because the system dynamics are highly nonlinear [38].

To control the input air flow in a pneumatic actuator, some pneumatic systems have

utilized servo-valve actuators [15]. These valves allow for a continuous change of the input

mass flow rate. However, servo-valve actuators are costly due to the precision machining

required in their manufacturing. A low-cost alternative to a servo-valve is the on/off solenoid

valve, which has as a result found widespread applications. Control methods to compensate

for the nonlinearities of servo-valve actuated pneumatic systems have been reported [7, 38,

29, 14]. The difficulty is that the nonlinear nature of a pneumatic actuator is exacerbated

when it uses on/off solenoid valves instead of servo-valves. In this case, precise control is

difficult due to the discrete-input nature of the system.

Past research has addressed solenoid-valve pneumatic system control via pulse width

modulation (PWM) [17, 1, 31, 33]. Using time-averaging, a PWM input with a sufficiently

high frequency can approximate the continuous input properties of a servo-valve [29]. While

there has been efforts to approximate the nonlinear dynamics of a solenoid-valve system as

an equivalent linear system [25], the highly nonlinear nature of the system precludes the

use of linear controllers.

It is possible to perform nonlinear model averaging on the nonlinear solenoid-valve sys-

tem followed by PWM/sliding-mode control of the averaged nonlinear systems [29]. It is

also possible to directly use sliding-mode control on the nonlinear solenoid-valve systems

[18]. Sliding-mode control is a form of variable structure nonlinear control that alters the dy-

namics of the system by employing high-frequency switching control [36, 37]. Sliding-mode

control can account for the nonlinearities of the system as well as its dynamic uncertainties
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[18].

1.2 Operating Modes of a Solenoid-Valve Actuator

In this thesis, we consider a pneumatic actuator to be comprised of two chambers as shown

in Figure 1.1. Each chamber has two solenoid valves, each of which can be either closed, con-

nected to a compressed air supply (source pressure), or connected to exhaust (atmosphere

pressure). With four solenoid valves, it appears that there would be a total of sixteen dis-

crete modes for the actuator at any given time. However, since we cannot have a chamber

connected to pressure and exhaust at the same time, only nine discrete modes exist. If we

assume the three modes in which both chambers are closed, both chambers are venting,

and both chambers are pressurizing are functionally very similar (which is true under the

no load case), then the system has a total of seven unique discrete modes (we will later see

this in more detail in Table 2.1).

A central idea in this thesis is that a sliding-mode controller can force the open-loop

system to transition between these discrete operating modes, which were defined directly

from the state of the on/off solenoid valves, with the transition between the modes being

decided based on the current tracking error. In [18], three discrete modes are considered

for a two-chamber solenoid-valve actuator similar to the one shown in Figure 1.1:

• Push and Pull (chamber P connected to supply pressure and chamber N connected

to exhaust pressure)

• Pull and Push (chamber P connected to exhaust pressure and chamber N connected

to supply pressure)

• Closed and Closed (both chambers’ valves closed)

One of the contributions of this thesis is to expand the three-mode open-loop model

of [18] into a seven-mode open-loop model. The new system has four extra modes, which

facilitate the use of optimal amounts of drive energy for satisfactory positioning precision

and reduced valve switching (open/close) activity. These four additional modes considered

for the two-chamber actuator are:

• Push and Close (chamber P connected to supply pressure and chamber N is closed)

• Pull and Close (chamber P connected to exhaust pressure and chamber N is closed)

• Close and Push (chamber P is closed and chamber N is connected to supply pressure)

• Close and Pull (chamber P is closed and chamber N is connected to exhaust pressure)

Due to one chamber being closed, each of the above four modes involves a reduced

amount of drive energy (and piston acceleration) as compared to the original three modes.

3
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Figure 1.1: Electro-pneumatic system with 4 on/off solenoid valves.

This can allow for the delivery of optimal amounts of drive energy to the actuator, thus

enabling more subtle adjustments of the piston position. By making fine position adjust-

ments and thus avoiding piston overshoot, fewer valve switches will be required. The result

is improved positioning accuracy and reduced switching activity for the controlled system.

Another contribution of this paper compared to the 3-mode design is in terms of provid-

ing design guidelines for the selection of threshold values used by the sliding controller to

decide when to switch between the discrete operating modes of the open-loop system. The

controller will use these thresholds for transition from one mode to another mode based

on the full states of the system: the piston position, velocity, and acceleration as well as

the chamber pressures; we will later see why the piston acceleration is also a state of this

system. By optimizing these transition thresholds, we can decrease the switching activity

of the on/off solenoid valves, which lengthens their operating lifespan.

1.3 Organization of the Thesis

The organization of this thesis is as follows:

• Chapter 1. Introduction: In this chapter, the background of solenoid-valve pneumatic

systems and their main design approaches are introduced at a high level. The seven

discrete modes of operation are illustrated.

• Chapter 2. Background and System Model: In this chapter, the principles of sliding-

mode control are reviewed. A brief historical overview of teleoperation systems is also

4



presented and the system models of pneumatic actuators are presented.

• Chapter 3. Sliding-Mode Control of a Single Pneumatic Actuator: The sliding-mode

control of a single pneumatic actuator is presented in this chapter. The seven-mode

control of the system is developed as well as a method for selecting various parameters

that decide the transition between modes. The experimental results for the seven-

mode control model are presented.

• Chapter 4. Sliding-Mode Control of a Teleoperator with Two Pneumatic Actuators: In

this chapter, the sliding-mode control is used inside a two-channel teleoperation sys-

tem. The position-position based and force-position based teleoperation architectures

are investigated both theoretically and experimentally.

• Chapter 5. Model-Based Pulse-Width-Modulated Sliding-Mode Control : A model-

based, sliding-mode control is developed on the basis of PWM operation after ap-

proximating the discrete-input solenoid-valve system as a nonlinear continuous-input

system. This method is examined both theoretically and experimentally. A stability

proof for the single actuator case is presented and experimental results for the single

actuator position control and force-position based teleoperation control are presented.

• Chapter 6. Conclusions and Future Research: Concluding remarks as well as potential

future research directions are presented in this chapter.
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Chapter 2

Background and System Model

In this chapter, the principles of sliding-mode control are reviewed. A brief historical

overview of teleoperation systems is also presented and the system models of pneumatic

actuators are presented.

2.1 Sliding-Mode Control Theory

In this section, we will present a brief overview of the theory behind sliding-mode control

(SMC). For a complete review, please refer to [10, 27, 32, 40].

Variable structure control (VSC) systems are characterized by a suite of feedback control

laws and a decision rule. The decision rule, also known as the switching function, has as

its input some measure of the current system behaviour and produces as an output the

particular feedback controller that should be used at that instant in time [27]. Variable

structure control is a form of discontinuous nonlinear control and encompasses sliding-mode

control.

In SMC, the multiple feedback control laws are designed so that trajectories always

move towards an adjacent region with a different control structure, and so the trajectory

will not exist entirely within one control structure. SMC is designed to drive and constrain

the system states to lie within a particular neighbourhood of the switching function.

The system will “slide” along the subspace until it comes to a rest at a desired equilib-

rium. Thus, SMC allows the dynamic system behaviour to be shaped by the choice of the

switching function [40].

2.1.1 Theory

Consider the single-input dynamic system

x(n) = f(x) + g(x)u (2.1)

Let x̃ = x−xd be the tracking error of the state variable x. Let us define the time-varying
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surface S in the state-space Rn by the scalar equation S = 0, where

S = (
d

dt
+ ω)n−1x̃ (2.2)

and ω is a strictly positive constant. For instance if n = 3,

S = ¨̃x+ 2ω ˙̃x+ ω2x̃ (2.3)

meaning that S is a weighted sum of position error, velocity error, and acceleration error.

Given an initial condition of x = xd, the problem of tracking is equivalent to that of

remaining on the surface S for all t > 0; indeed S = 0 represents a linear differential

equation whose unique solution is x̃ = 0. Thus, the problem of tracking the n-dimensional

vector xd can be reduced to that of keeping the scalar quantity S at zero. More precisely,

the problem of tracking the n-dimensional vector xd can in effect be replaced by a first-order

stabilization problem in S. Indeed, since S is a function x̃n−1, see (2.2), we only need to

differentiate S once for the input u to appear [32].

The simplified first-order problem of keeping the scalar S at zero can now be achieved

by choosing the control law u from (2.1) such that

1

2

d

dt
S2 ≤ −η|S| (2.4)

where η is a strictly positive constant. This law essentially states that the squared “distance”

to the surface, as measured by S2, decreases along all system trajectories. This condition is

known as the reaching condition. The system constrained to a neighborhood around S = 0

is referred to as a “sliding surface”, and the system’s behavior once on the surface is called

the “sliding regime” or the “sliding mode.”

Another interesting aspect of being restricted to the sliding mode is that, once on it,

the system trajectories are defined by the equation of the set itself, namely

(
d

dt
+ ω)n−1x̃ = 0 (2.5)

Therefore, assuming ω is a positive constant and the system is not initially at equilibrium,

x̃ 6= 0, when the system is confined to the sliding mode the error x̃ will asymptotically

approach zero. In other words, the sliding surface is both a place and a set of dynamics

[32].

Now, assuming that the system is not initially on the sliding mode (S 6= 0), if the control

has been selected such that condition (2.4) has been met, the surface S = 0 will nonetheless

be reached in a finite time less than treach where

treach ≤
|St=0|
η

(2.6)

See Figure 2.1 for the different phases of SMC.
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Figure 2.1: Sliding-mode control phases.

2.1.2 Direct Control Example

Sliding-Mode control is well recognized as a tool utilized to design robust controllers for

complex high-order nonlinear dynamic plants operating under uncertain conditions. Con-

sider the example of a second-order system with bang-bang control and sliding mode defined

by the following equations from [36]:

ẍ+ a2ẋ+ a1x = u, u = −Msign(s), s = cx+ ẋ (2.7)

Here, M, c, a1, and a2 are constants. It follows from the analysis of the (ẋ, x) state plane

in Figure 2.2 that, in the neighborhood of segment mn on the switching line s = 0, the

trajectories run in opposite directions, which leads to the appearance of a sliding mode

along this line. While the system is constrained to a neighborhood around the switching

line equation s = 0, the system dynamics may be treated as the following motion

cx+ ẋ = 0 (2.8)

with solutions that only depend on the slope c and are invariant to bounded variations of

the plant parameters and bounded external disturbances. This is what was referred to in

Section 2.1.1 by the switching function being both a place and a set of dynamics [32]. This

causes the closed-loop system to become insensitive to the uncertainties of the controlled

plant.

2.1.3 Chattering

The issue with sliding-mode control via a direct implementation of the switching control

laws is chattering. Chattering, which can be observed in Figure 2.1, is small perturbation

from the sliding-mode after it has been reached. Even with a perfect relay control that
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Figure 2.2: Second-order relay system.

can switch with infinite speed, this chattering effect can still be observed as the high-

frequency switching can excite high frequency dynamics neglected in the course of modeling

the system.

In general, chattering must be eliminated for the controller to perform properly. This

can be achieved by smoothing out the control discontinuity in a thin boundary layer (see

Figure 2.3) neighboring the switching surface. For our system, we have a discontinuous

control input; however, it would be possible to implement an approximation of it as a

continuous control input system utilizing PWM operation.

2.2 Historical Overview of Teleoperation Systems

Teleoperation aims to allow humans to sense/manipulate environments that are normally

unavailable for a person to directly interact with. A master-slave teleoperation system

comprises of a master robot controlled by the human operator and a slave robot that follows

the movements of the master robot. The interaction between the human, the master and

slave robots, and the environment leads to control design challenges especially for systems

that require a very high level of fidelity (i.e., accurate transmissions of the environment

properties to the human operator). Bilateral teleoperation systems have been developed for

a variety of applications ranging from telesurgery to space exploration [28, 26, 34, 2, 14].

Below, we will present a brief history of teleoperation systems. For a complete review,

please refer to [9, 4, 19, 30].

The first master-slave teleoperator was developed by Raymond C. Goertz to handle

hazardous radioactive materials at the Argonne National Laboratory in 1945. This system

underwent improvements in 1954 when electrical servomechanisms replaced the direct me-
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Figure 2.3: Sliding-mode boundary layer.
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chanical tape and cable linkages, and closed circuit cameras were introduced so that the

operator could be further away from the slave site [30].

As the race for the moon began in the early 1960’s, the distance and the resulting time

delay increased significantly. As a result, research into the effect of fixed or variable time de-

lays on teleoperation systems was needed. In 1967, supervisory control was first introduced

as a means to compensate for the time delay in a teleoperation systems. Supervisory control

is based on the premise that high level commands are issued by the human operator, and

the slave control system utilizes a certain level of autonomy to complete those commands

[5].

In 1982, the Central Research Laboratory developed the first telerobotic system that

realized force feedback while also separating the master and slave robots’ electronics [19].

In the 1980’s and 1990’s, the interest re-focused around the space, medical, and underwater

applications. The development of such systems was accelerated by the ever increasing

computer power and novel hand controllers (joysticks) that could be used as the master

robot. In 2001, a surgeron in New York (USA) conducted the first transatlantic telesurgery

using the ZEUS system (from Computer Motion Inc.) to demonstrate the usefulness of

telerobotic systems by performing a laparoscopic cholecystectomy on a patient in Strasbourg

(France). This system did not include force feedback for the surgeon, however.

2.3 Single Pneumatic Actuator Model

In this section, we derive the open-loop model of a symmetric pneumatic actuator including

its on/off solenoid valves as shown in Figure 1.1. It is because, in this thesis, we will

work on the pneumatic actuator comprised of two chambers in Figure 1.1. Each chamber

is connected to two solenoid valves. To describe the air flow dynamics in a cylinder, we

assume that:

• Air is an ideal gas and its kinetic energy is negligible in the chambers,

• The pressure and the temperature are homogeneous in each chamber,

• The evolution of the gas in each chamber is a polytropic process,

• The temperature variation in each chamber is negligible with respect to the supply

temperature (so, we will consider TP = TN = T ),

• The mass flow rate leakages are negligible, and

• The supply and exhaust pressures are constant.
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2.3.1 Pneumatic Chambers

The pressure dynamics of the two chambers of the actuator can be approximated [13] as

ṖP =
k

VP
(rTPQP −APPP ẏ)

ṖN =
k

VN
(rTNQN +ANPN ẏ) (2.9)

where PP and PN refer to pressures (Pa) inside the chambers P and N, respectively; QP

and QN refer to mass flow rates (kg/s) of the chambers P and N, respectively; AP and AN

refer to the piston cylinder areas (m2) in the chambers P and N, respectively; TN and TP

refer to the temperature (K) in chambers N and P, respectively; k refers to the polytropic

constant, r refers to the universal gas constant (J/(kgK)), and y refers to the piston position

(m) shown in Figure 1.1. Note the arrows for position y and force τExt and τst in Figure 1.1

refer to their positive directions. In addition, VP and VN refer to volumes (m3) of the

chambers P and N, respectively, as shown below:

VP = AP (l/2 + y) VN = AN (l/2− y) (2.10)

where l is the total length of the chamber.

2.3.2 Valves

The mass flow rates QP and QN can be derived in terms of the discrete voltage inputs U1,

U2, U3, and U4 shown in Figure 1.1 and the continuous pressure inputs PP and PN . Note

that Ui ∈ {0, 1} where 0 refers to closed and 1 refers to open.

QP = U1Q(PS , PP )− U2Q(PP , PE) (2.11a)

QN = U3Q(PS , PN )− U4Q(PN , PE) (2.11b)

Here, PS and PE are the pressures of the compressed air supply and the exhaust/atmosphere

respectively.

In general, Q(PUp, PDown) used in (2.11a) and (2.11b) in which PUp is the upstream

pressure and PDown is the downstream pressure, refers to the expression for the mass flow

rate through an orifice. As shown below, the model for the mass flow rate has two param-

eters: the critical pressure ratio bcrit and the mass flow rate constant Cval = Cρ0 where

C is the sonic conductance (m3/(s Pa)) and ρ0 is the density of air (kg/m3) at a reference

condition T0 = 293K [3].

Q(PUp, PDown) =


CvalPUp

√
TAtm
TUp

√√√√1−

(
PDown
PUp

−bcrit
1−bcrit

) 2

, if PDown
PUp

> bcrit (subsonic)

CvalPUp
√

TAtm
TUp

, if PDown
PUp

≤ bcrit (choked)

(2.12)
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Here, bcrit is the critical pressure ratio. The value bcrit = 0.433 comes directly from the data

sheet of our solenoid valves, provided by Matrix-Bibus (BIBUS France S.A.S, Chaponnay,

France). In the above, TUp is the upstream temperature of air and TAtm is the atmospheric

temperature.

2.3.3 Piston

Finally, the dynamics of the mechanical actuator relating the applied force on the piston to

the piston motion is

Mÿ = (APPP −ANPN )− bV ẏ − τSt + τExt (2.13)

where bV is the viscosity coefficient (N s/m), M is the total mass of the load and the piston

(Kg), τSt is the stiction force (N), and τExt is the external force (N). The stiction force τSt

was considered to be negligible since the pneumatic actuator used in our experiments was

an Airpel anti-stiction cylinder (All Air Inc., New York, USA).

2.4 Discrete-Input Model of the Open-Loop Actuator

It is possible to combine the equations in Section 2.3 to write the dynamics of the open-

loop pneumatic actuator in a 7-mode discrete-input form. Let us first find the overall

dynamics of the system incorporating the dynamics of the pneumatic chambers, the valves,

and the piston, which were reported in Section 2.3. Differentiating (2.13), solving for
...
y ,

and substituting (2.9) and (2.10) in it, the dynamics of the actuator are obtained as the

third-order equation

...
y =

−bV
M

ÿ − Ak

M

(
PP

l/2 + y
+

PN
l/2− y

)
ẏ +

krT

M

(
QP

l/2 + y
− QN
l/2− y

)
+
τ̇Ext
M

(2.14)

where l is the total length of the chamber.

As mentioned before, only one of the two valves U3 and U4 can be open at any given

time to avoid a bypass of the chamber N. Similarly, only one of the two valves U1 and U2

can be open at any given time to avoid a bypass of the chamber P. From this, we find that

there are a total of nine discrete modes for the solenoid valves [13]. These modes are shown

in Table 2.1.

Reviewing these different discrete modes, we observe that the modes M1, M8, and M9

are functionally similar (under no load) as they correspond to the two chambers being both

closed, both venting, and both pressurized, respectively. For all of these three modes, the

pressure difference across the chamber P and chamber N is reduced to zero over time. In

fact, according to (2.13), the acceleration of the piston is influenced by the difference in

pressures of the two chambers and, thus, from a functional perspective these three modes

are the same under no load.
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To reduce the controller design and tuning complexity, this thesis will focus on controllers

that only utilize seven modes. The 7-mode modeling and control analysis and design in this

thesis will concern the modes M1 to M7. M1 was selected out of the three modes discussed

above (M1, M8, and M9) because it shows the highest resistance to piston motion which

will improve the position tracking performance while under a load.

Table 2.1: Nine discrete modes of the open-loop actuator.

M1 M2 M3 M4 M5 M6 M7 M8 M9

U1 0 1 0 0 0 1 0 0 1

U2 0 0 1 0 0 0 1 1 0

U3 0 0 0 0 1 0 1 0 1

U4 0 0 0 1 0 1 0 1 0

From a functional perspective, we can describe the seven different operating modes listed

in Table 2.1. In the operating mode M1, both chambers are closed, as a result it has no

active influence (i.e., actuation) on the system. In the operating mode M2, chamber N is

closed and chamber P is pressurized, thus the piston moves to the right. In the operating

mode M3, chamber N is closed and chamber P is exhausted, thus the piston moves to the

left. In the operating mode M4, chamber P is closed and chamber N is exhausted, again

moving the piston to the right. In the operating mode M5, chamber P is closed and chamber

N is pressurized, again moving the piston to the left.

Worthy of note is that, in the operating modes M2 to M5, one chamber is closed while

the other is pressurized or exhausted, making the piston actuation modest. However, in

the operating mode M6, chamber P is pressurized and chamber N is exhausted, moving the

piston as forcefully as possible to the right. Similarly, in the operating mode M7, chamber

P is exhausted and chamber N is pressurized, moving the piston as forcefully as possible to

the left.

For the seven discrete modes, the open-loop system dynamics can be obtained by sub-

stituting (2.11a) and (2.11b) into (2.14). We obtain

...
y =

{
f + τ̇Ext

M ,mode M1

f + (−1)igi + τ̇Ext
M ,mode Mi, (2 ≤ i ≤ 7)

(2.15)

where i is an integer between 2 and 9 inclusively. In the above,

g2 =
krT

M

Q(PS , PP )

(l/2 + y)
g3 =

krT

M

Q(PP , PE)

(l/2 + y)

g4 =
krT

M

Q(PN , PE)

(l/2− y)
g5 =

krT

M

Q(PS , PN )

(l/2− y)
g6 = g2 + g4 g7 = g5 + g3

g8 = g4 − g3 g9 = g5 − g2

14



and

f =
−bV
M

ÿ − k

M

(
APPP
l/2 + y

+
ANPN
l/2− y

)
ẏ (2.16)

Note that because PE ≤ PP ≤ PS , PE ≤ PN ≤ PS , −l/2 ≤ y ≤ l/2, and mass flow rates

are non-negative functions, we have that g2 through g7 are all greater than or equal to zero.

Also, g8 and g9 are close to zero and can be positive or negative.
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Chapter 3

Sliding-Mode Control of A Single
Pneumatic Actuator

3.1 Introduction

In this chapter1, we consider a single pneumatic actuator comprised of two chambers as

shown in Figure 1.1. Each chamber has two solenoid valves, each of which can be either

closed, connected to a compressed air supply (source pressure), or connected to exhaust

(atmosphere pressure). Having assumed the three modes in which both chambers are closed,

both chambers are venting, and both chambers are pressurizing are functionally equivalent,

then the system has a total of seven unique discrete modes. In this chapter, a sliding-mode

controller forces the open-loop system to transition between these discrete operating modes,

which were defined directly from the state of the on/off solenoid valves, based on the current

tracking error.

The organization of this chapter is as follows: The chapter introduction is given in

Section 3.1. The operation and design of the sliding controller are discussed in Section 3.2.

The simulation study to verify the control laws is shown in Section 3.3. The experimental

results are presented in Section 3.4 while Section 3.5 contains the concluding remarks.

3.2 Sliding-Mode Controller Design

The proposed controller reacts differently depending on which of the seven modes the open-

loop system is operating in at any given time. For a position-controlled system, we can

define the sliding surface as s = 0 where s is a third order switching function selected as:

s =
ë

ω2
+

2ξė

ω
+ e (3.1)

where e is the position error y − yd, y is the actual position, yd is the desired position, and

ξ and ω are constant and positive numbers. We use this function s from (3.1) and invoke

1A version of this chapter has been accepted for publication in Mechatronics (A Journal of IFAC).
Another version of this chapter has been published in Proceedings of IEEE/RSJ International Conference
on Intelligent Robots and Systems (IROS), San Francisco, California, USA, September, 2011.
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the seven different modes of the open-loop system based on five different regions of the s

function. These regions of s and the selected operating mode of the system are illustrated

in Table 3.1 – we will see the meaning of the last column in the next subsection. Please note

that the input voltages (i.e., control actions) for each mode are listed in Table 2.1. If we

employ a pneumatic controller based on Table 3.1, for the lowest error |s| < ε, we use the

mode M1 which has no active influence on the system. For the largest positive error s > β,

we use the mode M7, which exerts the highest active influence in the negative direction on

the system. Conversely, for the largest negative error s < −β, we use the mode M6, which

has the highest active influence in the positive direction.

Table 3.1: Selection of the operating mode based on positioning error s.

Region Discrete operating modes Magnitude of ṡ from (3.6)

s > β M7 Large negative
β ≥ s > ε M3 or M5 Modest negative
ε ≥ s > −ε M1 Minimal
−ε ≥ s > −β M2 or M4 Modest positive
−β ≥ s M6 Large positive

In the next three subsections, first we discuss how closed-loop stability is guaranteed if

the sliding controller properly transitions the open-loop system between its discrete operat-

ing modes. Next, within the stabilizing sliding control framework, we establish a hierarchy

for transition between admissible modes such that closed-loop performance is improved.

Then, we provide guidelines on the choice of threshold values that decide the transitions

between modes.

3.2.1 Stability

To be able to analyze stability, consider the Lyapunov function candidate

Vlya =
1

2
s2 (3.2)

Vlya is a positive-valued function, therefore, if V̇lya < 0, Vlya will be decreasing. If Vlya is

decreasing, |s| will also be decreasing. Assuming s is initially bounded and |s| is always

decreasing, then s will always be bounded. Here, s will approach zero if we control the

system so that

V̇lya = ṡs < −η|s| (3.3)

for some constant η > 0 [36][37][18]. This condition can be rewritten as{
ṡ > η if s < 0

ṡ < −η if s > 0
(3.4)
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Take the derivative of (3.1) to get

ṡ =

...
e

ω2
+

2ξë

ω
+ ė

=

...
y −

...
y d

ω2
+

2ξë

ω
+ ė (3.5)

By substituting (2.15) into (3.5) and assuming τExt = 0 we obtain

ṡ =

{
λ , mode M1

λ+ (−1)igi/ω
2 , mode Mi, (2 ≤ i ≤ 7)

(3.6)

where λ = (f −
...
y d)/ω

2 + 2ξë/ω + ė. The function λ will be bounded if ẏ, ÿ, ẏd, ÿd,
...
y d,

PP , and PN are bounded. The chamber pressures PP and PN are bounded between PS and

PE . The desired position yd is a controlled input to the system, thus yd, ẏd, ÿd, and
...
y d are

assumed to be bounded. If we rewrite (2.13) as

Mÿ + bV ẏ = (APPP −ANPN ) (3.7)

we see that the right side of (3.7) is always bounded. Therefore, (3.7) is a 1st order differen-

tial equation in terms of the velocity (ẏ), which means velocity is decaying exponentially if

M and bV are positive. Therefore, if ẏ is initially bounded, then ẏ will always be bounded.

If we rewrite (2.13)

ÿ =
1

M
((APPP −ANPN )− bV ẏ) (3.8)

we find that it is defined purely in terms of bounded functions, thus it too must always

be bounded and hence, λ is also bounded. Therefore, if the positive-valued functions g2,

g4, and g6 are sufficiently large, then modes M2, M4, and M6 can ensure ṡ > η; this is

appropriate when s is negative. Conversely, if the positive-valued functions g3, g5, and g7

are sufficiently large, then modes M3, M5, and M7 can ensure ṡ < −η; this is appropriate

when s is positive. These two cases will be used to design a control strategy that satisfies

(3.3).

All six functions g2 to g7 are linearly proportional to Cval, the valve’s mass flow rate

constant in (2.12), thus choosing a large enough valve will ensure that these scalar functions

will be sufficiently large. Thus, using the modes M2, M4, or M6 when s < 0, and using M3,

M5, or M7 when s > 0 will ensure (3.3), and thus the convergence to the sliding surface

s = 0 over time. If s converges to zero and yd, ẏd, and ÿd are bounded the output y, ẏ, and

ÿ will also be bounded and thus the system will be BIBO stable.

3.2.2 Mode Selection

The 7-mode controller requires knowledge of the current chamber pressures as well as the

current piston position to pick the appropriate operating modes. This requires additional

sensors as compared to the 3-mode controller. For the case where we are trying to regulate
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to a stationary yd, we can use this additional mode data to minimize the switching required

to bring y to yd.

While there are unique control choices when |s| > β or |s| < ε, we require conditions

for deciding which control mode to use when β ≥ |s| > ε (see Table 3.1). For the positive

region and the negative region there are two control modes: (M5 and M3) and (M2 and

M4), respectively.

We will first study the negative region −β ≥ s > −ε. For the operating mode M2, the

chamber P is pressurized and chamber N is closed causing a moderate positive acceleration.

If we evaluate (2.13) under mode M2 and assume that the filling chamber has a sufficient

amount of time to be fully pressurized we can see that the ÿ ∝ (PS − PN ). For operating

mode M4, the chamber N is being exhausted and chamber P is closed, also causing a

moderate positive acceleration. If we evaluate (2.13) under mode M4 and assume that the

venting chamber has a sufficient amount of time to be fully vented we can see that the

ÿ ∝ (PP − PE). If we define

E1 = (PS − PN )− (PP − PE)

= (PS + PE)− (PP + PN ) (3.9)

the magnitude of E1 is positive when the pressure difference PS − PN is greater than the

pressure difference PP − PE . Therefore, when E1 is positive, the appropriate operating

mode for the region −ε ≥ s > −β is M2 as it will result in a higher piston acceleration

compared to the mode M4. Conversely when the magnitude of E1 is negative M4 will result

in a higher piston acceleration compared to M2.

In the positive region β ≥ s > ε, comparing modes M5 and M3, from (2.13) we see that

the magnitudes of ÿ are based on the pressure differences PS−PP and PN−PE respectively.

Let us define

E2 = (PS − PP )− (PN − PE)

= (PS + PE)− (PP + PN ) = E1 (3.10)

the magnitude of E2 is positive when the pressure difference PS − PP is greater then the

pressure difference PN−PE . Therefore, when E2 is positive the appropriate operating mode

for the region ε ≥ s > β is M5 as it will accelerate the piston more compared to mode M3.

Conversely when the magnitude of E2 is negative mode M3 will result in a higher piston

acceleration compared to M5. In summary, the magnitude of s in (3.1) and the magnitude

of E1 in (3.9) can be used by the controller to select the best of the seven operating modes

see Figure 3.1.

3.2.3 Selecting Parameters τ , β, and ε

This section proposes appropriate methods for selecting the controller parameters of τ ,

β, and ε for the smoothest motions possible and the least switching activity. For these
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parameters, the criterion for threshold selection was not unique. We chose the β and τ

parameters based primarily on the velocity error. Refer to Table 3.3 for a summary of

tuning parameters.

Selecting τ

The purpose of the timeout parameter τ is to reduce the switching between the modes used

in the region β ≥ |s| > ε by enforcing a minimum amount of time between mode transitions:

M5 to M3, M3 to M5, M2 to M4, and M4 to M2. A larger τ value will reduce switching, by

limiting the number of transitions. If the τ value is reduced; switching will increase, but the

velocity output of the system will be a more consistent output; this will result in improved

tracking performance. This is a performance trade-off; therefore, an appropriate value of τ

should be determined by evaluating the open-loop responses M2 and M4.

For initial conditions (at t = 0) of y = 0 and VP = VN = A l
2 where A = AP = AN

(i.e., the piston positioned is halfway along the cylinder length), using (2.9) - (2.13) we can

simulate the open-loop system response in each of these modes (Figure 3.2). These initial

conditions were selected because they are symmetric in nature, and as such the modes M5

and M3 will be symmetric to modes M2 and M4. For the pressurizing case M2 the initial

conditions PP = PN = PE were selected. For the venting case M4 the initial conditions

PP = PN = PS were selected.

Evaluating the consistency of the output velocity of these two modes in Figure 3.2(a), we

see that there is not a large variation in terms of the output velocity of each mode between

20 ms and 40 ms. As the switching activity is inversely related to the timeout value, we

select the higher value of τ = 40 ms to minimize switching. Thus, a minor change in the

timeout τ will have a minimal impact in terms of tracking performance.

Selecting β

The magnitude β is the transition threshold between a mode connecting the two chambers to

supply and exhaust pressures (i.e., M6 or M7), and the alternating modes for opening only a

single valve (i.e., M2/M4 or M3/M5). To improve our understanding of this, we will evaluate

the steady states of two different operating regions (from Table 3.1) : the region s ≤ −β
(i.e., mode M6) and the region −ε ≥ s > −β (i.e., modes M2 and M4 alternating). Observe

the open-loop responses of M6 and M2/M4 in Figure 3.3. These open-loop responses were

generated using the same initial conditions as seen in the previous sections pressurizing

case. As it can be seen from Figure 3.3 the velocity of the piston increases to a maximum.

If we approximate the nominal velocity in each region to be half of its maximum velocity,

we can select the mode transition threshold between the two regions as the average of the

region’s nominal velocities.

To approximate the maximum piston velocity we select the following conditions to max-

imize the velocity: ÿ = 0, FSt = 0, PP = PS , PN = PE , AP = AN = A, and FExt = 0.
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Substituting these conditions into (2.13) we find the maximal velocity as

max(ẏ) =
A(PS − PE)

bV
(3.11)

From a time-averaged perspective, the M2/M4 modes have approximately half the air flow

(of the M6 mode) since only half the orifices are open at any given time. Therefore, the

M2/M4 modes’ maximum velocity can be approximated as half of max(ẏ). From this, the

nominal velocity of each region can be approximated as 1
2max(ẏ) and 1

4max(ẏ), making the

transition threshold equal to 1
2(12max(ẏ)+ 1

4max(ẏ)) = 3
8max(ẏ). In terms of β we multiply

the threshold by 2ξ
ω to convert this transition point into the function s in (3.1) to get:

β =
3ξ

4ω
max(ẏ) =

3ξA(PS − PE)

4bV ω
(3.12)

This selection of β is not unique; however it has been demonstrated in simulation results

as being appropriate.

Selecting ε

When the magnitude of s is less than a positive-valued but small ε, the controller removes

the actuation from the system by closing all valves. The magnitude of ε should ideally be

selected so that when this occurs and the effect of past actuations settles out, the position

difference, y − yd, will be less than some desired small amount emin. Here, emin is an

appropriate value for ε for tracking a non-stationary desired position (ẏd 6= 0). However,

when the system is moving towards a stationary desired position (ẏd = 0) and the valves of

the system are closed (for both chambers P and N), the piston does not immediately stop.

When the valves are shut the pressure difference between chambers P and N will go to

zero only after the final position has overshot past the desired position. Ideally, the system
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should have shut all the valves before reaching the desired position so that the final settled

position y would be close to yd.

When the valves are shut, all flow rates are equal to zero (i.e., QP = QN = 0). For

initial pressures PN and PP and final pressures PPF and PNF , the total molecules in each

chamber will be the same. Thus, the initial pressure and final pressure can be equated as

follows

Table 3.2: The ε transition table.
Intial state Final state

Pressure PP 6= PN PPF , PNF
Position y yf
Velocity ẏ 6= 0 ẏf = 0

Acceleration ÿ 6= 0 ÿf = 0

PV = PFVF (3.13)

based on the ideal gas law. From this, we find the following relationships between pressures

and positions

PPFA(
l

2
+ yf ) = PPA(

l

2
+ y) PNFA(

l

2
− yf ) = PNA(

l

2
− y) (3.14)

where y is the initial position and yf is the final position. This equation assumes a k

value of 1 to simplify the math. Therefore, the selection of the ε threshold is based on this

simplification.

By evaluating (2.13) at the stationary point (ÿ = ẏ = 0) and substituting (3.14), we

obtain

(PPF − PNF ) = 0

PP

l
2 + y
l
2 + yf

− PN
l
2 − y
l
2 − yf

= 0 (3.15)

Solving for y and substituting yd for the final position yf , we find

y =
PN (yd + l

2)l

PN (yd + l
2) + PP ( l2 − yd)

− l

2
(3.16)

Solving for e we find

e =
PNy

′
dl

PNy′d + PP (l − y′d)
− y′d (3.17)

where y′d = yd + l
2 .

Immediately after the system switches to modeM1, the pistons’ position y is approaching

yd and, therefore, e will be either a positive or negative value with a sign opposite the sign
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of ẏ. Since the threshold ε is always a positive magnitude, we are interested in |e|. We

convert this transition point into the function s in (3.1) to get:

sstop =

∣∣∣∣ PNy
′
dl

PNy′d + PP (l − y′d)
− y′d)

∣∣∣∣ (3.18)

To utilize this threshold in experiment two conditions must be met: The equation (3.18)

requires ẏd to be 0. And the velocity ẏ must be travelling in a direction that approaches

the sliding surface s = 0. We implement this control using the following function:

ε =


κεsstop , (sė) < 0 and

|ẏd| < ẏd min

emin , otherwise

(3.19)

where ẏd min was measured from the experimental setup. For a stationary actuator the

measured velocity varied by ±15 mm/s, therefore, ẏd min = 20 mm/s was selected. The

theoretical value of κε should be equal to 1, however experimentally it was found that the

system required some additional resistance. Therefore, its value was increased to κε = 2.

With this equation, if ẏd 6= 0, then the system is actively tracking yd. However, if ẏd ≈ 0,

then it will reduce switching activity by stopping at the point that will settle on yd without

over-shooting the target. The equations (3.18) and (3.19) which calculate ε require that the

values of PN , PP , and yd are measured.

Figure 3.4 shows the experimental results of testing the 7-mode controller with a fixed

ε and a variable ε. The actuation is removed much sooner on the variable ε and as a result,

coasts to a stop on the desired position with no further correction required. However, when

the ‘fixed ε’ controller actuation is removed too late, it must immediately go in the reverse

direction (mode 7) to try and reduce overshoot.

Table 3.3: Tuning parameters table.

Par. Physical meaning
Effect on Tuning/ Experimental/

the Selection Theoretical
performances method value

τ

Used when Small τ increases Calculated
ε ≥ |s| ≥ β, the switching and from 40 ms/
minimum time improves tracking simulation 40 ms
between modes performance

emin

The s threshold Large emin reduces Desired 1.0 mm/
between actuation chattering and tracking 1.0 mm
and no actuation tracking precision precision

β
The s threshold Small β (3.12) using an 3.0 mm/

for using a higher strengthens piston estimation 3.7 mm
drive potential actuation of max(ẏ)
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Figure 3.4: Experimental result of variable ε vs. fixed ε.

3.3 Simulation Study

To analyze the performance of the 7-mode controller described in this chapter we will be

comparing it to the original 3-mode controller it was based on. The state diagram for the

3-mode controller is show in Figure 3.5. The emin shown in Figure 3.5 is from (3.19).

3.3.1 Simulation Parameters and Test Inputs

For our simulation, we selected the model parameters listed in Table 3.4. These model

parameters correspond to the experimental setup that will be used in Section 3.4.

Table 3.4: System parameters table.
Var. Value Label

l 0.1 m Chamber Length

T 296 K Chamber Temperature

Cval 3.4× 10−9 kg/(s Pa) Mass Flow Rate Const.

PS 300, 000 Pa Supply Air Pressure

PE 100, 000 Pa Exhaust Air Pressure

k 1.2 polytropic constant

A 1.814 cm2 Piston Cylinder Area

bV 50 (N s)/m Viscosity Coefficient

M 0.9 kg Total Mass of load

For the controller emin = 1 mm. To model our system, we utilized the Simulink Simscape
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toolbox in Matlab, which includes pneumatic elements.

There were a total of 3 different test inputs used:

1. Sine-wave:

yd = 0.020sin(2πft) (3.20)

2. Multi-sine wave:

yd =
0.030

m

m∑
i=1

sin(2π
fi

m
t) m = 8 (3.21)

3. Square-Wave:

yd =

{
0.020 , |t| < Tperiod/2

−0.020 , T/2 ≤ |t| < Tperiod
(3.22)

Over a period of Tperiod = 1/f .

For our simulations, we selected ω = 100 rad/s, ξ = 0.5, τ = 40 ms, β = 3.0 mm, and

emin = 1.0 mm.

3.3.2 Simulation Results

The simulation was run utilizing the sine-wave test input with frequencies varying from 0.1

Hz - 3.0 Hz, the results of the simulations are charted in Figure 3.6(a). From these results,

we find that for both the 3-mode and the 7-mode systems increasing the input frequency

leads to an increase in RMS tracking. The inability of the systems to track yd for higher

frequency input sine-waves is due to a limitation of flow capability of the valves to drive

the actuator at the higher velocities.

The advantage of the 7-mode controller algorithm is the reduction in the solenoid valves

switching as observed in Figure 3.6(a). At 1.5 Hz, this is equal to 63% reduction in switching

activity and a 0.45 mm improvement in tracking error.
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Higher actuator velocities are required for high frequency sine waves. The dynamic fric-

tion of a pneumatic actuator limits the magnitude of the output velocity. As the desired

velocity approaches the maximum actuator velocity, both the 3-mode and 7-mode tracking

error converges due to saturation. For low frequency sine waves, lower actuator output is re-

quired. As the required actuator output decreases, both the 3-mode and 7-mode controllers

start to control the actuator such that the actual output exceeds the required output and

as a result position-overshoot increases the tracking error. In simulation the tracking error

is shown in Figure 3.6(a) to converge at high and low frequencies.

To test the system with a more complicated signal, we used an input that is a summation

of 8 sine-waves with 8 different frequencies. For this simulation we will use f = 1 Hz. As we

can see from Figure 3.7(a), both controllers have no trouble tracking the multi-sine wave;

however, the switching activity (demonstrated by the open/close motions of the two valves

in the P chamber) for the 7-mode controller is greatly reduced compared to the 3-mode

controller. From the 3-mode controller to the 7-mode controller, there is a 75% reduction

in solenoid switching activity. To further test the controller, we utilized a square-wave

function. The results of this testing can be observed in Figure 3.7(b). From the simulation,

we find that the 3-mode controller has difficulty regulating at a fixed setpoint, which causes

the switching to be on average 263.2 times per second. The 7-mode controller, however,

minimizes the switches required to move between thresholds, resulting in a 76.6 switches

per second on average. This switching per second count reflects the aggregated occurrence

of switches in all 4 solenoid valves in each control modality.

The pneumatic system used in our experiments has solenoid valves that are switched at

a rate of up to 500 Hz due to a valve switching time (response time) of 2 ms. In simulations,

we have the flexibility to increase or decrease the valve switching time. To observe the effect

of this, we have simulated a system with a 1.5 Hz sine-wave reference position and with the

3-mode and 7-mode controllers over a range of valve switching times varying from 0.1 ms

to 10 ms. The results of these simulations have been plotted in Figure 3.6(b). It can be

seen from these results that increasing the valve switching time increases the tracking error.

It can also be seen from this plot that the switching activity for the 7-mode controller is

always less than the 3-mode controller. The tracking error is also found to be consistently

better for the 7-mode controller versus the 3-mode controller.

3.4 Experimental Testing

In this section, experiments with a 1-DOF system are reported. As illustrated in Fig-

ure 3.8, the setup consists of a pneumatic manipulator. The low friction cylinders (Airpel

model M16D100D) have a 16 mm diameter and a 100 mm stroke. The piston is connected

to a mass of approximately M = 900 g. The pneumatic solenoid valves (Matrix model

GNK821213C3K) used to control the air flow have switching times of approximately 1.3

ms (opening time) and 0.2 ms (closing time). With such fast switching times, the on/off
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Figure 3.8: Experimental setup.

valves are appropriate for the purposes of the proposed controller. In terms of sensors, a

low-friction linear variable differential transformer (LVDT) is connected to the cylinder in

order to measure the linear positions.

The controller is implemented using a dSPACE board (DS1104), running at a sampling

rate of 500 Hz. This value has been chosen according to the open/close bandwidth of the

switching valves and to guarantee an acceptable tracking response. For this experiment,

the following controller parameters were selected: ω = 60 rad/s, ξ = 0.5, τ = 0.04 s, β =

3.0 mm, and emin = 1.0 mm. The parameters ω and ξ were selected based on the desired

output dynamics; whereas, τ , β, and emin were selected based on Table 3.3.

3.4.1 Experimental Switching Function

Our experimental setup has a position sensor, but does not have an accelerometer or velocity

measurement. This section describes how the switching function s in (3.1) was obtained for

experimental setups. The first derivative of the position error in (3.1) is computed through a

backward difference method applied on the position signal followed by a de-noising second-

order Butterworth filter with a cutoff frequency of 50 Hz. The second derivative is computed

in the same way from the filtered first-derivative signal. The filter bandwidth was chosen

to be large enough (50 Hz) with respect to the input’s bandwidth of the system (less than

5 Hz).

The following finite difference equations were then used to find the first and second
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derivatives.

ėfilt(j) =
efilt(j)− efilt(j − 1)

Tperiod
(3.23)

ëfilt(j) =
efilt(j)− 2efilt(j − 1) + efilt(j − 2)

T 2
period

(3.24)

Where efilt was the filtered tracking error. Substituting (3.23) and (3.24) into (3.1) produces

sexp =
ëfilt
ω2

+
2ξėfilt
ω

+ efilt (3.25)

3.4.2 Experimental Results

The experiment was run utilizing the sine-wave test input for the desired position, yd, with

frequencies varying from 0.1 Hz - 3.0 Hz. The recorded results from these experiments

are charted in Figure 3.9(a). From these results, we find that for both the 3-mode and

the 7-mode systems, increasing the input frequency increases the RMS tracking error (as

shown in the simulated results). When we compare the results for the 3-mode controller

and the 7-mode controller, we can see that there was a notable improvement in tracking

performance for the 7-mode controller; as well as a notable decrease in switching activity

in the 7-mode case (as was demonstrated before in the simulated results).

Next, the experiment was run utilizing a square-wave test input for the desired position,

yd. The recorded results from these experiments are charted in Figure 3.10(b). From these

results, we find that for the 3-mode case there is an 18% positive overshoot in the position

tracking. For the 7-mode case the positive overshoot obtained was only 1.9%. This is the

due to the variable ε threshold applied to the 7-mode controller removing actuation sooner;

allowing the actuator to coast to a stop at the yd position. This results in improved tracking

performance and reduced switching activity.

To test the system with a more complicated signal, we used an input that is a summation

of 8 sine-waves with 8 different frequencies.

For this simulation we will use f = 1 Hz. As we can see from Figure 3.10(a), both

controllers have no trouble tracking the multi-sine wave; however, the switching activity

(demonstrated by the open/close motions of the two valves in the P chamber) for the 7-

mode controller is reduced compared to the 3-mode controller as was seen in simulation.

From the 3-mode controller to the 7-mode controller, there is a 48% reduction in solenoid

switching activity.

To test the system’s ability to reject external force disturbance, the experiment was run

again utilizing the sine-wave test input with a weight attached to the actuator via a cord and

pulley. The weights tested were 0.5 kg (see Figure 3.9(b)) and 1.0 kg (see Figure 3.9(c)).

These weights applied a constant force that was approximately equal to gravity in the

positive direction of the actuator. To prevent the weights attached to the actuator from

swinging like a pendulum only frequencies from 0.1 Hz - 1.5 Hz were utilized. Tracking
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Figure 3.9: Position tracking and switching activity experimental results for a sine-wave
reference trajectory.

33



-0.03

-0.02

-0.01

0

0.01

0.02

0.03

P
o

s
it
io

n
 (

m
)

 

 

y
d

3 mode

7 mode

0

1

U
1

  
  

3
 M

o
d

e

0 1 2 3 4 5 6 7 8
0

1

U
1

  
  

7
 M

o
d

e

Time(s)

(a) For a multi-sine-wave reference trajectory

-0.03

-0.02

-0.01

0

0.01

0.02

0.03

P
o

s
it
io

n
(m

)

 

 

0

1

U
1

  
  

3
 M

o
d

e

0 1 2 3 4 5 6 7 8 9 10
0

1

U
1

  
  

7
 M

o
d

e

Time(s)

y
d

3 mode

7 mode

(b) For a square-wave reference trajectory

Figure 3.10: Position tracking and switching activity experimental results.
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error was not significantly increased as a result of attaching the weights; valve switching

activity was marginally increased.

The first objective of the simulation study was to validate the feasibility of the proposed

control scheme before implementing it on the physical system. As in any other design,

the simulation study helped to obtain an idea of the controller gains to be used in the

experiments. Interestingly, while the simulated model was somewhat different from the

experimental system, the good experimental results show the robustness of the proposed

controller against unmodelled temperature dynamics and model parameter uncertainties.

3.5 Concluding Remarks

This chapter proposed a sliding-mode law for precise position control with minimal switching

activity designed for use on a pneumatic actuator. This controller uses four additional

modes as compared to [18], which decrease the coarseness in the drive force resulting in

lower position tracking errors and reducing the open/close activity of the valves which

increases the valves’ lifespan.

In order to experimentally evaluate the proposed control strategy, a comparison study

has been performed relative to the 3-mode controller of [18] for a position tracking problem.

The results show that the tracking accuracy is better in the case of 7-mode control than in

the 3-mode control. Also, the 7-mode controller was shown to lead to a significant reduction

in the switching of the solenoid valves compared to the 3-mode control. This implies that

the valve’s lifetime will be longer and the overall reliability of the components will be better

when the proposed control law is utilized.
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Chapter 4

Sliding-Mode Control of A
Teleoperator with Two Pneumatic
Actuators

4.1 Introduction

In Chapter 3, a sliding-mode control scheme was developed that extended the three-mode

control to seven-mode control. It was demonstrated that for a single pneumatic actuator,

expanding the control possibilities from three-mode control to seven-mode control reduced

the tracking error and the valves’ switching activity, causing an overall improvement in the

system performance. This is due to the fact that the four additional modes of operation

help to utilize only the necessary amounts of drive energy allowing smoother control of the

nonlinear system.

In this chapter, we extend the application of the seven-mode controller from the position

control of a single robot to the bilateral control of a telerobot. We will show that this results

in reduced position tracking error and solenoid valve switching activity for the teleoperation

system. The proposed sliding-mode control schemes are experimentally validated on a

pair of actuators connected under the position-position and the force-position teleoperation

architectures. We will be showing that leveraging the additional modes of operation leads

to a smoother control of the teleoperated actuator.

The organization of this chapter is as follows: The chapter introduction is in Section 4.1.

A sliding-mode control of a teleoperated pair of solenoid-valve actuators is reported in

Section 4.2. The experimental results are shown in Section 4.3. The analysis of the results

is shown in Section 4.4. Finally, the concluding remarks are presented in Section 4.5.
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Table 4.1: Master/slave actuator variable names where q ∈ {P,N}, v ∈ {1, . . . , 7}, and
t ∈ {1, . . . , 7}.

Single robot y Pq Vq τExt gt f

Master ym Pq,m Vq,m τh gv,m fm
Slave ys Pq,s Vq,s −τe gt,s fs

Operator Master Actuator
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Figure 3.1
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Figure 4.1: Position-position based teleoperation.

4.2 Sliding-Mode Control of a Teleoperator with Two Pneu-
matic Actuators

For the teleoperation system, we assume that the master and slave dynamics will be the

same as those described in Section 2.3. For different actuators, the common variables will

be re-labeled as shown in Table 4.1.

4.2.1 Position-Position Control

The block diagram in Figure 4.1 shows the architecture of the position-position based bi-

lateral teleoperation system. In this setup, the human operator dynamics, Zh, and the

environment dynamics, Ze, are unknown or uncertain. The nonlinear actuator dynamics

are described in (2.9)-(2.13).

The equations for the master and slave dynamics are

Mÿm = A(PP,m − PN,m)− bV ẏm + τh

Mÿs = A(PP,s − PN,s)− bV ẏs − τe (4.1)

Differentiating (4.1) and substituting (2.9) and (2.10) into it, the dynamics of the two

systems are obtained as

...
ym =

{
fm + τ̇h/M ,mode M1

fm + (−1)vgv,m + τ̇h/M ,mode Mv 6= M1

...
y s =

{
fs − τ̇e/M ,mode M1

fs + (−1)tgt,s − τ̇e/M ,mode Mt 6= M1

(4.2)
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where v ∈ {1, . . . , 7} and t ∈ {1, . . . , 7}. For the position closed-loop control, let us define

the switching function as

sp =
ëp
ω2
p

+
2ξėp
ωp

+ ep (4.3)

in which ep = ym − ys. It should be noted that the slave actuator controller uses this

switching function (sp) whereas the master actuator uses its negative (−sp). To be able to

analyze the closed-loop stability, consider the Lyapunov function candidate

Vlya =
1

2
s2p (4.4)

which is a positive-definite function. Therefore, if V̇lya < 0, then Vlya will be decreasing. If

Vlya is decreasing, |sp| will also be decreasing. Assuming sp is initially bounded and |sp| is

always decreasing, then sp will always be bounded. This means that sp will approach zero

if we control the system so that

V̇lya = ṡp sp < −ηp|sp| (4.5)

for some positive constant ηp > 0 [32, 36, 37]. This condition can be rewritten as{
ṡp > ηp if sp < 0

ṡp < −ηp if sp > 0
(4.6)

In the above, ṡp is found by taking the derivative of (4.3):

ṡp =

...
e p
ω2
p

+
2ξëp
ωp

+ ėp (4.7)

Let us consider two possible cases for the sign of ṡp in the following.

• Assume that sp is positive. Then, (4.6) reduces to

ṡp < −ηp (4.8)

Based on the sliding-mode control outlined in Section 3.2, the master and slave dy-

namics become
...
ym = fm − gv,m + τ̇h/M v ∈ {3, 5, 7}
...
y s = fs + gt,s − τ̇e/M t ∈ {2, 4, 6} (4.9)

because, as noted earlier, the slave controller uses the switching function sp while the

master controller uses the switching function −sp. Substituting (4.9) into (4.7), we

find

ṡp = λp − (gv,m + gt,s)/ω
2
p (4.10)

where

λp =
(fm − fs) + (τ̇h + τ̇e)/M

ω2
p

+
2ξ

ωp
ëp + ėp (4.11)

Finally, by substituting (4.10) into (4.8) we find

(gv,m + gt,s) > (λp + ηp)ω
2
p (4.12)
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• Assume that sp is negative. Then, (4.6) reduces to

ṡp > ηp (4.13)

Based on the sliding-mode control outlined in Section 3.2, the master and slave dy-

namics become
...
ym = fm + gv,m + τ̇h/M v ∈ {2, 4, 6}
...
y s = fs − gt,s − τ̇e/M t ∈ {3, 5, 7} (4.14)

Substituting (4.14) into (4.7), we find

ṡp = λp + (gv,m + gt,s)/ω
2
p (4.15)

where λp has been defined in (4.11). Also, substituting (4.15) into (4.13), we find

(gv,m + gt,s) > (ηp − λp)ω2
p (4.16)

Therefore, if the positive-valued functions gi,m and gi,s for i ∈ {2 − 7} are sufficiently

large, then the control strategy can satisfy condition (4.6) as long as λp is bounded. On

the other hand, since all twelve functions gi,m and gi,s are proportional to Cval, the valve’s

mass flow rate constant in (2.12), then choosing a large enough valve will ensure that these

scalar functions will be sufficiently large and thus the convergence to the sliding surface

sp = 0 over time is guaranteed (provided λp is bounded).

To show that λp is bounded, we consider the following dynamic models for the operator

and the environment [20, 39]:

τh = −Mhÿm −Bhẏm −Khym + τ∗h

τe = Meÿs +Beẏs +Keys + τ∗e (4.17)

where Mh, Me, Bh, Be, Kh, and Ke are positive values corresponding to the mass, damping

and stiffness of the operator’s hand and environment, respectively. The τ∗h and τ∗e are

the continuous exogenous input forces from the operator and the environment, which have

limited energy and as such are bounded. Substituting (4.17) into (4.1) yields

(M +Mh)ÿm + (bV +Bh)ẏm +Khym

= A(PP,m − PN,m) + τ∗h

(M +Me)ÿs + (bV +Be)ẏs +Keys

= A(PP,s − PN,s)− τ∗e (4.18)

Pq,m and Pq,s are bounded between PS and PE , therefore the right hand sides (RHS) of the

equations in (4.18) are bounded. Since the RHS of (4.18) is bounded, the left hand side
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(LHS) becomes a second-order BIBO stable system (due to the positive coefficients) and,

therefore, ym and ys are bounded. Rearranging (4.18), we get

(M +Mh)ÿm + (bV +Bh)ẏm

= A(PP,m − PN,m) + τ∗h −Khym

(M +Me)ÿs + (bV +Be)ẏs

= A(PP,s − PN,s)− τ∗e −Keys (4.19)

We find that in (4.19), the RHS is bounded and the LHS is a first-order BIBO stable system

in terms of piston velocity, therefore ẏm and ẏs are also bounded. Rearranging (4.18) again,

we have

(M +Mh)ÿm = A(PP,m − PN,m) + τ∗h

−Khym − (bV +Bh)ẏm

(M +Me)ÿs = A(PP,s − PN,s)− τ∗e
−Keys − (bV +Be)ẏs (4.20)

and, therefore, ÿm and ÿs are bounded as well. Since the positions (ym, ys), velocities (ẏm,

ẏs), accelerations (ÿm, ÿs), and exogenous inputs (τ∗h , τ∗e ) are all bounded, then by (4.17)

τh and τe must also be bounded.

Since positions (ym, ys) are bounded, the chamber volumes (Vq,m, Vq,s) must also be

bounded and non-zero. Thus, the derivatives of the pressures (Ṗq,m, Ṗq,s) which are func-

tions of volume, pressure, velocity, and mass flow rate are bounded because all of the

aforementioned functions are also bounded.

If we take the derivative of (4.20) we obtain

(M +Mh)
...
ym = A(ṖP,m − ṖN,m) + τ̇∗h

−Khẏm − (bV +Bh)ÿm

(M +Me)
...
y s = A(ṖP,s − ṖN,s)− τ̇∗e
−Keẏs − (bV +Be)ÿs (4.21)

As noted earlier, the τ∗h and τ∗e are continuous and have limited energy, and as such their

derivatives must be bounded. Therefore, the RHS of the above equations are bounded and,

therefore, the third derivatives of the positions (
...
ym,

...
y s) are also bounded. In addition, by

taking the derivative of (4.17), we find that τ̇h and τ̇e are bounded.

In summary, Vq,m, Vq,s, ym, ys, ẏm, ẏs, ÿm, ÿs, Pq,m, Pq,s, τ̇h, and τ̇e are all bounded,

and so is λp. Since λp is bounded, condition (4.5) is met and thus s will converge to the

sliding surface s = 0 in finite time. This leads to the closed-loop stable dynamics

ëp + 2ξωpėp + ω2
pep = 0 (4.22)

in which the position error, ep, asymptotically tends towards zero.
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Figure 4.2: Force-position based teleoperation.

One of the distinct advantages of the position-position control architecture is that it

does not require any force sensors for providing haptic feedback to the operator, but it

comes at the cost of suffering from a distorted impedance perception in the free-motion

condition and non-ideal force tracking [34].

4.2.2 Force-Position Control

The block diagram in Figure 4.2 shows the architecture for a force-position bilateral tele-

operation system; the slave side of the system is identical to that in the position-position

teleoperation case. As such, the slave actuator controller uses the same switching function

(4.3) as in position-position architecture. It is still different because the sliding surface sp is

unrelated to the selected control action of the master. Therefore, the stability of the slave

actuator will be the same as the single actuator stability analysis shown in Section 3.2.1.

Proving the stability for the closed-loop force-position control is very difficult; therefore

in this section we will be providing a preliminary analysis of the system under force-position

sliding-mode control. Force-position control is different from position-position control in

that the control action for the master actuator comes from the readings of a sensor measuring

slave/environment contact forces. Thus, the master’s sliding-mode controller uses a new

switching function sf :

sf =
ëf
ω2
f

+
2ξėf
ωf

+ ef (4.23)

where ef = −τh–τe. To be able to analyze the closed-loop master system, consider the

following Lyapunov function candidate

Vlyb =
1

2
s2f (4.24)

Evidently, Vlyb is a positive-definite function and, if V̇lyb < 0, Vlyb will be decreasing. If

Vlyb is decreasing, |sf | will also be decreasing. Assuming sf is initially bounded and |sf | is

decreasing, sf will approach zero. This requires that we control the master robot so that

V̇lyb = ṡf sf < −ηf |sf | (4.25)
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for some positive constant ηf > 0. This condition can be rewritten as{
ṡf > ηf if sf < 0

ṡf < −ηf if sf > 0
(4.26)

Take the derivative of (4.23) to obtain

ṡf =

...
e f
ω2
f

+
2ξëf
ωf

+ ėf (4.27)

• If we first consider that sf is positive, according to (4.26) we have the following

condition

ṡf < −ηf (4.28)

Based on the sliding-mode control outlined in Section 3.2, the master and slave dy-

namics become
...
ym = fm − gt,m + τ̇h/M t ∈ {3, 5, 7}

...
y s = fs + (−1)igi,s − τ̇e/M i ∈ {1− 7} (4.29)

Substituting (4.29) into (4.27), we find

ṡf = λf − gt,mM (4.30)

where

λf = (−
...
ym + fm − (−1)igi,s +

...
y s − fs)M +

...
e f
ω2
f

+
2ξëf
ωf

(4.31)

Also, substituting (4.30) into (4.28) we find

gt,m >
λf + ηf
M

(4.32)

• If we then consider that sf is negative, according to (4.26) we have the following

condition

ṡf > ηf (4.33)

Based on the sliding-mode control outlined in Section 3.2, the master and slave dy-

namics become
...
ym = fm + gv,m + τ̇h/M v ∈ {2, 4, 6}
...
y s = fs + (−1)igi,s − τ̇e/M i ∈ {1− 7} (4.34)

Substituting (4.34) into (4.27) we find

ṡf = λf + gv,mM (4.35)

Finally, substituting (4.35) into (4.33) we find

gv,m >
ηf − λf
M

(4.36)
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Therefore, if the positive-valued functions gi,m for i ∈ {2 − 7} are large enough, the

control strategy can satisfy condition (4.26). All six functions bi,m are proportional to Cval,

the valve’s mass flow rate constant in (2.12), thus choosing a large enough valve will ensure

that these scalar functions will be sufficiently large, and thus, ensure the convergence to the

sliding surface sf = 0 within finite time.

4.3 Experimental Results

To test the teleoperation control schemes discussed previously, a quasi-periodic input motion

pattern was applied by the operator’s hand to the master. This input resembled three cycles

of back-and-forth motion with an approximately 10 mm RMS amplitude when the slave was

in free space, followed by approximately two seconds of motion causing contact between the

slave and the environment, which was a soft material located 14.5 mm away from the slave’s

zero position. This entire motion pattern was repeated three times over a 20 second period

by the human operator. The position and force profiles of the master and the slave robots

were measured via position and force sensors (see Figure 4.3).

4.3.1 Experimental Setup

Experiments were performed with a pair of 1-DOF pneumatic actuators as the master and

the slave – see Figure 4.3. Each pneumatic actuator has the same physical characteristics

as described in Section 3.4. The low friction cylinders (Airpel model M16D100D) have a 16

mm diameter and a 100 mm stroke. The piston and shaft mass is approximately M = 900

g.

The controller is implemented using a dSPACE board (DS1104), running at a sampling

rate of 500 Hz. This sampling rate has been chosen according to the open/close bandwidth

of the valves and to enable an acceptable tracking response. The experimental setup has

the model parameters listed in Table 3.4.

4.3.2 Position-Position Based Teleoperation Control

In this section, we review the experimental results for the position-position architecture

using the sliding-mode control design in Section 4.2.1. For this experiment, the following

controller parameters were selected: ωp = 50 rad/s, εp = 1 mm, β = 3.4 mm, and τ = 40 ms.

The position-position scheme relied either on the 3-mode or the 7-mode based sliding control.

The results are depicted in Figure 4.4. From these results, we can see that there is a 58%

improvement in the RMS error of position tracking with the 7-mode based control compared

to the 3-mode based control.

The force tracking performance is approximately the same for the 3-mode and the 7-

mode control schemes as it is evident from Figure 4.4. When the slave is in contact with

the environment (τe 6= 0), there is good force tracking as τh ≈ τe. However, under the free
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Figure 4.3: Experimental setup – pair of actuators.
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Figure 4.4: Position and force tracking profiles for the master and the slave robots in
position-position architecture.

motion case, (i.e., when τe ≈ 0, because the slave is not in contact with the environment),

we see a sizable force feedback of about +/-10 N applied by the master to the operator.

4.3.3 Position-Force Based Teleoperation Control

In this section we review the experimental results for the force-position architecture defined

in Section 4.2.2. For this experiment, the following force controller parameters were selected

for the master controller: ωf = 50 rad/s, εf = 0.5 N, β = 1.7 N, and τ = 40 ms. The slave

controller utilized the same control parameters described in Section 4.3.2. The force-position

based control scheme was applied to both 3-mode and 7-mode based control. The results

are charted in Figure 4.5. From these results we can see that there is a 44% improvement in

position tracking error and a 20% improvement in force tracking error for the 7-mode based

control when compared to the 3-mode based control under force-position based control.

4.4 Analysis and Discussion

4.4.1 Position-Position Based Teleoperation Control

In this section, we analyze the experimental results for the position-position architecture

found in Section 4.3.2. The results are depicted in Figure 4.4. From these results we can

observe reasonable position tracking. It also demonstrates good force tracking under the
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Figure 4.5: Sliding-mode control - force-position control.

case where it is in contact with the environment.

However, under the free motion case (i.e., while τe ≈ 0), because the slave is not in

contact with the environment, we see a sizable force feedback of about ±10 N applied

by the master to the operator. This severely disrupts the perception of free motion for

the operator and is undesirable. In the following, we try to understand the cause of this

unwanted force feedback to the operator.

To illuminate the reason for the large force of ±10 N experienced by the operator when

the slave is in free space, let us examine the sum of forces acting on each actuator. The

sum of forces according to (2.13) are

Mÿs = −τe + τs − τF,s (4.37)

Mÿm = τh + τm − τF,m (4.38)

where τs = (APPP,s − ANPN,s) is the slave actuator force, τm = (APPP,m–ANPN,m) is

the master actuator force, τF,s = bV ẏs is the slave damping force, and τF,m = bV ẏm is

the master damping force. First, consider the slave actuator in the free motion case where

τe = 0. We have

τs = Mÿ + τF,s (4.39)

In position-position control, the master’s control action actuator is in the opposite direction

to that of the slave:

τm = −τs (4.40)
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Substituting (4.39) into (4.40) gives us

τm = −Mÿ − τF,s (4.41)

Substituting (4.41) into (4.38) and solving for τh leads to

τh = M(ÿm + ÿs) + τF,m + τF,s (4.42)

In the experiments, the peak velocity is ẏm ≈ ẏs = 100 mm/s and bV = 50 N s/m.

Therefore, the peak force of friction will be τF,m ≈ τF,s = 5 N or a total unwanted force of

τF,m + τF,s = 10 N. Therefore, it is the viscous friction that is causing a heavy loading in

terms of the haptic feedback to the operator when the slave is in free space. This is a serious

shortcoming of using the position-position control scheme for the pneumatic actuators.

To further evaluate this phenomenon we simulated in Simulink the free motion teleop-

erated case using Simulink. The results of this simulation are shown in Figure 4.6. These

results also demonstrate a ± 10 N force, which corroborates with the analytical and exper-

imental results.

For the case where the slave actuator is in contact with the environment (τe 6= 0) the

hand was stopped by the force feedback and, as a result the velocity decreased to near zero.

Since the unwanted force is caused by the viscous friction, which is proportional to the

actuators velocity, the unwanted force disappeared as their velocities went towards zero.

4.4.2 Force-Position Based Teleoperation Control

In this section, we analyze the experimental results for the force-position architecture found

in Section 4.3.3. The results are depicted in Figure 4.5. From these results we can observe

both in contact and under free motion that the haptic feedback to the master demonstrates

good force tracking τh ≈ τe and position tracking. The force-position control scheme with

pneumatic actuators does not have the sizable force feedback in free-motion that was ob-

served in the position-position control scheme.

The force controller on the master side used the force sensor on the actuator in the

control loop in such a way that the net force of the actuator (τm − τF,m) is equal to the

force measured on the slave side.
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As a result, the haptic feedback on the master side compensates for the force of friction

on the master actuator. The force measured by the slave actuator does not include the

force of friction on the slave side. Therefore, the only feedback felt by the hand through the

haptic interface in the force-position free motion case is the inertia of the slave actuator.

This makes the force-position teleoperation architecture more advantageous then the

position-position teleoperation architecture in terms of free motion force tracking. Although

the force-position had better force tracking, it was observed that the position-position con-

trol architecture had a 16% improvement in position tracking when compared to the force-

position control architecture.

4.5 Concluding Remarks

The seven-mode sliding-mode control law was originally designed in Chapter 3 for use on a

single 2-chamber pneumatic actuator driven by on/off solenoid valves. In this chapter, the 7-

mode control law was utilized in two teleoperation architectures: position-position and force-

position. These closed-loop controls were experimentally verified on a setup consisting of a

pair of symmetric pneumatic actuators. For comparison, the experiments were conducted

for both the new 7-mode control and the traditional 3-mode control.

It was demonstrated that, for both teleoperation architectures, there was a 44%-58%

improvement in position tracking error with the 7-mode controller when compared to the

3-mode controller. It was also demonstrated that there was a 20% improvement in force

tracking error for the 7-mode controller in the force-position architecture when compared

to the 3-mode controller in the same architecture.

In the position-position architecture, it was found that dynamic friction forces were

causing large force applications (±10N) on the operator hand under the free motion case

(τe = 0). Thus, in terms of force tracking error, the force-position architecture is preferable

for pneumatic actuators. The 7-mode based teleoperation control has performed well in the

experiments. This controller would be a viable choice for use whenever a teleoperated robot

uses on/off valves for actuation of the pneumatic chamber.
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Chapter 5

Model-Based
Pulse-Width-Modulated
Sliding-Mode Control

5.1 Introduction

In Chapter 3, a sliding-mode control for a single pneumatic actuator was developed. In

Chapter 4, the single pneumatic actuator control was extended to bilateral control of a

pair of pneumatic actuators. Both of these control methods utilize a sliding-mode control

derivation that involves mapping the various modes of pneumatic actuation to distances

from the sliding surface. However, there are other methods for implementation of sliding-

mode control.

In this chapter, we investigate utilizing model-based sliding-mode control on both a

single actuator and a pair of bilaterally controlled actuators. Model-based sliding-mode

control utilizes a controlled continuous input u in one of two ways: such that ṡ = 0, where s

is an nth order integral switching function; or alternatively the continuous input u is chosen

such that ṡ ≤ −η sign(s). To create a continuous-input model, a pulse-width-modulated

(PWM) input signal is applied to the on/off solenoid valves. Under this control input,

the discontinuous-input system is approximated via time-averaging as a continuous-input

model.

This method has previously been applied to single actuator position control for three-

mode control in [29]. In this thesis, we investigate expanding it from three-mode control

to seven-mode control. To accomplish this, we had to create a new mode mapping for a

time-averaged model, and recreate the controller accordingly. To expand the time-averaged

model, we required additional regions in the levels of actuation, as well as the creation of

different “profiles” of operation.

The organization of this chapter is as follows: The chapter introduction is in Section 5.1.

An averaged continuous-input model of the open-loop actuator is described in Section 5.2.

A sliding-mode control of a single pneumatic actuator is illustrated in Section 5.3. A sliding-
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mode control of a teleoperated pair of solenoid-valve actuators is listed in Section 5.4. The

experimental results are shown in Section 5.5. Finally, the concluding remarks are presented

in Section 5.6.

5.2 Averaged Continuous-Input Model of the Open-Loop Ac-
tuator

Let us consider a general dynamic system that may operate in one of p distinct modes at

any given time. Within a “period”, (to be defined later), the system can switch between

modes 1 through p. Perhaps this is due to the particular control input provided to the

system according to the modal duty cycle di where

D = [d1, d2, ..., dp]
T (5.1)

We call D the PWM period. This indicates that the total duration of the modal duty cycles

must equal the total PWM period, which is usually normalized to unity, i.e., ||D||1 = 1. If

the system has dynamics y(n) = fi in mode i, and we collect the system dynamics for the

p modes in the vector

F = [f1, f2, ..., fp]
T (5.2)

then an average model y
(n)
a of the system dynamics y(n) can be approximated by [6, 29]

y(n)a = F TD (5.3)

5.2.1 Duty Cycle Mapping for the 3-Mode System

Shen et al. have applied such a nonlinear model averaging to a 3-mode pneumatic actuator

[29]. We will first derive that averaged model and then extend the method to the case of a 7-

mode actuator. Using (2.15) for a single pneumatic actuator without external disturbances,

we have

fi =

{
f , i = 1

f + (−1)igi , otherwise
(5.4)

for i ∈ {1, 6, 7} because, as discussed previously, these are the three modes corresponding

to “Close and Close” (mode 1), “Push and Pull” (mode 6), and “Pull and Push” (mode 7).

For creating a wide range of desired accelerations for the piston of the pneumatic actuator

in the positive direction, we will want to appropriately mix modes 1 and 6. Similarly, for

creating a wide range of desired piston accelerations in the negative direction, we will want

to appropriately mix modes 1 and 7. To this end, within each of the positive and negative

actuation regions, we can select a duty cycle based switching scheme that alternates between

no actuation (mode 1) and full action (modes 6 and 7, respectively) [29]. Such a switching

scheme is shown in Table 5.1 where
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Figure 5.1: Duty cycle mapping for the 3-mode system.

d(u) =
uH − u
uH − uL

(5.5)

with uL ≤ u ≤ uH . Note that Table 5.1 leads to u = 1 and u = −1 corresponding to the

maximum actuation in the positive and negative directions, respectively. Also, u = 0 will

correspond to no actuation. Substituting (5.4) and Table 5.1 into (5.3), the average system

model can be described by

...
y a =

{
f + g6u , if u ≥ 0

f + g7u , if u < 0
(5.6)

Table 5.1: The 3-mode mapping profile.
Region uL uH Duty Cycles

- −1 0 d7 = d(u), d1 = 1− d(u)
+ 0 1 d1 = d(u), d6 = 1− d(u)

The switching between modes 1 and 6 or modes 1 and 7 according to Table 5.1 is

illustrated in Figure 5.1 as a function of the input u. Figure 5.2 shows (5.6) in the plane

containing
...
y a − f versus u.

5.2.2 Duty Cycle Mapping for the 5-Mode System

If we extend the accepted values for the index i in (5.4) to be i ∈ {1, 2, 5, 6, 7}, the system

will include two more control options: “Push and Close” (mode 2) and “Close and Push”

(mode 5). This mapping will result in a 5-mode system.

For a 5-mode system, similar to the 3-mode system, we need to know the scheme for

switching between modes. This new mode selection scheme involves a new mapping of the

single input u to the duty cycle vector D. A desirable mapping would utilize at most two
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Figure 5.2: Theoretical time-averaged input-output relationship for the 3-mode system.

modes in any PWM period to simplify the mapping and also minimize the valves’ switching

for reduced noise and extended lifespan of the valves. Based on (5.4) and because gi in

(2.15) are all positive, we can see that the open-loop modes can be ordered in terms of the

magnitude of the resulting
...
y for each mode:

f7 ≤ f5 ≤ f1 ≤ f2 ≤ f6 (5.7)

Given this order of actuation for each mode, it is beneficial to arrange the duty cycles as

shown in Table 5.2. Utilizing these mappings, the output
...
y a is increasing (decreasing) with

increasing (decreasing) u, only two modes are used at a time, and ||D||1 = 1. The mapping

from Table 5.2 is plotted in Figure 5.3.

To properly select the values of γ2 and γ5 in Table 5.2 we need to consider Figure 5.3.

Figure 5.3 has four regions matching the same regions as in Table 5.2. At u = 0, mode 1

is utilized 100% of the time. As u decreases into the negative values (region 2), mode 5

is utilized increasingly until u = −γ5, at which point mode 5 is utilized 100% of the time.

As u further decreases (region 1), mode 5 is used increasingly less, and mode 7 is utilized

increasingly until u = −1, at which point mode 7 is utilized 100%. The same holds for the

positive range of u corresponding to regions 3 and 4 in Table 5.2. Additionally, if we select

the following values for the transition points γ2 and γ5

γ2 =
g2
g6

γ5 =
g5
g7

then we can see from Figure 5.4 that the resulting dynamics will have a continuous line

across the transition points. It should be noted that any other selection of γ2 and γ5 will

lead to a non-uniformity in terms of actuation, which will not be beneficial to the controller
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Figure 5.3: Duty cycle mapping for 5-mode.

design; refer to Figure 5.5. Note that since gi in (2.15) are time-varying functions, γ2 and

γ5 will also be functions of time.

Table 5.2: The 5-mode mapping profile.
Region uL uH Duty Cycles

1 −1 −γ5 d7 = d(u), d5 = 1− d(u)
2 −γ5 0 d5 = d(u), d1 = 1− d(u)
3 0 γ2 d1 = d(u), d2 = 1− d(u)
4 γ2 1 d2 = d(u), d6 = 1− d(u)

The derivation of the time-averaged 5-mode model is shown in Appendix A.1. This

derivation shows that, for the 5-mode system, the time-averaged model is the same as that

for the 3-mode system. This is distinctly advantageous because we could use the same

control input u for both 3-mode and 5-mode systems. The only difference between 3-mode

and 5-mode operation is in the resulting valve open/close activity for a given u.

5.2.3 Duty Cycle Mapping for the 7-Mode System

If we extend the accepted values for the index i in (5.4) to be i ∈ {1, . . . , 7}, the system will

include two more control options: “Pull and Close” (mode 4) and “Close and Pull” (mode

3). This mapping will result in a 7-mode system.

For a 7-mode system, similar to the 5-mode system, a desirable mapping would utilize

at most two modes in any PWM period. To properly evaluate the averaged model of

the system, we will consider the 7-mode mapping through two separate mappings: The

pressurizing profile (which utilizes modes M7, M5, M1, M2, and M6) and the venting profile

(which utilizes modes M7, M3, M1, M4, and M6). Note that the mode selection scheme in

the pressurizing profile in the 7-mode case is the same as that in the 5-mode case. Based on
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(5.4) and because gi in (2.15) are all positive, we can see that these modes can be ordered

in terms of the magnitude of the resulting
...
y for each mode:

Pressurizing Profile: f7 ≤ f5 ≤ f1 ≤ f2 ≤ f6
Venting Profile: f7 ≤ f3 ≤ f1 ≤ f4 ≤ f6

Given this order of actuation for each mode, it is beneficial to arrange the duty cycles as

shown in Table 5.3. Observe that for the pressurizing profile we utilize both the same modes

and the same mapping as the 5-mode mapping in the previous section.

Utilizing these mappings, the output
...
y a is increasing (decreasing) with increasing (de-

creasing) u, only two modes are used at a time, and the ||D||1 = 1. The mapping in

Table 5.3 is plotted in Figure 5.6(a) and 5.6(b).

We selected the same values for the transition points γ2 and γ5 as in 5-mode (see (5.8)).

Applying the same methodology to the venting profile, we can select the following values

for the transition points γ4 and γ3 in the venting profile:

γ4 =
g4
g6

γ3 =
g3
g7

Using these values, we can see the resulting input-output relationship for the 7-mode system

in the venting profile in Figure 5.7.

Table 5.3: The 7-mode profile mapping.
Pressurizing Profile

Region uL uH Duty Cycles

1 −1 −γ5 d7 = d(u), d5 = 1− d(u)
2 −γ5 0 d5 = d(u), d1 = 1− d(u)
3 0 γ2 d1 = d(u), d2 = 1− d(u)
4 γ2 1 d2 = d(u), d6 = 1− d(u)

Venting Profile

Region uL uH Duty Cycles

5 −1 −γ3 d7 = d(u), d3 = 1− d(u)
6 −γ3 0 d3 = d(u), d1 = 1− d(u)
7 0 γ4 d1 = d(u), d4 = 1− d(u)
8 γ4 1 d4 = d(u), d6 = 1− d(u)

The derivation of the time-averaged 7-mode model is shown in Appendix A. As it can

be seen, the time-averaged model of the 7-mode system is the same as that for the 3-mode

and 5-mode systems. So, we can use the same control input u for 3-mode, 5-mode and

7-mode systems.
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(a) 7-mode pressurizing.
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Figure 5.6: Duty cycle mapping.
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5.3 Sliding-Mode Control of a Single Pneumatic Actuator

5.3.1 Position Control

Having expressed the multi-mode discrete-input system in a continuous input form (2.15),

a sliding-mode approach can be applied for position control of the system. Selecting an

integral sliding surface as

sp =

(
d

dt
+ ωp

)3 ∫ t

0
epdτ (5.8)

where ep = y–yd is the position error and ωp is a positive gain, [29] develops a robust control

law based on a sliding-mode approach, where the equivalent control action is derived by

solving for the input when ṡp = 0. Taking the derivative of (5.8) we find

ṡp =
...
y −

...
y d + 3ëpωp + 3ėpω

2
p + epω

3
p (5.9)

if we substitute
...
y in (5.9) we obtain

ṡp = f + (g+/−)u−
...
y d + 3ëpωp + 3ėpω

2
p + epω

3
p (5.10)

where

g+/− =

{
g6, if u ≥ 0

g7, if u < 0

Solving for u such that ṡp = 0 we find ueq as

ueq =
û

g+/−
(5.11)

where

û =
...
y d − f − 3ωpëp − 3ω2

p ėp − ω3
pep (5.12)
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Utilizing the control (5.11) does not ensure convergence of the sliding surface in finite time,

also the assumption
...
y =

...
y a is not correct. Thus to ensure robustness of the system we

model the
...
y as a perturbed

...
y a model.

Theorem 1 Consider the perturbed system

...
y = (1 + ∆f )f + (1 + ∆g)(g

+/−)u (5.13)

such that |∆f | ≤ α and (βgm)−1 ≤ (1 + ∆g) ≤ βgm. The control input

u =
û−Ksgn(sp)

g+/−
(5.14)

with the time-variant robustness gain K

K = βgm(α|f |+ ηp) + (βgm − 1)|û| (5.15)

will ensure convergence to the sliding surface sp = 0 in finite time (where ηp > 0).

Proof.

To be able to analyze the closed-loop stability, consider the Lyapunov function candidate

V =
1

2
s2p > 0 (5.16)

If V̇ < 0, then V will be decreasing. If V is decreasing, |sp| will also be decreasing.

Assuming sp is initially bounded and |sp| is always decreasing, then sp will be bounded and

asymptotically approach zero. Thus, we intend to control the system so that

V̇ = ṡpsp ≤ −ηp|sp| (5.17)

If we analyze
...
y as a perturbed

...
y a, we can find

...
y as (5.13).

It should be noted that βgm ≥ 1. Substituting (5.13) and (5.12) into (5.9), we find

ṡp = (g+/−)u− û+ (∆f )f + (∆g)(g
+/−)u (5.18)

Using (5.14) and (5.18), we find

ṡp = −Ksgn(sp) + (∆f )f + (∆g)(g
+/−)u (5.19)

Substituting (5.15) into (5.19), we find

ṡp = −sgn(sp)[βgm(α|f |+ ηp)− sgn(sp)(∆f )f + (βgm–1)|û| − sgn(sp)(∆g)(g
+/−)u] (5.20)

Given that (βgm–1) ≥ (∆g), and |û| ≥ sgn(sp)(g
+/−)u, we find that

(βgm–1)|û| − sgn(sp)(∆g)(g
+/−)u ≥ 0 (5.21)
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and thus (5.20) can be simplified to

ṡp ≤ −sgn(sp)[βgm(α|f |+ ηp)− sgn(sp)(∆f )f ] (5.22)

Given that βgm ≥ 1, and α ≥ ∆f , we find

βgmα|f | − sgn(sp)(∆f )f ≥ 0 (5.23)

And thus (5.22) can be simplified to

ṡp ≤ −βgmηpsgn(sp) (5.24)

given that βgm ≥ 1

ṡp ≤ −ηpsgn(sp) (5.25)

Multiply both sides of (5.25) by sp and we obtain

ṡpsp ≤ −ηp|sp| (5.26)

The system will converge to the sliding surface sp = 0 in finite time because the condition

(5.26) satisfies (5.17).

This leads to the closed-loop stable dynamics(
d

dt
+ ωp

)3 ∫ t

0
epdτ = 0 (5.27)

in which the position error ep asymptotically tends towards zero.

Utilizing the control action u obtained from (2.16), (5.12), (5.14), and (5.15) we can

apply the closed-loop control to a 3-mode system using the mapping from Table 5.1 or to a

7-mode system using the mapping from Table 5.3.

For the 7-mode mapping there are two separate profiles: the venting and pressurizing

profiles. The selection between the pressurizing and venting profiles is updated periodically

based on the larger output actuation gi.

It should also be noted that the order of the two modes in any given PWM window was

arranged to minimize overall switching activity. For example if a PWM window ended with

mode M1 and the next window contained the M1 mode that mode was used at the start of

the next window.

5.4 Sliding-Mode Control of a Teleoperated Pair of Solenoid-
Valve Actuators

This section of the paper focuses on force-position architecture for closed-loop control. For

the teleoperation system, we assume that master and slave dynamics will be the same

as those described in Section 2.3. For different actuators, the common variables will be

re-labeled as shown in Table 4.1.
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Figure 5.8: Force-position teleoperation control.

The block diagram in Figure 5.8 shows the architecture of a force-position bilateral

teleoperation system. The slave side of the setup utilizes the model-based PWM sliding-

mode control described in Section 5.3.1 where ep is defined as ym – ys. The master side of

the setup utilizes the switching function based control of position described in Section 4.2.2,

where ef is defined as −τh − τe.

5.5 Experimental Results

5.5.1 Experimental Setup

In this paper, experiments were performed with a pair of 1-DOF pneumatic actuators

as the master and the slave (see Figure 4.3). Each pneumatic actuator has the same

physical characteristics as described in Section 3.4. The low friction cylinders (Airpel model

M16D100D) have a 16 mm diameter and a 100 mm stroke. The piston and shaft mass is

approximately M = 900 g. The controller is implemented using a dSPACE board (DS1104),

running at a sampling rate of 500 Hz. This sampling rate has been chosen according to

the open/close bandwidth of the valves and to enable an acceptable tracking response. The

experimental setup has the model parameters listed in Table 3.4.

5.5.2 PWM 7-Mode Single Actuator Position Control Results

This section outlines the experimental testing conducted using the 7-mode PWM single

actuator controller. The following controller parameters were utilized: ωp = 60 rad/s,

α = 0.1, βgm = 1.1, and ηp = 100 m/s3 on (5.12), (5.14), and (5.15). The following

sinewave test pattern was used to test the position tracking performance of the proposed

algorithm:

yd = 20mm sin(2πft) (5.28)

The frequency was varied from 0.1 Hz to 3.0 Hz. The tracking performance and switching

activity was evaluated for this test pattern over a 10 second period.

The results are plotted in Figure 5.9. From these results, we find that for both the 3-

mode and the 7-mode systems, increasing the input frequency increases the RMS tracking
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Figure 5.9: PWM tracking and switching performance of a single actuator with a sine wave
input.

error. When we compare the results for the 3-mode controller and the 7-mode controller,

we can see that there is a notable improvement in tracking performance for the 7-mode

controller, as well as a notable decrease in switching activity in the 7-mode case.

5.5.3 Force-Position Teleoperation Control Utilizing PWM Position Con-
trol

In this section, we discuss the experimental results for the force-position architecture using

the sliding-mode control design in Section 5.4. To test the teleoperation control scheme

developed above, a quasi-periodic input motion pattern was applied by the operator’s hand

to the master. This input resembled three cycles of back-and-forth motion with an approx-

imate 10 mm RMS amplitude when the slave was in free space, followed by approximately

two seconds of motion causing contact between the slave and its environment. The slave’s

environment was a soft material located 14.5 mm away from the slave’s zero position. This

entire motion pattern was repeated three times over a 20 second period by the human op-

erator. The position and force profiles of the master and the slave robots were measured

via position and force sensors (see Figure 4.3).

For this experiment, the following parameters were selected for the master controller:

ωf = 50 rad/s, τ = 40 ms, ε = 0.5N, β = 1.7N, and ξ = 1 on (4.23). The slave controller

utilized the same control parameters described in Section 5.5.2.
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Figure 5.10: Force-position control with PWM position control on the slave.

The force-position scheme relied either on the 3-mode or the 7-mode based sliding control

of the slave actuator’s position. The results are depicted in Figure 5.10. The slave actuator

has a soft material located at 14.5 mm from it. When the operator tries to move the slave

beyond the 14.5 mm position, the master reflects a force to the operator that is proportional

to the measured contact force between the slave and the environment. Comparing the results

between the 3-mode and the 7-mode cases in Figure 5.10, we can see that there is an 11%

improvement in the RMS error of position tracking error and a 38% improvement in the

RMS error of force tracking with the 7-mode based control compared to the 3-mode based

control under force-position control.

When the slave actuator position’s is less then 14.5 mm, the slave is in free motion.

Under the free motion condition, (i.e., τe ≈ 0), the position tracking and force tracking

were not found to significantly improve under the 7-mode based control when compared to

the 3-mode based control under force-position control. Nonetheless, from the 3-mode to the

7-mode controller, there was a consistent 20% reduction in switching activity of the on/off

solenoid valves, which increases their operating lifespan.
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5.6 Concluding Remarks

A nonlinear model averaging approach was utilized that enabled the use of a full nonlinear

model based control. This averaging method was applied to a PWM controlled pneumatic

actuator with on/off solenoid valves. In this chapter, the 3-mode control law for a single

pneumatic actuator was expanded for use in a 7-mode system. The 7-mode control results

were compared experimentally against the 3-mode control results in terms of position track-

ing performance and switching activity. The results showed improved position tracking and

reduced switching activity of the on/off solenoid-valves thus extending their lifespan for the

7-mode controller.

This 7-mode architecture was then expanded to a paired actuator setup utilizing a

force-position teleoperation scheme. The teleoperation system performance was experimen-

tally compared between the 7-mode and the 3-mode architectures. The transparency was

evaluated based on the position tracking performance and the force tracking performance

between the master and the slave robots. On contact, the 7-mode system was found to

show an improvement in terms of position tracking, force tracking, and switching activity

over the 3-mode system.

Thus, for both the single actuator and the paired actuator system, the performance

was found to improve with the additional modes of actuation. These additional modes of

operation provided by the 7-mode controller allowed for reduced, yet appropriate amounts

of drive actuation. The outcome was more efficient actuator control, which provided the

improved performance.
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Chapter 6

Conclusions and Future Research

6.1 Conclusions

For the symmetric two chamber pneumatic actuator with four on/off solenoid valves, there

are a total of sixteen operating modes. However, since we do not want to have a single

chamber connected to both pressure and exhaust at the same time, seven of these modes

are invalid. Therefore, there are a total of nine unique control possibilities. Past work

has focused on 3-mode position control. In this thesis, we have investigated utilizing a

7-mode sliding-mode control law for precise position control and minimal switching activity

in a pneumatic-actuated robot and telerobot. In order to develop a 7-mode sliding-mode

control law, we developed new operating regions based on the distance from the sliding

surface s = 0 to utilize the four new modes of operation. Implementing these new regions

required new control parameters (β, τ) and tuning methods to obtain these parameters. In

this thesis, these control methods were developed methodically.

A control algorithm for a seven-mode system was developed in Chapter 3. In order to

evaluate the success of the proposed control strategy, a comparison has been performed

relative to the three-mode controller in [18] for a position tracking problem. The results

show that the tracking accuracy is better in the case of seven-mode control compared to the

three mode control. The seven-mode controller also demonstrated a significant reduction

in the switching of the solenoid valves compared to the three-mode.

For the single actuator case, an investigation into a time-varying threshold ε that is used

to decide the transition between two modes was conducted theoretically and experimentally

in Section 3.2.3 of Chapter 3. To evaluate the effect of the proposed time-varying threshold,

a comparison study has been performed between a ‘fixed ε’ and a ‘time-varying ε’ on a

step function position tracking problem. Using the time-varying ε successfully resulted in

less settling time for the position response, leading to a notable improvement to tracking

performance. It also caused a decrease in switching activity.

The seven-mode control was extended from the position control of a single robot to the

bilateral control of a telerobot in Chapter 4. The seven-mode control law was utilized in two

teleoperation architectures: position-position and force-position. These sliding-mode con-
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trol architectures were verified using an experimental setup consisting of a pair of symmetric

pneumatic actuators.

A comparison study has been performed relative to the traditional three-mode controller

for the teleoperation case. For both teleoperation architectures, there was a 44%-58%

improvement in the RMS position tracking error with the seven-mode controller. There

was also a 20% improvement in the force RMS tracking error for the seven-mode controller.

Under the free motion case in the position-position teleoperation, there was a large

unwanted force feedback (about ±10 N) on the operator’s hand. This was caused by the

dynamic friction forces in the pneumatic actuators. On the other hand, the force-position

architecture used slave-side force sensor measurements and, as a result, did not involve the

large force feedback when the slave was in free motion. Thus, in terms of force tracking error,

the force-position architecture is preferable compared to the position-position architecture.

Finally, in Chapter 5, nonlinear model-based sliding-mode control was investigated as an

alternative method. The control methods developed in [29] were extended from the 3-mode

system to the 7-mode system. Both the 3-mode and the 7-mode controllers were experi-

mentally validated for both the single actuator and the pair of teleoperated actuators. The

experimental results showed improved position tracking performance and reduced switching

activity of the on/off solenoid valves, thus extending the valves’ lifespan, for the 7-mode

controller.

The 7-mode solenoid-valve pneumatic actuator has been successfully implemented first

in simulations, and then in experiments; good control results have been achieved. Such a

system would be an excellent choice for use as an actuator of an MRI-compatible robotic

system because it does not have any metallic components and does not generate a magnetic

field.

6.2 Suggestions For Future Research

The air hoses in a pneumatic system introduce time delay. In this thesis, we had neglected

the time delays. In general, time delay may destabilize an otherwise stable system. As

has been demonstrated in [22], a regular sliding-mode controller with some modification

can control a slave system to perform a task well independently of time delay. Therefore,

future research can explore using sliding-mode control to handle time delays in a pneumatic

system.

Having studied the positive effects of 7-mode control (compared to 3-mode control) on

positioning accuracy and switching activity in a teleoperation system, the next step could

be investigating the effectiveness of 7-mode control in terms of high-fidelity transmission of

critical haptic cues to the human operator. This can be done in the context of a delicate

task such as needle insertion that is performed via a teleoperation system. In this task,

the needle is to be inserted into a multi-layer tissue model (comprising of skin, fat, muscle,

etc.) and the human operators need to detect the puncture of each tissue layer using haptic
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feedback. In this task, low positioning accuracy or high switching activity can disrupt the

perception of soft tissue for the operator. In this way, we can conduct experiments by which

the performance of human operators in terms of task success rate and task completion times

is compared for 7-mode versus 3-mode control. The ultimate test of transparency is the

above-described subjective experiments.

In position-position teleoperation control, we found that viscous friction was being felt

very heavily by the operator and this reduced the transparency of the teleoperation system.

Future research can investigate the effect of feed-forward compensation of friction added to

the sliding-mode pneumatic position-position teleoperation controller.
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Appendix A

Time-Averaged Model for the
7-Mode System

The time-averaged model for the 7-mode PWM controller is derived by evaluating the

combination of system dynamics. As noted, modes M8 and M9 are not utilized. Denoting

the duty cycle vector as

D = [d1 d2 d3 d4 d5 d6 d7]
T (A.1)

and the modal system dynamics vector as

F = [f1 f2 f3 f4 f5 f6 f7]
T (A.2)

where

fi =

{
f , i = 1

f + (−1)igi , otherwise
(A.3)

for 1 ≥ i ≥ 7, the average system dynamics are given by (5.3) as

...
y a = F TD =

7∑
i=1

fidi (A.4)

Substituting (A.3) into (A.4) we find

...
y a = f +

7∑
i=2

(−1)igidi (A.5)

Please note this model does not consider external disturbances for model based control

because these are assumed to be unknown.

A.1 Pressurizing Profile

Defining the duty cycle vector as given by Table 5.3 we can evaluate the time-averaged model

for the four regions for the pressurizing profile. To do this we evaluate the time-averaged
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model’s partial derivative with respect to the continuous input u

∂(
...
y a)

∂u
=

7∑
i=2

(−1)igi
∂di
∂u

(A.6)

The di are defined by (5.5). Taking the derivative of (5.5) we find the slope to be

∂dU1(u)

∂u
=

−1

U2 − U1
= −md

∂dU2(u)

∂u
=

1

U2 − U1
= md (A.7)

Using these equations, the derivatives for ∂di/∂u can be found for the four regions in the

pressurizing profile (see Table A.1).

For region 1 di = 0 for i 6= {5, 7}. Therefore, for this region the system dynamics are

given by

∂(
...
y a)

∂u
= −g7

∂d7
∂u

+−g5
∂d5
∂u

= −g7(−
g7
g3

) +−g5(
g7
g3

)

= (g7–g5)
g7
g3

= ��g3
g7

��g3
= g7 (A.8)

Repeating this process for the other 3 regions we can find the time-averaged model’s partial

derivative with respect to the continuous input u as shown in Table A.1.

Table A.1: Pressurizing profile mapping (derivative).
Region md Modes ∂(

...
y a)/∂u

1 g7/g3 M7, M5 g7
2 g7/g5 M5, M1 g7
3 g6/g2 M1, M2 g6
4 g6/g4 M2, M6 g6

Thus, if we combine the results from Table A.1 and integrate then, we find the following

time-averaged model: ∫ u

0

∂(
...
y a)

∂u
du =

{
g6u+ C , if u ≥ 0

g7u+ C , if u < 0
(A.9)

Evaluating C =
...
y a|u=0 we find that C = f . Substituting, we find the pressurizing time-

averaged model to be:

...
y a =

{
f + g6u , if u ≥ 0

f + g7u , if u < 0
(A.10)
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A.2 Venting Profile

Repeating the process from appendix A.1 using the duty cycle vector as given by Table 5.3,

we can evaluate the time-averaged model for the four regions for the venting profile. Using

these equations the derivatives in (A.7) for ∂di/∂u can be found for the four regions in the

venting profile (see Table A.2). For region 5 di = 0 for i 6= {3, 7}. Therefore for this region,

the system dynamics are given by

∂(
...
y a)

∂u
= −g7

∂d7
∂u

+−g3
∂d3
∂u

= −g7(−
g7
g5

) +−g3(
g7
g5

)

= (g7–g3)
g7
g5

= ��g5
g7

��g5
= g7 (A.11)

Repeating this process for the other 3 regions we can find the time-averaged model’s partial

derivative with respect to the continuous input u as shown in Table A.2.

Table A.2: Venting profile mapping (derivative).
Region md Modes ∂(

...
y a)/∂u

5 g7/g5 M7, M3 g7
6 g7/g3 M3, M1 g7
7 g6/g4 M1, M4 g6
8 g6/g2 M4, M6 g6

Thus, if we combine the results from Table A.2 and integrate, we find the following

time-averaged model: ∫ u

0

∂(
...
y a)

∂u
du =

{
g6u+ C , if u ≥ 0

g7u+ C , if u < 0
(A.12)

Evaluating C =
...
y a|u=0 we find that C = f . Substituting we find the venting time-averaged

model to be:
...
y a =

{
f + g6u , if u ≥ 0

f + g7u , if u < 0
(A.13)

Comparing (5.6), (A.10), and (A.13) we find they are all the same. Since they have the

same time-averaged model they can use the same sliding surface switching function, sp, see

(5.8), the same robustness gain, K, see (5.15), and thus the same continuous closed-loop

control, u, see (5.14).
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