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Abstract

Pneumonia is one of the very common life-threatening diseases and needs

proper diagnosis at an early stage to be cured expeditiously. Medical practi-

tioners use chest X-ray as the best imaging modality to identify pneumonia.

Due to the limited facilities available at the remote places and the need of

maintaining the social distancing imposed by the recent outbreak of coronavi-

rus disease, one may not have ease of access to a professional radiologist. This

article proposes a deep learning (DL) framework that detects pneumonia from

X-ray images to assist the medical practitioners located at distant places. The

X-ray images are captured as compressed sensing (CS) measurements i.e. very

few numbers of samples are observed in order to obtain an energy efficient

and bandwidth preserving system to be utilized for far-end pneumonia detec-

tion purpose. Extensive simulation results show that the proposed approach

enables the detection of pneumonia with 96.48% accuracy when only 30% sam-

ples are transmitted.
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1 | INTRODUCTION

With the scarcity of medical facilities and support in hos-
pital during this coronavirus disease (COVID-19) pan-
demic, tele-healthcare looks promising mode for
providing care to the patients suffering from any type of
illness that requires no surgery. Remote healthcare sup-
port not only facilitates medical treatment to the large
section of the rural people but also reduces the burden of
large number of patients from admission to the hospital,
particularly during such pandemic situation. Tools and
technologies involving tele-healthcare support may have
a permanent impact even the COVID-19 ends as several
statements made by the medical researchers are observed
in the recent times. It is extremely necessary to provide
the health services to the patients at remote locations suf-
fering from the infectious diseases, to prevent the

spreading of the disease by avoiding any kind of public
exposure as well as for the sake of patients' own safety.

Pneumonia is often found to be one of the very com-
mon infectious diseases caused by bacteria, fungi, or
viruses.1 In severe cases, it leads to death, especially for
the older adults, children of less than 5 years age and the
people with other diseases or with an impaired immune
system. Every year, around 1 (one) million people are
detected with pneumonia, and around 50 000 die from
the disease even in a developed country like the
United States (U.S.) alone.2 Medical practitioners use
chest X-ray as the best imaging modality to diagnose
pneumonia. However, a radiologist with rich domain
expertise and experience is required for the proper analy-
sis of the X-ray images. According to a study conducted
by the World Health Organization (WHO), approxi-
mately two-thirds of the total population in the world do
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not yet have access to a radiologist for the proper diagno-
sis of their diseases.

It would be of immense benefit if an automated com-
puterized system is developed to analyze the X-ray
images for appropriate diagnosis of the diseases. To offer
proper medical services in remote locations, often imag-
ing is performed at one end (by not so qualified opera-
tors) and interpretation/analysis needs to be performed
by the medical practitioners at some far end. This
requires the transmission of images over a communica-
tion medium or channel at low costs. Due to the low
infrastructural cost as well as offering the facility of mod-
erate and the long-distance coverage, wireless transmis-
sion channels are preferred to the wired medium.
However, connection reliability, coverage range, data
bandwidth support, and transmission energy require-
ment are the important issues in wireless transmission.
To utilize and adapt the limited bandwidth of the wire-
less channel (as a large portion of spectrum occupied for
several services), far-end image reconstruction to be
accomplished from the subsample measurements of the
images, which not only requires low bandwidth but also
consumes low energy.3 Compressive sensing (CS) enables
signal reconstruction from the subsample measurements
that are obtained at much lower sensing (sampling) rate
than the actual requirement dictated by Shannon–
Nyquist sampling theorem.4,5 This leads to an energy and
bandwidth efficient data transmission at the exchange of
computation at the receiver. Such a signal processing
approach not only offers a significant reduction in trans-
mission bandwidth and energy requirement, but also
reduces risks by enabling the reduction of harmful radia-
tion from the X-ray imaging system as subsample data
acquisition reduces the exposure time.6,7

Deep learning (DL), an artificial neural network
(ANN) with a number of hidden layers, enables the
extraction of hierarchical features from a given dataset
directly, in order to perform on the real-world complex
tasks.8 Many times, the DL-based computer vision appli-
cations perform superior to human beings on recogni-
tion/detection tasks in terms of accuracy. Recently, the
DL techniques have been used widely for analyzing bio-
medical images and extracting the useful insights from
the images to be used for diagnosis purposes.9–17 The pos-
sible applications of the DL techniques in conjunction
with CS, in the field of biomedical radiology, are found to
be more promising if it is extended for teleradiology sys-
tems. In this article, we propose a DL framework inte-
grated with CS for the telediagnosis of pneumonia on the
chest X-ray images. The utilization of CS leads to the sig-
nificant reduction in the number of samples to be
observed, which in turn reduces the transmission burden
and energy. The proposed method enables the detection

of pneumonia directly from the CS measurements
observed at the remote end. The method also provides
the reconstruction of the full-scale X-ray image, which in
turn enables the medical practitioner to validate the
detection result manually.

The remainder of the study is organized as follows:
Section 2 presents a brief review on the state-of-the-art
methods and scope of this work. The proposed pneumo-
nia detection and X-ray image reconstruction framework
are described in Section 3. The simulation results and dis-
cussion on the performance of the proposed method are
presented in Section 4 and Section 5, respectively.
Finally, Section 6 presents conclusions and future scopes
of the work.

2 | LITERATURE REVIEW AND
SCOPE OF THE PRESENT WORK

This section presents a brief review on the related state-
of-the-art works and also states the scope and the contri-
butions of this work.

2.1 | Literature review

Over the past decade, several learning-based methods uti-
lizing natural language processing (NLP)18–20 and DL9–17

are studied to identify the different types of pneumonia.
Fiszman et al.18 used an automatic NLP tool to identify
the acute bacterial pneumonia disease from the reports of
the chest X-rays images. Chapman et al.19 demonstrated
a rule base, a probabilistic Bayesian network, and deci-
sion tree-based computerized methods to diagnose acute
bacterial pneumonia from the chest X-ray reports. The
performance of these resource-intensive applications are
very much comparable to the human expertise. Men-
donca et al.20 proposed another NLP-based monitoring
system for caring neonates to extract pneumonia-
associated information from X-ray reports. However,
these methods are very much dependent on the informa-
tion provided by the X-ray reports and may lead to the
inaccurate results if the reports are erroneous. Rajpurkar
et al.9 propose ChexNet that identifies pneumonia from
the chest X-ray images directly, instead of relying on the
reports. This method also helps to locate the infected
areas by highlighting them through a heatmap. The
approach uses DenseNet-121,21 a pretrained 121 layer
deep convolutional neural network (CNN), and applies
transfer learning technique using the chest X-ray images
to adapt the pretrained network for detecting pneumonia.
Kermany et al.10 developed a DL-based diagnostic tool
utilizing transfer learning (TL) technique to adopt the
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Inception-V322 network for identifying different treatable
diseases. The tool demonstrates its capabilities by identi-
fying blinding retinal diseases as well as pneumonia in
chest X-ray images.

Jain et al.11 proposed a customized DL model utilizing
CNN for pneumonia detection from the chest X-ray
images. Simulation results show that the customized
model outperforms several existing models, namely,
VGG-16,23 ResNet-50,24 and Inception-V322 adopted
through TL. Togacar et al.12 developed a DL framework
that uses combined features obtained from the pretrained
DL models comprising the AlexNet25 and the VGG-16.23

Every DL model extracts 1000 number of features and
then gets reduced to total 300 combined features on the
basis of redundancy and relevance. The extracted features
are combined and used in a linear discriminant analysis
(LDA) classifier to detect pneumonia. However, the
model suffers from the overfitting problem, which leads
to a low F1-score. The overfitting problem can be avoided
by utilizing a residual structure in the customized CNN
model as reported in Reference 13. The simulation results
show that the approach helps to achieve a competitive
F1-score along with the accuracy. In Reference 14, a DL
model employing a pretrained Inception-V322 model as a
feature extractor followed by a classifier is proposed for
pneumonia detection from X-ray images. The simulation
results show that the proposed approach achieves the
maximum accuracy when support vector machine (SVM)
is used as a classifier. Chouhan et al.15 reported a DL
framework employed on an ensemble method for the
detection of pneumonia. This approach utilizes different
neural networks pretrained on ImageNet as the feature
extractors. The extracted features are then combined and
fed to a classifier for the detection purpose. The simula-
tion results show that the ensemble method outperforms
the individual model for pneumonia detection. Yu et al.16

reported another DL framework that uses a graph-
knowledge embedded CNN to detect pneumonia from
the X-ray images. The approach uses a pretrained model
for the purpose of feature extraction. The extracted fea-
tures are then combined using the graph to reconstruct a
set of optimal features. Finally, a shallow one-layered
neural network is utilized to classify the chest X-ray
images as normal and pneumonia from the combined
features.

In Reference 30, a denoising-based approximate mes-
sage passing (D-AMP) CS reconstruction algorithm is
proposed to recover the original sparse signal by impos-
ing priors to the reconstruction process. However, the
algorithm requires high computational resource and
imposes practicality issue in resource-constrained far-end
communication. Mousavi et al.26 proposed a deep con-
volutional network (DCN) that enables reconstruction at

100 times faster speed than the conventional CS methods,
while maintaining the desired quality. In Reference 31,
an ANN is used to learn CS reconstruction inspired by D-
AMP to reduce the computation complexity. In Reference
27, a DL model based on a conditional generative adver-
sarial network (GAN) is used to reconstruct a magnetic
resonance image (MRI) from CS measurements. The
method reduces aliasing artifacts in the reconstructed
MRIs by utilizing the end-to-end DL network. Seitzer
et al.28 introduced a CS-based hybrid DL method that
uses a visual refinement component as a learning objec-
tive on top of an MSE loss-based reconstruction network
on the MRIs. However, none of the methods explore CS
in X-ray imaging followed by pneumonia detection so as
to serve the remote end analysis. Lu et al.29 proposed a
wireless DL-based CS reconstruction network
(WDLReconNet) to address the adverse impact like chan-
nel noise and fading in wireless transmission. The DL-
based approaches have shown lower computation com-
plexity compared to the conventional CS reconstruction
algorithms. In Reference 17, a DL framework is suggested
by this research group for classifying pneumonia-affected
X-ray images reconstructed from their subsample CS
measurements. However, in contrast to the work in Ref-
erence 17, the present method uses a convolutional
encoder to extract the useful features from the CS mea-
surements itself and is then used for classification. The
method also allows the reconstruction of the image at full
scale. In other words, while pneumonia detection is per-
formed on CS reconstructed images in Reference 17, the
present work does the same job on CS measurements,
facilitating the accurate diagnosis and computational
benefit over Reference 17. DL network detects pneumo-
nia on the CS measurements affected by the channel
impairments at far-end communications.

2.2 | Scope and contributions of
present work

A summary on the related works to highlight the present
status of the present research problems is presented in
Table 1. The literature review highlights a good number
of works for pneumonia detection on chest X-ray images
and CS image reconstruction as a separate research prob-
lem. Furthermore, pneumonia detection as a remote end
solution is also not addressed much in these works. An
accurate pneumonia detection algorithm applied directly
on the CS measurements is useful in developing an
application-specific disease diagnosis system. The method
provides the desired support for tele-healthcare services
operating on a low-bandwidth transmission environ-
ment. It is desirable that the method would extract the

ISLAM ET AL. 43



most useful features for pneumonia detection from the
subsampled measurements by mitigating the noise or
other degradation caused during the transmission over
the wireless channel. In addition to the pneumonia detec-
tion, the developed method should have the capability of
providing the X-ray images such that radiologists or med-
ical practitioners can validate the same. Towards this
aim, this study extends the work presented in Reference
17 using a DL framework applied on CS measurements
to provide a robust and low-cost pneumonia detection
method. The method also enables X-ray image recon-
struction at full scale for the patients located remotely.
The overall contributions of the present work are listed
as follows:

• A DL framework based on a customized CNN and
fully connected neural network is designed and
trained to detect pneumonia from the CS measure-
ments of a chest X-ray image observed at remote
locations. The novelty of the work is that high accu-
racy (96.48%) on pneumonia detection is achieved
from subsample (30%) measurements at remote loca-
tions. The suggested solution leads to an energy- and
bandwidth-efficient facility for tele-healthcare
support.

• The DL framework utilizes an autoencoder to learn
feature extraction from the CS measurements in an
unsupervised way. The autoencoder provides the
desired full-scale X-ray image as an output through the
solution of an ill-posed inverse problem. The method
leads to full-scale image reconstruction that can be
used for subjective assessment by an expert medical
person at far distance from the patients.

• The major issue in wireless transmission (radio
mobile channel) is the adverse channel effect that
degrades the reconstruction image quality as well as
poor performance on pneumonia detection for the
proposed method. To take into account, the proposed
solution (network) combats the adverse effect of both
additive noise and multiplicative degradation factors
(Rayleigh fading effect) introduced by the transmis-
sion channel.

Since CS measurements are used directly on pneumo-
nia detection, accuracy achieved is relatively high over
the schemes that detect pneumonia on the reconstructed
image.17 The scheme also looks promising in future IoT-
healthcare services due to its bandwidth and energy effi-
cient transmission leading to an enhanced network life-
time of the IoT objects or nodes. Extensive simulation

TABLE 1 Review of the related works

Sl.
No.

Method
year Approach Findings Limitations

1 Rajpurkar
et al.9 2017

Applies transfer learning technique
on DenseNet-12121

Identifies pneumonia directly from
the chest X-rays

Very deep network and incapable
of handling CS measurements

2 Kermany
et al.10

2018

Adopting Inception-V322 through
transfer learning for different
diagnosis tasks

Generalizes the disease
identification tasks from
different medical images

Domain adaptation is compulsory
and does not work on CS
measurements

3 Jain et al.11

2020
Customized DL model utilizing
CNN

Outperforms VGG-16,23 ResNet-
50,24 and Inception-V322

Fails to detect pneumonia from the
CS measurements directly

4 Yu et al.16

2021
Graph-knowledge embedded CNN A set of optimal features are

obtained that improves
pneumonia detection accuracy

Unable to extract features from the
CS measurements

5 Mousavi
et al.26

2017

Customized deep convolutional
networks (DCNs)

Enables reconstruction at 100
times faster speed than the
conventional CS methods

Direct matrix multiplication used
in reconstruction steps may leads
to aliasing artifacts

6 Yang et al.27

2017
DL model based on conditional
generative adversarial network
(GAN)

Enables faster reconstruction with
a comparable reconstruction
quality

Refinement strategy may lead to
the elimination of significant
information

7 Seitzer
et al.28

2018

Compressed sensing (CS)-based
hybrid DL method that uses a
visual refinement component as
a learning objective

Improves the training stability and
produces high-quality
reconstructions with large
under-sampling factors

Performance often depends on the
pretrained network utilized for
segmentations

8 Lu et al.29

2019
Deep learning (DL)-based CS
reconstruction network
(WDLReconNet)

Capability to combat the adverse
impact on the wireless channel
like noise and fading effect

Use of feature enhancement layer
may modify the actual values of
features
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results show that the proposed CS-based DL model can
identify pneumonia with approximately 96.48% predic-
tion accuracy from the X-ray images.

3 | MATERIALS AND METHODS

This section presents the proposed DL framework that
detects pneumonia and reconstructs the X-ray images
from CS measurements obtained through transmission
over the wireless channel.

3.1 | CS measurement sensing and
transmission

A signal x∈ℜN can be represented using a CS measure-
ment vector y∈ℜM (where M≪N) that is to be transmit-
ted over a communication channel. The CS measurement
vector can be expressed using the following equation4:

y¼Φxþη, ð1Þ

where, Φ∈ℜM�N represents a linear sensing operator
(measurement matrix) and η∈ℜN represents the noise
introduced during the transmission.

In CS signal processing approach,4,5 it is considered
that the signal x has a sparse representation in some basis
Ψ¼ ψ1 ψ2j j… ψNj½ � such that x¼Ψs with K≪Nð Þ. Here, Ψ
is an orthogonal basis and K is the number of nonzero
coefficients present in the sparse signal s. Hence, Equa-
tion (1) can be written as

y¼ΦΨsþη¼sþη, ð2Þ

where ¼ΦΨ, is the CS reconstruction matrix.
Now, considering the channel fading effect on the

transmitted CS measurements, Equation (2) can be modi-
fied as

y¼H�sþη, ð3Þ

where H is a random matrix representing the fading coef-
ficients hij.

Among the various models of the radio mobile chan-
nel, Rayleigh distribution is considered in this work as
it is reasonable to have no dominant propagation along
a line of sight between the transmitter and the
receiver. In the case of Rayleigh fading, the coefficients
hij are independent and nonidentical random
variables with hij�Rayleigh νj

� �
for i¼ 0,1,…,M�1 and

j¼ 0,1,…,N�1. The Rayleigh νj
� �

fading model of chan-
nel gain represents a distribution with the probability

density function (PDF) f xð Þ¼ x
ν2 e
� x2

2ν2 , where x is a random
variable with a nonzero positive value.

3.2 | Pneumonia detection and X-ray
image reconstruction

The proposed DL framework accepts the CS measure-
ments y∈ℜM as input and passes through a fully con-
nected (FC) layer. The FC layer produces N number of
neurons, which are then converted to N1�N2 ¼Nð Þ
dimension as an estimation of the X-ray image, denoted
by ex. The weight matrix of the FC layer is initialized with
the values of T at the time of training of the network.
The same sensing matrix that is utilized in the CS is also
utilized for initializing the weight matrix to ensure the
preservation of the original information.26 However, the
weight matrix gets updated through learning to reduce
the under-sampling effect at the training time of the DL
framework. A customized CNN, the encoder of the recon-
struction model, learns to provide the most useful infor-
mation in an unsupervised manner from ex. This is then
used as a feature extractor shown in Figure 1. A multi-
layer neural network and a convolutional decoder net-
work are utilized for performing the pneumonia
detection and the X-ray image reconstruction process,
respectively, as shown in Figure 1.

3.2.1 | The detection model

The proposed approach uses a deep neural network
(DNN) to detect pneumonia from the CS measurements
received through a communication channel as shown in
Figure 1. In this approach, a copy of the X-ray image is
first obtained by reshaping the response of an FC layer
consisting of the same number of neurons as the actual
X-ray image.

A DL model consisting of three convolutional and
three FC layers is used as the detection network. The
detection network considers the X-ray image obtained
by reshaping the response of the first FC layer as an
input. Convolutional layers are primarily responsible
for extracting the most significant features from the
input X-ray images. The extracted features are then
used for the classification purpose by the FC layers.
During training, the first convolutional layer learns to
extract the low-level features such as the lines and the
edges from the estimated X-ray images.8 The second
and the third convolutional layers learn to extract the
features that are combinations of the lower-level fea-
tures, such as features that comprise multiple lines and
edges to express the shapes of the different objects
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progressively.8 The pooling layers used in the detection
network enable reduction of the spatial dimension of
the output (activation or features map) of the previous
layer and provide a translation-invariant features map
for the next layer. The output features map of a con-
volutional layer, followed by a pooling layer, can be
obtained by the following equation:

hk ¼S f lR Wk*exþbkð Þð Þ, ð4Þ

where Wk, bk, f lR, and S are the set of the filters or the
kernels, the biases used in the kth convolutional layer,
nonlinear activation function, and sampling operator
used in pooling layer, respectively.

The last three FC layers of the detection network
are trained to identify, from the features extracted by
the CNN, whether or not the chest X-ray is affected by
pneumonia. Through training, each FC layer achieves a
set of the optimal weights to be applied on the CNN
extracted features towards making the final prediction.
The output of any FC layer can be expressed mathemati-
cally as23

hFCk ¼ f S WFC
k hkþbFCk

� �
, ð5Þ

where WFC
k , bFCk , and f S represent the weights, the biases,

and the activation function of the kth FC layer, respectively.

Finally, the output of the detection network can be
defined to provide the decision as follows:

f yð Þc¼ p̂ LO¼ cjyð Þ,

where LO denotes the respective output value and
c∈ 0,1f g is one of the two possibilities as output p̂.

The learnable parameters, that is, the weights
and the biases of the detection network are updated
by minimizing the cross-entropy (negative log-
likelihood) loss between the model's predicted
output and the actual target output as shown in
Equation (6).

L f yð Þc;LO
� �¼�X1

c¼0
LO log f yð Þc¼�LO log f yð Þc: ð6Þ

Stochastic gradient descent (SGD) with the mini-
batches32 algorithm is used for optimizing the learnable
network parameters during the training. The training
steps of the detection network are summarized in
Algorithm 1.

All the hidden layers of the detection network use
leaky Rectified linear unit (ReLU) as activation function
to introduce nonlinearity in the network. The use of
leaky ReLu activation function ensures a nonzero gradi-
ent over its entire domain and is defined as

FIGURE 1 The proposed compressed sensing (CS)-based deep learning (DL) framework for pneumonia identification and

reconstruction of the images
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f lR inputð Þ¼ input if input > 0

0:001*input otherwise

�
:

The final layer uses sigmoid activation function
defined as follows:

f S inputð Þ¼ 1

1þ e�ΘT*input
,

where Θ denotes the learnable parameters, that is, the
weight matrices W and the bias vectors b.

3.2.2 | The image reconstruction model

Besides pneumonia detection, the proposed method
keeps provisioning of the full-scale reconstruction of the
X-ray image from its CS measurements received through
the communication channel. The reconstructed X-ray
image can be used by a domain expert to identify/verify
the presence of pneumonia manually.

In CS, the image reconstruction is an ill-posed inverse
problem that looks for an estimation x̂ of the image. Suc-
cessful reconstruction of the original X-ray image needs
to minimize the following objective function4:

x̂¼ argmin
x ∈ Sc

Φx� yk k22þλφ xð Þ, ð7Þ

where x¼Ψs, Sc, λ>0, and φ represent the signal to be
reconstructed, a convex set, a constant that trades off the
weights in the objective function, and a regularization
parameter, respectively.

The objective function, defined in Equation (7), can
be equivalently learnt by a convolutional autoencoder
(CAE) as shown in Figure 1. The CNN that is utilized as
the features extractor in the detection network is also
considered as the encoder of the CAE. The decoder is

implemented by another CNN consisting of three con-
volutional layers as shown in Figure 1. The compressed
features extracted by the encoder are used by the decoder
to reconstruct the desired X-ray image. The decoder uses
the same number of filters along with an up-sampling
(unpooling) operator in the reverse order.

In each iteration, during training, the reconstructed
image is updated using a quasi-projection operator
Q x̂;Wð Þ parametrized by a set of weights W of the CAE
through gradient descent26:

x̂n¼Q x̂nþ1�αrC x̂n�1
� �� �

, ð8Þ

where the Q is projected onto the set of artifact-free X-ray
images, n is the number of iterations, α is the step size,
and C x̂nð Þ is the cost function. To establish the stability
in the reconstruction model, this work enforces restricted
isometry property (RIP)33 via minimizing the reconstruc-
tion loss during training. The loss function is used as
follows:

C bx nð Þ� �
¼xn,x̂n Φ xn� x̂nð Þk k2� xn� x̂nk k2

� �2h i
, ð9Þ

 :ð Þ and Φ represent the expectation and the random
measurement matrix, respectively. The training steps
of the reconstruction network are summarized in
Algorithm 2.

3.3 | Description of the network

This subsection describes the layers and the kernels of
the proposed pneumonia detection and reconstruction
framework in details.

Algorithm 1

Training of the detection network

Input: Mini-batch of data yBN
i¼1, Reconstruction

matrix , Output label LO, Step size α, Number
of Epoch EN

Initialize: The network parameters Θ
for i¼ 1 to EN do

for i¼ 1 to EN do
Predict f yð Þc¼bp LO¼ cjyð Þ

Compute Loss L f yð Þc;LO
� �¼�LOlogf yð Þc

Update Θ Θ� δ
δx L f yð Þc;LO

� �� �

Algorithm 2

Training of the reconstruction network

Input: Mini-batch of data yBN
i¼1, Reconstruction

matrix , Step size α, Number of Epoch EN

Initialize: The network parameters Θ
for i¼ 1 to EN do

for i¼ 1 to BN do
Optimize x̂i x̂i� δ

δxΘ xi, x̂ið Þ
Compute Loss C x̂ nð Þ

� �
¼xn,x̂n

F xn� x̂nð Þk k2� xn� x̂nk k2
� �2h i

Update Θ Θ� δ
δx C x̂ nð Þ

� �� �
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3.3.1 | Features extraction

Input: Measurement vector, y∈ℜM .
FC-0: An FC layer with N width�heightð Þ�Nch

(number of channels) neurons to obtain the proxy ex of
the X-ray image x.

Conv-1: A convolutional layer consisting of 128 ker-
nels of dimension 5 � 5 is applied with a stride of 1 and
padding of 1.

MaxPool-1: A pooling layer of size 2 � 2 and stride 2.
Conv-2: The next convolutional layer consists of

256 kernels of size 3 � 3 applied with a stride of 1 and
padding of 1.

MaxPool-2: The second pooling layer, following the con-
volutional layer, uses the kernels of size 2 � 2 and stride 2.

Conv-3: The third convolutional layer consists of
128 kernels of size 3 � 3 applied with a stride of 1 and
padding of 1.

MaxPool-3: The next layer performs the pooling
operation using 2 � 2 kernels and a stride of 2.

By utilizing the three convolutional layers, the
required hierarchical features (i.e., from edges to small
objects) can be extracted to achieve the desired accuracy
with generalization. Increasing the number of layers
often increases the accuracy with an incremental value.
However, the possibilities of the data overfitting to the
model are also increased. On the other hand, consider-
ation of the less number of layers often fails to capture
the underlying data pattern to meet the objective.

3.3.2 | Classifying X-ray images

FC-1: An FC layer with 2048 neurons follows the con-
volutional layers.

FC-2: Another FC layer is constructed with
512 neurons.

FC-3: Final FC layer having two neurons to assign a
label as output.

In the case of the FC neural network, an increase in
the number of layers or neurons increases the complexity
of the model, which may lead to the overfitting problem
like the deep CNN. In addition, the computational power
requirements for the training of the complex network are
also increased significantly. On the flip side, a sallow
neural network fails to generalize the accuracy of the
model. Considering all the aspects, a three-layered FC
network is chosen for the classification purpose.

3.3.3 | Full-scale image reconstruction

The reconstruction network is constructed with the dec-
onvolutional and unpooling layers having the same

number of kernels as the features extraction network,
however, are arranged in the reverse order as described
below.

De-Conv-1: A deconvolutional layer that consists of
total 256 kernels of size 3 � 3 used with a stride of 1 and
padding of 1.

Un-Pool-1: An un-pooling layer following the dec-
onvolutional layer consisting of 2 � 2 sized kernels and
stride 2.

De-Conv-2: The second deconvolutional layer con-
sists of 128 kernels of size 3 � 3 used with stride of 1 and
padding of 1.

Un-Pool-2: Another un-pooling layer with a kernel
of 2 � 2 is applied with a stride of 2.

De-Conv-3: The final deconvolutional layer consists
of Nch kernels of size 5 � 5 used with a stride of 1 and a
padding of 1.

Un-Pool-3: An un-pool layer is used to obtain the
desired sized X-ray image using kernels of 2 � 2 and a
stride of 2.

3.4 | Dataset preparation for training

This work uses the dataset obtained from Kaggle,34 which
consists of total 5856 X-ray images (normal and pneumo-
nia) divided into training, validation, and test sets with
5216, 16, and 624 images, respectively. The dataset is then
increased by an amount of about 20% using additive ran-
dom Gaussian noise (with 0 mean) as well as multiplica-
tive Rayleigh fading (with varying channel SNR from
10 to 20 dB). After performing the data augmentation,
the total number of X-ray images in the dataset is
increased to 7027 (normal—1900 and pneumonia—
5127). This work rearranges all the normal and pneumo-
nia images and divides into an approximately 70% for the
training, 25% for the validation, and 5% for the test pur-
pose. All the X-ray images are resized into 128 � 128 to
reduce the required computational burden during train-
ing. The discrete cosine transform (DCT) for an one-
dimensional sequence x0,x1,…,xN�1f g, as shown in
Equation (10), is used as sparsifying basis for the images.

xk ¼
XN�1
n¼0

xn cos
π

N
nþ1

2

� �
k

	 

, ð10Þ

where k¼ 0,1,2,…,N�1.
Here, xn and XK represent the spatial domain data

and the DCT coefficients, respectively.
To obtain the CS measurement (observations), an

independent and identically distributed (IID) Gaussian
matrix of ℜM�N is used as the sensing matrix Φ for all
the X-ray images to prepare the required dataset.
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4 | SIMULATION RESULTS

This section illustrates the performance of the proposed
approach in terms of prediction accuracy of pneumonia.
The performance of the reconstruction network is also
evaluated through the quality of the reconstructed X-ray
images in terms of quantitative assessment measured by
peak-signal-to-noise ratio (PSNR) and mean Structural
SIMilarity (SSIM). The training and the testing of the DL
network of the present work are carried out in Google's
online cloud support tool known as Colaboratory
(Colab). The “runtime type” and “hardware accelerator”
in the Colab are chosen as “Python3” and “GPU,” respec-
tively. The KERAS libraries and packages with Ten-
sorFlow 2.0 as backend are used as the development
environment.

4.1 | Pneumonia detection performance

Figure 2 shows the plot of the pneumonia detection accu-
racy for both the training and the validation data
obtained in each epoch. The plot describes the perfor-
mance of the learning process where the training and the
validation accuracy reach 96.41% and 95.58%, respec-
tively, after the completion of 400 epochs. This study also
presents the variation on the loss evaluated using Equa-
tion (6) in every epoch as shown in Figure 3. As expected,
both the training and the validation loss go on reducing
with the progress of the learning process. This work uses
the dropout regularization for all the FC layers and batch
normalization (BN) for the first FC hidden layer to pre-
vent the overfitting problem.

Performance of the trained pneumonia detection
model is evaluated using the test dataset and is compared
with the existing methods such as Inception-TL,10 Cus-
tomized CNN,11 ChexNet,9 and CGNet,16 in terms of the
prediction accuracy as reported in Table 2. In this experi-
ment, the test dataset also includes the measurements
affected by channel Rayleigh fading and additive Gauss-
ian noise as discussed in Section 3.4. Since the methods
presented in References 9–11,16 do not work on CS mea-
surements, the experiment uses the same CS
reconstructed X-ray images from the same number of
measurements as used in the proposed method, in order
to make a fair comparison. This experiment considers dif-
ferent numbers of CS measurements; however, numerical
values of the prediction accuracy for 20% and 30% mea-
surements are tabulated. Relatively high image quality
achieved even at low measurements highlights the merit
of the proposed CS reconstruction network through this
learning-based method. The comparative study in terms
of the graphical representation for the different percent-
ages (%) of the input measurements is shown in Figure 4.
As expected, the prediction accuracy is improved with
the increasing sampling ratio (measurements). The
prediction accuracy of the proposed method
(PM) outperforms the existing Inception-TL,10 Custom-
ized CNN,11 ChexNet,9 and CGNet16 methods as shown
in Figure 4. It is worth mentioning that the use of 30%
measurements implies a savings in bandwidth by 70%
w.r.t. its full resolution. The transmission of the less
number of measurements not only causes savings in
bandwidth but also highlights low energy required for
the data transmission. Actual energy savings analysis
may be explored as future work.

FIGURE 2 Performance evaluation of detection network:

prediction accuracy versus epoch

FIGURE 3 Performance evaluation of detection network: loss

versus epoch
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4.2 | Performance of CS image
reconstruction

This section presents the performance of the reconstruc-
tion network in terms of the perceptual quality of the X-
ray images. A comparative study of the proposed method
over the existing methods such as DL-guided CS,28

DCNs,26 DAGAN,27 and DLNet29 is also performed and
reported in terms of the quantitative as well as qualitative
measures. To have a fair comparison, the proposed
method is simulated considering the transmission chan-
nels as ideal; that is, noise-free CS measurements are
used as input to the network. The corresponding
reconstructed X-ray images are presented in Figure 5.
The results show that Figure 5E,J, obtained using the
proposed approach, achieve superior reconstruction qual-
ity while compared with Figure 5A–D, F–I. The recon-
struction quality is also assessed in terms of the PSNR
and SSIM values to quantify the quality of the proposed
method along with the other methods26–29 as reported in
Table 3. The PSNR and SSIM values are obtained by aver-
aging 50 independent run results considering 20% and
30% CS measurements. As expected, the proposed
method achieves the maximum PSNR (30) and SSIM
(0.85) values when 30% measurements are used com-
pared to the existing methods.26–29

Performance of the proposed DL framework is also
studied in the presence of the channel Rayleigh fading
effect considering low channel signal-to-noise ratio
(CSNR). The objective of this study is to compare the X-
ray image quality reconstructed from the CS measure-
ments obtained through a channel with adding some
adverse effects. Reconstructed X-ray images using the
DL-guided CS,28 DCNs,26 DAGAN,27 DLNet,29 and the
proposed DL framework are shown in Figure 6 when
considering the CSNR value of 15 dB. This comparative
study utilizes 20% and 30% CS measurements for all the
methods. The reconstructed X-ray images presented in
Figure 6E,J show the better perceptual quality compared
to Figure 6A–D,F–I, respectively. This study also reports
a quantitative assessment on the reconstruction quality
of the images obtained through the different methods as
reported in Table 4. The PSNR and SSIM values are con-
sidered for the quantitative assessment result compari-
son. Reported values are obtained by averaging
50 independent run results. As expected, the proposed
method achieves the maximum PSNR and SSIM values
compared to the DL-guided CS,28 DCNs,26 DAGAN,27

and DLNet29 methods.
This study shows that the proposed method enables

the detection of pneumonia as well as reconstruction of
the desired X-ray image from the under-sampled CS mea-
surements. The CS framework allows reduction in the
number of the observed samples that in turn also reduces
the requirement of the channel bandwidth by reducing
the bit rate (i.e., number of bits to be transmitted per sec-
ond). Hence, the proposed method shows its effectiveness
in real-time application over a band-limited channel by
reducing the transmission burden. The experimental
results, shown in Tables 3 and 4, validate the fact.

5 | DISCUSSION

In the proposed method, the measurements are projected
through the ΦT-weighted FC layer as the first hidden
layer with total N number of neurons. Here, N is the
number of pixels present in the full-scale X-ray image.
The method offers universality in choosing any sampling
ratio (or % of measurements) satisfying RIP as the FC
layer aims at providing a vector of the required

TABLE 2 Performance comparison on prediction accuracy

M (%) Inception-TL10 Customized CNN11 ChexNet9 CGNet16 PM

Prediction accuracy (%) 20 89.61 91.00 93.50 94.13 95.22

Prediction accuracy (%) 30 91.16 92.83 95.28 95.60 96.48

Note: The significance of bold values represent the best results.

FIGURE 4 Performance evaluation: accuracy versus (%) of

measurement
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dimension for the DL network. The output of the first
hidden layer is then reshaped as N1�N2 dimension to be
fed to the convolutional network as shown in Figure 1.
The N1 and N2 are the number of the rows and the col-
umns (i.e., N = N1 � N2) present in the X-ray image,
respectively. By applying ΦT operator on the measure-
ments and after reshaping, a noisy version of the actual
X-ray image is obtained. As mentioned in Section 3.4, a
number of noisy samples are used to train the network to
extract the most useful information by a convolutional
encoder and use them as per requirement by the subse-
quent layers.

This work performs BN to ensure no activation passes
too high or too low throughout the network before feed-
ing the inputs to the convolutional layer. The use of BN

layer adds regularization effect to prevent the model to
be overfitted by the training data.35 This work uses ker-
nels of size 5 � 5 with a stride of 1 for all the con-
volutional layers. All the hidden layers use the leaky
ReLu activation function to ensure that no negative acti-
vation disappears completely. The pooling layers perform
50% down-sampling (in each direction) using kernels of
size 2 � 2 with a stride of 2.

The values for the hyperparameters used in this work
are mentioned in Table 5. A good combination of the
hyperparameter values can improve the model's perfor-
mance significantly. A computationally expensive tech-
nique such as Random search36 and Bayesian
optimization37 can be utilized to obtain the set of optimal
values for the hyperparameters. However, this work

FIGURE 5 Performance comparison: (A–E) and (F–J) are the reconstructed X-ray images using DL-guided CS,28 DCNs,26 DAGAN,27

DLNet,29 and the proposed method while 20% and 30% measurements are used. The red marked portions are shown (with �4
magnification) in above each of the images

TABLE 3 Performance comparison

of reconstructed X-ray images using

different methods at sensing end

Metric used M (%) DL-CS28 DCNs26 DAGAN27 DLNet29 PM

PSNR (dB) 20 25.76 26.88 28.52 28.70 29.04

SSIM 0.77 0.79 0.81 0.81 0.82

PSNR (dB) 30 27.90 28.50 29.18 29.21 30.85

SSIM 0.80 0.81 0.83 0.83 0.85

Note: The significance of bold values represent the best results.
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chooses the values of the hyperparameters through man-
ual tuning to avoid the heavy computational require-
ment. It is worth mentioning that considering too small
value for the learning rate slows down the convergence.
On the other hand, if the value of the learning rate is too
high, the desired convergence never be achieved. A larger
batch size often helps to choose a larger learning rate.
However, a larger batch size also demands a high compu-
tational requirement. Considering all the points, a moder-
ate learning rate is used to train the network. The use of
momentum with the appropriate learning rate helps the
model to accelerate the learning process and offers a stable
accuracy. However, a very large value for the momentum
may overshoot the global minima. Dropout adds

regularization to the learning process and addresses the
overfitting problem. This work uses the value for the drop-
out such that the important features are preserved while
the overfitting problem is also reduced.

During the training of the network, the model
learns to extract the preserved information in ex. The
first layer of the convolutional encoder finds the simple
features like the edges, and the subsequent convolutional
layers gradually learn to find the shapes of the complex
objects present in ex. The prime objective of the pooling
layers, used in the encoder, is to reduce the spatial
dimension of the input features. All the compressed fea-
tures extracted by the convolutional encoder are then
combined to assign the desired label to the input by a
detection subnetwork consisting of three FC layers. The
final layer of the detection network consists of only two
neurons to indicate whether pneumonia is present
or not.

A convolutional decoder network is used as a recon-
struction submodel to be trained to provide the desired
reconstructed X-ray images from ex. The reconstruction
subnetwork consists of deconvolutional and unpooling
layers alternately to provide the full-scale denoised X-ray
image from the compressed features extracted by the

FIGURE 6 Performance comparison: (A–E) and (F–J) are the reconstructed X-ray images using DL-guided CS,28 DCNs,26 DAGAN,27

DLNet,29 and the proposed method while 20% and 30% measurements considering 15 dB CSNR are used

TABLE 4 Performance comparison

of reconstructed X-ray images using

different methods and % of

measurements while CSNR= 15 dB is

considered

Metric used M (%) DL-CS28 DCNs26 DAGAN27 DLNet29 PM

PSNR (dB) 20 21.24 22.30 24.33 24.70 25.47

SSIM 0.71 0.72 0.75 0.75 0.77

PSNR (dB) 30 22.45 23.54 24.92 25.09 26.22

SSIM 0.74 0.75 0.77 0.78 0.80

Note: The significance of bold values represent the best results.

TABLE 5 Hyperparameters used in the training

Hyperparameter Value

Batch size 32

Learning rate (initial), α 0.021

Momentum 0.6

Dropout rate 0.4
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encoder. The deconvolutional layers are responsible to
reconstruct the original image from the compressed fea-
tures, while the unpooling layers progressively increase
the spatial dimension to the actual size. The main objec-
tive of the training is to make both the encoder and the
decoder network together to be capable of denoising the
input noisy version of the X-ray image obtained by
inverse transform of the CS measurements. As the gro-
und truth X-ray images are used in the training, to back-
propagate the error for the updating of the learnable
parameters, the trained reconstruction network is able to
provide the X-ray images with the desired quality.

It is worth mentioning that both the time and space
complexity of a DNN model are closely related to the
number of parameters of the model. The computational
complexity increases with the increasing number of
parameters and the size of the input. In this context, the
proposed DL model has the number of learnable param-
eters present in the first FC layer, feature extraction net-
work, classification network, and reconstruction
network are 48 M, 600 K, 68 M, and 600 K, respectively.
In total, the whole DL framework consists of 117.2 M
parameters. Typically, a complex DL network per-
forming an image recognition task can have 50 M to
138 M parameters, depending upon the size of the input
image.38 However, the proposed network serves both
the recognition as well as reconstruction tasks with the
help of the lesser number of parameters compared to
the network presented in Reference 23. In real-time
applications, hardware accelerators (graphics processing
unit) are usually used for inferring the DL models to
optimize the execution time.

The proposed DL framework achieves the paramount
objective of this work, that is, reduction on the required
channel bandwidth for the far-end pneumonia detection
as well as the reconstruction of the X-ray image at the
receiving end from subsample measurements. The pro-
posed method detects pneumonia with more than 96%
accuracy from only 30% CS measurements obtained at
the receiving end. The method also provides the X-ray
image with PSNR �26.22 dB and SSIM �0.80 for the
same CS measurements at the receiving end.

6 | CONCLUSIONS AND FUTURE
WORKS

This article develops a DL network that enables direct
detection of pneumonia on the CS measurements of any
chest X-ray image obtained through a far-end communi-
cation channel. The DL model also provides the full-scale
X-ray image reconstructed from the CS measurements.
The CNN architecture consists of three pairs of the

convolutional and the pooling layers to extract the signifi-
cant features in a compressed form. A dense subnetwork,
consisting of three FC layers, is then used to detect the
presence of pneumonia. Another subnetwork, consisting
of three pairs of deconvolutional and unpooling layers, is
used to provide the full-scale X-ray image. The study
shows that the use of the DL approach enables pneumo-
nia detection with high accuracy when applied in CS-
based signal processing framework, compared to the con-
ventional methods. The simulation results show that the
proposed approach offers 96.48% prediction accuracy
when 30% CS measurements are used, leading to the sav-
ings in 70% bandwidth. The savings in energy computa-
tion for CS data transmission can be analyzed as a
future work.

The proposed approach can also be explored for
detecting COVID-19 pneumonia using TL technique. The
method can also be further extended as a generalized
automatic computerized system to assist medical profes-
sionals by localizing the region of interest (ROI), such as
brain tumor, cancerous cell, kidney, and gallbladder
stone.
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