An Integrator-Backstepping Control Approach for 3D Needle Steering

Bita Fallahi, Michael Waine, Carlos Rossa, Ron Sloboda, Nawaid Usmani, and Mahdi Tavakoli

Abstract—In this paper, we design a set of 2D needle steering controllers used to minimize the 3D deflection of a flexible, bevel-tipped needle. The controllers are based on a nonlinear design tool known as integrator-backstepping. The needle’s deflection is split into its two 2D planar problems, each of which is then governed by its own, separate controller. One controller, called Vertical Deflection Control (VDC), steers the needle so that it deflects primarily along the vertical plane. The second controller, called Horizontal Deflection Control (HDC), steers the needle so that it deflects primarily along the horizontal plane. Our 3D steering algorithm combines the effect of these two controllers based on the current magnitude of the deflection along each plane. Using an 18 gauge brachytherapy needle, we tested our proposed method on a phantom tissue composed of liquid plastic, and a two-layer biological tissue formed of gelatin and ex-vivo beef. Without needle steering, the average needle deflection was 11.2 mm. Using the proposed 3D needle steering technique, the deflection decreased to an average of 0.5 mm.

I. INTRODUCTION

A. Needle Steering Problem

Needle insertion is a standard type of medical procedure with many different applications. While needle insertion is commonly used in vaccinations and intravenous line insertions, with the improvement in medical imaging and technology its role has expanded to include procedures such as biopsies, brachytherapy, and regional anesthesia. In this paper, we focus our discussion on a specific needle insertion application known as permanent prostate brachytherapy (PPB), a treatment for early-stage prostate cancer [1]. However, the techniques discussed here can be applied to any form of deep-tissue needle insertion procedure.

PPB, when appropriately performed, has shown to be highly successful in treating early-stage prostate cancer [2]. The procedure involves the use of long, bevel-tipped needles containing radioactive seeds. The needles are inserted through the perineum into the prostate gland. The seeds are then ejected over the course of several months. It is crucial that the seeds are deposited near their target locations to achieve the proper radiation dose since errors with respect to radiation exposure can lead to the remission of cancerous cells. Therefore, the needles must travel to their target locations with high precision to allow for proper seed placement.

Bevel-tipped needles are useful in the sense that they are easy to manufacture and can be designed with a hollow interior to allow for drugs or fluids to be injected or ejected from the needle [3]. The design also allows the needle to maintain a sharp tip that can be effectively advanced through multiple tissue layers. However, the bevel results in an asymmetrical tip which leads to an imbalance of tip forces [4], [5], which causes the needle to deflect during the insertion process.

There are different challenges involved in two dimensional (2D) and three dimensional (3D) needle steering problem [6]. There have been a variety of studies performed on 2D needle steering and the development of 2D needle steering robots. Most methods perform the needle through axial needle rotation, which allows the needle follows the desired trajectory. For example, the needle steering robot developed by Neubach et al. [7] made use of a spring-based interaction model to inform their path planning algorithm. DiMaio and Salcudean [8] developed a system that made use of repulsion and attraction potentials to steer the needle. Kallem and Cowan [9] developed a feedback linearization-based controller for out-of-plane deflection minimization. Authors in [10] used an adaptive controller to stabilize the needle in one plane. Fallahi et al. [11] designed a non-model-based sliding controller, and Khadem et al. [12] proposed a novel dynamical model to be used in controlling the in-plane needle deflection via axial rotations. In these studies, the needle has either been assumed to remain in a single plane, or controlled to deflect within one plane without consideration of the needle’s deflection within the other plane. However, factors such as tissue deformation can influence the needle’s trajectory and lead to noticeable out-of-plane deflection. As well, deflection outside of a single plane is nearly inevitable unless the needle is completely stopped during the rotation process.

Some research groups have explored 3D needle steering strategies. Studies have been performed on laterally adjusting an external template or applying lateral forces at the needle base to affect the needle’s trajectory during insertion, including [13]–[16]. Other groups have focused on rotation-based 3D needle steering approaches, which typically allow for a more compact device. However, many performing research this area have focused on experiments utilizing thin, nitinol wire as...
opposed to clinical needles, [17]–[21]. This can lead to the reliance of needle steering paths that are impossible in hospital settings due to the stiffness of clinical needles.

Similarly, some groups have focused on the use of pre-bent or pre-curved needles [20], [21], or needles containing internal concentric tubes to assist with needle steering [22]–[24]. However, rotating these type of needles could potentially cause excessive tissue cutting and trauma. Additionally, in PPB, the interior of the needle is filled with the radioactive seeds, preventing other types of steering devices, such as actively controlled cannulas, be inserted within.

Some groups such as [17]–[19], [25] make use of duty-cycling controllers, in which the needle is inserted with periods of no rotation or periods of continual rotation to control the degree of deflection at various stages of the insertion process [26]. Some duty-cycling controllers make use of rotation velocities of up to five rotations per second [17]. Yan et al. have shown that the use of rotational drilling can be used to reduce target movement and tissue deformation greatly [27], but we desire to reduce this type of “drilling” motion used in duty-cycling controllers since it could have significant effects on tissue trauma, swelling, and recovery. Instead, we want to focus on controlled, smaller-scale, slower rotations performed throughout the insertion process.

In this paper, we demonstrate a 3D needle steering algorithm based on the kinematic model of a flexible, bevel-tipped needle developed by Webster et al. [28], and developed in its current form by Kallem and Cowan [9]. The proposed controller attempts to reduce deflection in both the $x - z$ and $y - z$ planes simultaneously without requiring continuous rotation like many other steering methods. This is beneficial because it avoids requiring the needle to “drill” into the tissue. The relationship between continuous needle rotation, tissue trauma, and tissue recovery are not well-understood, and from a clinical perspective, it is sensible to avoid tissue damage as much as possible.

\section*{B. Contributions}

The well-known integrator-backstepping technique is a nonlinear design tool based on the proper selection of a Lyapunov function. The main premise is to divide the system into multiple cascaded subsystems which are easier to solve and fine-tune. Then, we gradually work back towards the original system to obtain the final controller design. Here, we employ this technique to design the controller. In [29] this technique is used for needle steering in 2D environment, however, there are two main differences between the controller proposed in [29] and the method presented here. First, the controller in [29] only considers the error compensation in 2D environment, whereas here, we extend the method to design a 3D controller. Secondly, the controller in [29] does not consider the bounds imposed on the transformed variables and the inherent saturation of the system variables. In the current method these effects are taken into account and new 2D controllers are designed and combined to control the needle’s 3D tip path. The effect of state saturation and the convergence of each individual controller as well as the stability of both controllers operating together are shown and verified through simulations and experiments.

The rest of the paper is structured as follows. Section II describes the derivation of our steering algorithm and the controller design. Section III provides the analysis of the effects of the saturation on the stability. In Section IV, the needle steering robot used in this paper is shown, and an illustration of our experimental setup is provided. Simulation and experimental results are shown in Section V and in Section VI, the results are detailed and discussed. Conclusions are drawn in Section VII.

\section*{II. INTEGRATOR-BACKSTEEPING CONTROLLER}

In this section, we discuss the development of our steering controllers derived using the nonlinear design technique known as integrator-backstepping. Our strategy makes use of two separate controllers, each designed to limit the needle’s deflection to a single plane. By properly combining these two controllers, we can limit the needle’s overall deflection. In Section II-A, we give a general overview of the integrator-backstepping technique applied in our needle steering application. In Section II-B, we call the controller designed to limit needle deflection to the vertical plane as Vertical Deflection Control (VDC) and the controller designed to limit needle deflection to the horizontal plane as Horizontal Deflection Control (HDC).

\subsection*{A. Needle Steering Control Using Integrator-Backstepping}

The kinematics of a flexible bevel-tipped needle used in this paper are based on the bicycle model developed by Webster et al. [28] as

\begin{equation}
\dot{P} = R \begin{bmatrix} 0 \\ 0 \\ v' \end{bmatrix}
\end{equation}

\begin{equation}
\dot{R} = R \begin{bmatrix} 0 & -u & 0 \\ u & 0 & -\kappa v \\ 0 & \kappa v & 0 \end{bmatrix}
\end{equation}

In this equation, the dot operator \{$\cdot$\} represents the first derivative with respect to time and the vector $P = [x, y, z]$ refers to the position of the needle tip and $R$ is a $3 \times 3$ matrix representing the orientation of the moving frame $B$ attached to the needle tip with respect to the fixed frame $A$, as shown in Fig. 1. The needle deflects along a curve defined by a radius of curvature $\kappa$. The values $v$ and $u$ are the insertion
velocity and axial rotation velocity of the needle respectively, both of which are applied to the base of the needle by our needle steering robot. The variable \( u \) is the control input, and we assume that \( v > 0 \), since (1) is only valid for forward insertion of the needle, as opposed to needle retraction [28]. In this particular study, \( v \) is held constant throughout the entire insertion. Equation (2) is derived in its current-form by Kallem and Cowan [9] using the Z-Y-X fixed angles as generalized coordinates:

\[
\begin{bmatrix}
\dot{x} \\
\dot{y} \\
\dot{z} \\
\dot{\alpha} \\
\dot{\beta} \\
\dot{\gamma}
\end{bmatrix} =
\begin{bmatrix}
\sin \beta & 0 & 0 \\
- \cos \beta \sin \alpha & \cos \alpha & 0 \\
\cos \alpha \cos \beta & \sin \alpha \cos \beta & 0 \\
\kappa \cos \gamma \sec \beta & 0 & \kappa \sin \gamma \\
- \kappa \cos \gamma \tan \beta & 1
\end{bmatrix} \begin{bmatrix} v \\ u \end{bmatrix}
\] (2)

which is valid in

\[
U = \{ q \in \mathbb{R}^6 : \alpha, \gamma \in \mathbb{R} \text{mod}(2\pi), \beta \in (-\pi/2, \pi/2) \}
\] (3)

with \( q = [x, y, z, \alpha, \beta, \gamma] \) where \( \alpha, \beta, \) and \( \gamma \) refer to the yaw, pitch, and roll of the needle respectively. These are the Euler angles corresponding to the rotation matrix, representing the orientation of the frame attached to the needle tip. In general, the orientation of the moving frame can be obtained by three successive rotations about the axes of the fixed frame and the corresponding rotation matrix can be found by pre-multiplying of the three basic rotation matrices [30].

In the integrator-backstepping approach, a stabilizing control input can be found for a system of the form

\[
\begin{align*}
\dot{\xi}_1 &= f_1(\xi_1) + g_1(\xi_1)\xi_2 \\
\dot{\xi}_2 &= f_2(\xi_1, \xi_2) + g_2(\xi_1, \xi_2)\xi_3 \\
\dot{\xi}_3 &= f_3(\xi_1, \xi_2, \xi_3) + g_3(\xi_1, \xi_2, \xi_3)u
\end{align*}
\] (4a) (4b) (4c)

where \( \xi_1, \xi_2 \) and \( \xi_3 \) represent the state variables and \( u \) represents the control input.

A control law that stabilizes the above system to the origin can be derived in three steps, described in [31]. Note that stabilizing the system to a non-zero constant can be done by shifting the states and rewriting the equations as a zero stabilization problem. Step 1 starts with (4a). Viewing \( \xi_2 \) as the input, we design the feedback control \( \xi_2 = \phi(\xi_1) \) to stabilize (4a) to the origin \( \xi_1 = 0 \) and such that the Lyapunov function \( V_1(\xi_1) \) is positive definite and radially unbounded, and \( V_1(\xi_1) \) is at least negative semi-definite. In step 2, the subsystem composed of (4a) and (4b) is considered and having \( \xi_3 \) as the input a controller is designed using the associated Lyapunov function \( V_2(\xi_1, \xi_2) \) and in step 3, the control signal \( u \) is designed for the system (4a), (4b) and (4c) using the Lyapunov function \( V_3(\xi_1, \xi_2, \xi_3) \). These steps will now be applied to construct the VDC and HDC controllers. In the sequel, all the values \( k_1 \) and \( c_i, (i = 1, 2, \ldots) \) are positive constant parameters which will be designed accordingly.

B. Vertical Deflection Control (VDC)

In order to limit the needle to the vertical plane, thereby reducing deflection along the \( x \)-axis, we must develop a control input that brings the deflection \( x \) and the effect of the bevel orientation to zero. This can be performed by applying integrator-backstepping to the following subsystem:

\[
\begin{align*}
\dot{x} &= v \sin \beta \\
\dot{\beta} &= \kappa u \sin \gamma \\
\dot{\gamma} &= - \kappa u \cos \gamma \tan \beta + u
\end{align*}
\] (5a) (5b) (5c)

Using the change of variable \( \xi_1 = x, \xi_2 = \sin \beta \) and \( \xi_3 = \sin \gamma \) we can re-write (5a)-(5c) in (3) as

\[
\begin{align*}
\dot{\xi}_1 &= v \xi_2 \\
\dot{\xi}_2 &= \kappa u \left( \sqrt{1 - \xi_2^2} \right) \xi_3 \\
\dot{\xi}_3 &= - \kappa u \xi_2 (1 - \xi_3^2) \pm \left( \sqrt{1 - \xi_2^2} \right) u
\end{align*}
\] (6a) (6b) (6c)

The above system is now in strict feedback form. We can begin deriving the control law to stabilize the system to the origin. It should be noted that this change of variable bounds the system variables as \( |\xi_2| < 1 \) and \( |\xi_3| < 1 \), for which the boundedness of the states’ references \( |\xi_{2,ref}| \) and \( |\xi_{3,ref}| \) should be taken into account. Let the upper bounds of \( \xi_{2,ref} \) and \( \xi_{3,ref} \) be \( 0 < \xi_2 < 1 \) and \( 0 < \xi_3 < 1 \), respectively.

Step 1: Start with (6a). Choosing the Lyapunov function

\[ V_1(\xi_1) = k_1 \xi_1 \arctan(\kappa \xi_1), \]

which is positive definite and radially unbounded, we can select

\[ \xi_{2,ref} = \phi(x) = - c_1 \arctan(\kappa \xi_1) \] (7)

to stabilize (6a) to the origin. Defining

\[ z_1 = \xi_2 - \xi_{2,ref} \] (8a)

\[ \dot{z}_1 = \kappa u \left( \sqrt{1 - \xi_2^2} \right) + \frac{c_1 \kappa \xi_2}{1 + (\kappa \xi_1)^2} \] (8b)

the time derivative of \( V_1 \) can be written as

\[ \dot{V}_1 = - W + k_1 v z_1 \left( \arctan(\kappa \xi_1) + \frac{\kappa \xi_1}{1 + (\kappa \xi_1)^2} \right) \] (9)

with \( W = k_1 v c_1 \arctan(\kappa \xi_1) \left( \arctan(\kappa \xi_1) + \frac{\kappa \xi_1}{1 + (\kappa \xi_1)^2} \right) > 0 \).

Remark: \( c_1 \) should be selected such that \( |c_1 \arctan(\kappa \xi_1)| < \xi_2 \) or equivalently

\[ c_1 < \frac{\xi_2}{\arctan(\kappa \xi_{1,max})} \] (10)

where \( \xi_{1,max} \) is the maximum possible initial deflection along the \( x \) axis. With this selection, since \( \xi_2 \) is also bounded, \( z_1 \) will be bounded as well.

Step 2: Next, consider the subsystem composed of (6a) and (6b). Select the Lyapunov function:

\[ V_2 = V_1 + \frac{k_3}{2(k_2^2 - \xi_1^2)} \] (11)

which is positive definite for \( |z_1| < k_2 \). As it will be shown in section III-A, this function ensures \( k_2 \) to be the desired hard bound on \( z_1 \), which can be achieved by proper selection of the parameters. Taking the time derivative of \( V_2 \) we have:

\[ \dot{V}_2 = z_1 \left( k_1 v \arctan(\kappa \xi_1) + \frac{k_1 v \kappa \xi_1}{1 + (\kappa \xi_1)^2} \right) \] (12)

\[ + \frac{k_3 z_1}{(k_2^2 - \xi_1^2)} - W \]
Viewing $\xi_3$ as an independent input for the subsystem, we can find a state feedback control law $\xi_{3ref} = \phi(\xi_1, z_1)$ to stabilize the subsystem to the origin. By selecting $k_1 = \kappa$, a stabilizing control law can be selected as

$$\xi_{3ref} = \frac{1}{\sqrt{1 - \xi_3^2}} \left(-c_2 z_2 - \frac{c_1 \xi_2}{1 + (\kappa \xi_1^2)^2} - \frac{(k_2^2 - z_2^2)^2}{k_3} \left(\arctan(\kappa \xi_1) + \frac{\kappa \xi_1}{1 + (\kappa \xi_1^2)^2}\right)\right) \quad (13)$$

To guarantee the upper bound $|\xi_{3ref}| < \xi_3^*$, the following constraint should be satisfied:

$$c_2k_2 + c_1 + \frac{k_3}{k_2} \left(\frac{\pi + \kappa}{2}\right) < \xi_3^* \sqrt{1 - (\xi_2^* + k_2)^2} \quad (14)$$

In this equation $\xi_2^*$ and $k_2$ should be selected such that $\xi_2^* + k_2 < 1$.

**Step 3**: Define

$$z_2 = \xi_3 - \xi_{3ref} \quad (15a)$$

$$\dot{z}_2 = -\kappa \xi_2 (1 - \xi_3^2) \pm \sqrt{1 - \xi_2^2} u - \xi_{3ref} \quad (15b)$$

Using the Lyapunov function:

$$V_3 = V_{2x} + \frac{k_3}{2(k_2^2 - z_2^2)} \quad (16)$$

which is positive definite if $|z_2| < k_4$, the stabilizing control law $u_x$ for the subsystem described in (5a)-(5c) is obtained as:

$$u_x = \frac{\pm 1}{\sqrt{1 - \xi_2^2}} \left[-c_3 z_2 + \xi_{3ref} + \frac{\kappa \xi_2 (1 - \xi_3^2)}{\sqrt{1 - \xi_2^2}} - \frac{(k_2^2 - z_2^2)^2}{k_5} \left(\frac{k_3 z_1}{(k_2^2 - z_1^2)}\right)\right] \quad (17)$$

The $\pm$ sign in (17) is related to $\text{sign}(\cos \gamma)$, which can be selected accordingly. In section III-A it will be shown that $k_4$ is the hard bound on $z_2$. Moreover, the value of $k_4$ and $\xi_3^*$ should be selected such that $\xi_3^* + k_4 < 1$, which also ensures that in (17), $\sqrt{1 - \xi_2^2} \neq 0$. Then we have the time derivative of $V_3$ as:

$$\dot{V}_3 = -W - \frac{c_2 k_2 z_2^2}{(k_2^2 - z_1^2)^2} - \frac{c_3 k_3 z_2^2}{(k_2^2 - z_2^2)^2} < 0 \quad (18)$$

which shows the convergence of the deflection to the origin.

**C. Horizontal Deflection Control (HDC)**

Analogous to the previous section, a similar strategy is used to develop a controller that limits the needle to the horizontal plane. To this end, here we write the rotation matrix in (1) using the Z-X-Y fixed angles. The system equations can be re-written as

$$\dot{x} = v \sin \beta' \cos \alpha' \quad (19a)$$

$$\dot{y} = -v \sin \alpha' \quad (19b)$$

$$\dot{z} = v \cos \alpha' \sin \gamma' \quad (19c)$$

$$\dot{\alpha}' = \kappa v \cos \gamma' \quad (19d)$$

$$\dot{\beta}' = \kappa v \sin \gamma' \sec \alpha' \quad (19e)$$

$$\dot{\gamma}' = \kappa v \tan \alpha' + u \quad (19f)$$

which is valid in

$$U' = \{q \in \mathbb{R}^6 : \alpha', \gamma' \in \text{Rmod}(2\pi), \beta' \in (-\pi/2, \pi/2)\} \quad (20)$$

The relation between $[\alpha, \beta, \gamma]$ and $[\alpha', \beta', \gamma']$ can be found as

$$\alpha' = \arcsin(\sin \alpha \cos \beta)$$

$$\beta' = \arccos\left(\frac{\cos \alpha \cos \beta}{\cos \alpha'}\right)$$

$$\gamma' = \gamma + \arctan(\sin \alpha' \tan \beta') \quad (21)$$

Using the change of variable $[\zeta_1, \zeta_2, \zeta_3] = [y, -\sin \alpha', -\cos \gamma']$, we have

$$\dot{\zeta}_1 = v \zeta_2 \quad (22a)$$

$$\dot{\zeta}_2 = \kappa \sqrt{1 - \zeta_1^2} \zeta_3 \quad (22b)$$

$$\dot{\zeta}_3 = -\kappa v (1 - \zeta_3^2) \pm \sqrt{1 - \zeta_3^2} u \quad (22c)$$

Comparing (22) and (6) it is clear that using the new variables, the HDC controller can be designed using the same procedure presented for VDC, and the controller can be written as

$$u_y = \frac{\pm 1}{\sqrt{1 - \zeta_3^2}} \left[-c_3 z_2' + \zeta_{3ref}' + \frac{\kappa v \zeta_2 (1 - \zeta_3^2)}{\sqrt{1 - \zeta_2^2}} \right. \left. - \frac{(k_4^2 - z_2^2)^2}{k_5} \left(\frac{k_3 z_1'}{(k_2^2 - z_1^2)}\right)\right] \quad (23)$$

in which $z_1' = \zeta_2 - \zeta_{2ref}$ and $z_2' = \zeta_3 - \zeta_{3ref}$. This procedure gives $\zeta_{3ref} = \cos \gamma_d$, which is related to $\cos \gamma_d$ as

$$\cos \gamma_d = \frac{\zeta_{3ref} \pm \sqrt{1 - \zeta_{3ref}^2 (1 + \sin^2 \alpha' \tan^2 \beta')}}{\sqrt{1 + \sin^2 \alpha' \tan^2 \beta'}} \quad (24)$$

**III. Bounds and Saturation**

Since the accelerations along the $x$ and $y$ axes are related to $\sin \gamma)$ and $\cos \gamma)$, respectively, they are naturally bounded to $[-1, 1]$. Moreover, from (17) and (23), implementing any of these controllers individually requires to bound the magnitude of the acceleration to some value less than one. In this section, we analyze the effect of the acceleration saturation on the stability of the system. Since the control inputs $u_x$ and $u_y$ have the same structure, in the sequel we provide the analysis for the $x$ direction, however, the same argument applies to the $y$ direction.

**A. Bounds on the Variables**

In the previous section it is assumed that $k_2$ and $k_4$ are the hard bounds on $z_1$ and $z_2$, respectively. To show this, we use the Lyapunov function (16). Denoting

$$\mathcal{X} = \{\xi_1, z_1, z_2\} \quad (25a)$$

$$C = \mathcal{X} \in \mathbb{R} : |z_1| < k_2, |z_2| < k_4 \quad (25b)$$
and the boundaries and the interior of $C$ as $\partial C$ and $\text{Int}(C)$, respectively, we have

\[
\begin{align*}
\inf_{x \in \text{Int}(C)} V_3(x) &\geq 0 \quad (26a) \\
\lim_{x \to \partial C} V_3(x) &\to \infty \quad (26b) \\
V_3 &\leq 0 \quad (26c)
\end{align*}
\]

In [32] it is shown that such a function is a control barrier function, for which $\text{Int}(C)$ is invariant. Equivalently, any state starting from $\text{Int}(C)$ remains in this region and guarantees the hard bounds on $z_1$ and $z_2$.

### B. Effect of Saturation

According to the change of variables introduced in II-B, the new states $\xi_2$ and $\xi_3$ as well as their references $\xi_{2\text{ref}}$ and $\xi_{3\text{ref}}$ are upper bounded. Any reference value greater than one produces large control inputs causing the needle to rotate constantly and lose the control over the system. This can be avoided by proper selection of the design parameters to keep the reference values in the desired region. To this end the design parameters $c_1$, $c_2$ and $k_2$ should satisfy (10) and (14), which impose very strict constraints on these parameters. From (14) having $c_1$ less than one is not desirable as it slows down the deflection convergence. Another solution is to saturate the reference values manually. Having $\xi_{3\text{ref}} = \xi_3$ keeps the system in saturation to use the system’s maximum capacity.

In this case, the stability and convergence analysis should be performed in the presence of the state saturation. Consider the following assumptions.

**Assumptions:** To simplify the analysis assume $k_3$ in (13) is large so we can neglect the last term on the right-hand side of (13). Whenever $|\xi_{3\text{ref}}| > \xi_3^*$ let $\xi_{3\text{ref}} = \text{sgn}(\xi_{3\text{ref}})\xi_3^*$ and $\xi_{3\text{ref}} = 0$. Assume that using these values and the control signal (17), $z_2 \to 0$ and consequently $\xi_3 = \xi_{3\text{ref}}$.

**Case 1:** If $\xi_{3\text{ref}} > \xi_3^*$, using (13) and (8b) we have $z_1 < -\dot{z}_1$, which for $\dot{z}_1 > 0$ leads to $z_1 \dot{z}_1 < 0$. If $z_1 < 0$ and $\xi_{2\text{ref}} < \sqrt{1 - \xi_2^2}\xi_3^*$ or $\xi_{2\text{ref}} > -\sqrt{1 - \xi_2^2}\xi_3^*$ then $\dot{z}_1 < 0$ and again $z_1 \dot{z}_1 < 0$. However, $|\xi_{2\text{ref}}| > \sqrt{1 - \xi_2^2}\xi_3^*$ and $\dot{\xi}_{2\text{ref}} > 0$, leads to $\dot{z}_1 > 0$. To overcome this case, we set $\xi_{2\text{ref}} = -\xi_2^*$ and $\dot{\xi}_{2\text{ref}} = 0$ until the states get out of this situation.

**Case 2:** If $\xi_{3\text{ref}} < -\xi_3^*$, using (13) and (8b) we have $z_1 > -\dot{z}_1$, which for $\dot{z}_1 < 0$ leads to $z_1 \dot{z}_1 < 0$. If $z_1 > 0$ and $\xi_{2\text{ref}} < \sqrt{1 - \xi_2^2}\xi_3^*$ or $\xi_{2\text{ref}} > \sqrt{1 - \xi_2^2}\xi_3^*$ then $\dot{z}_1 > 0$ and again $z_1 \dot{z}_1 < 0$. However, $|\xi_{2\text{ref}}| > \sqrt{1 - \xi_2^2}\xi_3^*$ and $\dot{\xi}_{2\text{ref}} < 0$, leads to $\dot{z}_1 < 0$. To overcome this case, we set $\xi_{2\text{ref}} = -\xi_2^*$ and $\dot{\xi}_{2\text{ref}} = 0$ until the states get out of this situation.

### C. 3D Controller Design and Stability

In the previous sections, separate controllers were designed to control the needle deflection in vertical and horizontal planes. Having one control input, in this section we combine the two controllers. It should be noted that the two subsystems have needle tip orientation angles as state variables and therefore have dynamic coupling. The 3D controller introduced in this section deals with this coupling by simultaneously considering the effect of two subsystems. According to the design procedure of the 2D VDC (HDC), the last step determines and controls $\xi_3(\gamma)$, which is the needle acceleration along the $x(y)$ axis. Since $\xi_3(\gamma)$ is related to $\sin\gamma (\cos\gamma)$, it is possible to define a desired angle $\gamma_d$ [33] so whenever $\gamma \to \gamma_d$, then $\xi_3(\gamma)$ reaches its desired value, which leads to $z_2(\gamma_d) \to 0$. However, since the trigonometric relation $\sin^2\gamma + \cos^2\gamma = 1$ should be satisfied, we select one axis as the primary axis and the other direction as the secondary and the find desired angle $\gamma_d$ for the primary axis while considering the effect of the secondary desired value. The primary axis selection is done based on the greater deflection error; whichever axis with greater absolute error is the primary axis and the other is the secondary. Defining $\sin\gamma_d = \xi_{3\text{ref}}$ and $\cos\gamma_d = \xi_{3\text{ref}}^*$, the desired angle $\gamma_d$ is found as

\[
\begin{align*}
\text{if } x, & \quad \gamma_d = \text{atan2}\left(\xi_{3\text{ref}}, \text{sgn}(\xi_{3\text{ref}})\sqrt{\xi_{3\text{ref}}^2 - \xi_{3\text{ref}}^2}\right) \\
\text{if } y, & \quad \gamma_d = \text{atan2}\left(\text{sgn}(\xi_{3\text{ref}})\sqrt{\xi_{3\text{ref}}^2 - \xi_{3\text{ref}}^2}, \xi_{3\text{ref}}^*\right)
\end{align*}
\]

with $\gamma_d = 0$. Defining $z_{2\gamma} = \gamma - \gamma_d$, the control input

\[
u = -c_4z_{2\gamma} - \gamma_d + \kappa\xi_2\sqrt{1 - \xi_2^2}
\]

ensures $\gamma \to \gamma_d$. The $\text{sgn}$ function in (27) takes the effect of the secondary axis into account, keeping the bevel orientation in a direction such that the accelerations along primary and secondary axes have their desired signs as determined by the 2D controllers. This is equivalent to having $\dot{V}_x < 0$ and $\dot{V}_y < 0$ and consequently decreasing the deflection error along both axes, however, it is clear that the acceleration along the primary axis is of greater magnitude, which makes the error to decrease faster in that direction. I should be noted that since this system does not have any equilibrium points, i.e., as long as the needle is being inserted, the velocities along the $x$ and $y$ axes have non-zero values, the proposed controller ensures the boundedness of the deflection error.

### D. Practical Considerations

The algorithm presented in the previous section can be effective only if $\gamma \to \gamma_d$ to keep the bevel at the desired orientation to compensate the deflection error. The value $\gamma_d$ should be updated at a slow rate since the radius of curvature $\kappa$ limits the rate at which the deflection can be corrected. This imposes a natural delay on error compensation. Moreover, according to the dynamics of the system, the rotation transition time to steer $\gamma$ to the desired value $\gamma_d$ should be taken into account. If the changes in $\gamma_d$ is faster than the settling time of $\gamma$, the designed strategy will not be effective. To overcome this, we update $\gamma_d$ every $T_x$ seconds, which should be larger than the settling time of the rotation loop. However, the value of $T_x$ should be selected carefully as large values of $T_x$ increase the bounds on the error.

In switching between the VDC and HDC controllers, we monitor the deflections along the $x$ and $y$ axes. If the deflection along $x$ is higher than $y$, we use VDC as the primary controller and if the deflection along $y$ is greater than $x$, we use HDC.
A potentiometer is used to determine the position of the US probe. A separate motor and is used to track the needle tip over the course of the insertion velocity. An ultrasound probe is attached to a needle carriage. A rotational joint controls the needle’s axial rotation velocity. A prismatic joint is designed using a ball-bearing mounted needle carriage system attached to a transmission belt. The transmission belt is connected to a Maxon RE40 DC motor (Maxon Motor AG, Sachseln, Switzerland), which controls the needle’s linear motion. The rotational joint allows us to adjust the needle’s bevel angle during the insertion process using a PID controller. Considering the minimum update time of $T_s = 1$ sec for $\gamma_d$, the PID controller is tuned by trial and error to provide a fast response with a settling time of less than one. The revolute joint is powered by a Maxon RE25 1:14 geared motor (Maxon Motor AG, Sachseln, Switzerland). The motors are controlled through Simulink using a Humusoft MF624 DAQ card which interfaces with our PC via PCI connection. An image of the needle steering device is shown in Fig. 2.

A separate motorized prismatic joint is attached to an ultrasound (US) probe holder whose position is monitored using a linear potentiometer. The US probe is controlled such that the needle tip is always in view of the US images. The US probe is positioned such that axial images of the needle are obtained. Axial images observe a cross-section of the needle, causing the needle to appear as a bright elliptical object. A description of our US needle tracking is performed in the next section.

**B. US Tracking**

US imaging is the most common modality for PPB, and needle insertion procedures in general, due to its accessibility, low cost, and real-time capabilities [35]. In order to track the needle under US feedback, we implemented an image processing algorithm incorporating a dynamic region-of-interest, along with a threshold-based needle tracking approach. The image processing algorithm was first described in [36] and was built off of techniques described in [7] and [37].

A visual overview of the initial US image followed by the subsequent image processing steps is shown in Fig. 3. We then perform contrast enhancement on the ROI to obtain the image labelled “Enhanced”. Afterwards, we choose an appropriate intensity threshold for which to produce a binary black-and-white image. In this binary image, the white pixels are expected to correspond to the needle while the black pixels correspond to background tissue. Small, isolated pixel clusters are removed via morphological opening to produce the final image, labelled as “Final”.

US images are obtained with a SonixTouch Ultrasound System (Analogic Ultrasound, Richmond, BC, Canada) using a linear US transducer model 4DL14-5/38 (Analogic Ultrasound, Richmond, BC, Canada). The US machine is connected to a PC through a DVI-to-USB 3.0 frame grabber (Epiphan, Palo Alto, CA, USA). The frame grabber obtains US images at a frequency of 20 Hz which are processed using Simulink. A Kalman filter is used to help track the needle during the insertion process and adjust the ROI between each successive frame. Details about the Kalman filter can be found in [36].

**C. Tissue and Needle**

The experiments are performed on two different types of tissues; phantom tissue and biological tissue. First we used a plastisol sample tissue, which is made of 80% liquid plastic and 20% plastic softener (M-F Manufacturing Co., Fort Worth, TX, USA). The estimated Young’s modulus of elasticity of the sample is 35 kPa. Next we performed the experiments on a two-layer biological tissue. The first 40 mm of the tissue is composed of gelatin and the rest is ex-vivo beef tissue. This design is intended to simulate the effects of multiple tissue layers. The gelatin layer is made by mixing water at temperature of $70^\circ$C with porcine gelatin powder (Sigma-Aldrich Co., ON, Canada). The weight ratio of gelatin to water
The controller we are testing here is the 3D controller (28) as well as switching between the VDC and HDC individually is demonstrated through simulation. In scenario 1, the deflection along the x-axis is higher, HDC is implemented. In scenario 2, due to the needle bending in the x-direction the assumption of small orientation angles might not be valid. However, we still use the same assumptions to evaluate the behaviour of the controller. To see the effect of the maximum acceleration, first set of experiments on phantom tissue are performed for the maximum acceleration of 0.99 mm/sec² and the second set is performed with the maximum acceleration of 0.71 mm/sec². The controller parameters used in the experiments are the same values as simulations shown in Table I. The results are summarized in Table II and one sample trial for each experiment set is shown in Figs. 5 and 6.

![Fig. 4. The simulation results with initial condition x₀ = 0.1 mm, y₀ = 0.1 mm and γ₀ = 45°. (a) Results from proposed 3D controller. (b) Results from switching between HDC and VDC based on error magnitude.](image)

**Table I:** Controller Parameters

<table>
<thead>
<tr>
<th>Subsystem</th>
<th>c₁</th>
<th>c₂</th>
<th>c₃</th>
<th>k₁</th>
<th>k₂</th>
<th>k₃</th>
<th>k₄</th>
<th>k₅</th>
</tr>
</thead>
<tbody>
<tr>
<td>VDC</td>
<td>20</td>
<td>20</td>
<td>100</td>
<td>0.1</td>
<td>10</td>
<td>0.1</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>HDC</td>
<td>20</td>
<td>20</td>
<td>100</td>
<td>0.1</td>
<td>10</td>
<td>0.1</td>
<td>50</td>
<td></td>
</tr>
</tbody>
</table>

A. Simulation Results

Simulations are performed in Matlab/Simulink to test the 3D controller (28) as well as switching between the VDC and HDC controllers based on the larger error. In these simulations, the initial values are selected as x₀ = 0.1 mm, y₀ = 0.1 mm, and γ₀ = 45°. The insertion velocity v is 2 mm/sec and the needle curvature κ is selected as 0.0025 mm⁻¹ [39]. The value of the controller parameters k₁ and cᵢ, (i = 1, 2, ...) are tuned during the simulations by trial and error and later used in the experiments. These values are shown in Table I.

The results are shown in Fig. 4. Comparing the results show that the 3D controller can reduce the error along both axes simultaneously, whereas using HDC and VDC individually is not sufficient.

B. Experimental Results

Here, we demonstrate the performance of the 3D controller using experiments. The experiments are performed on two different tissues and two different scenarios, each for seven trials. In scenario 1, the needle is steered on a straight line to the depth of 130 mm. In scenario 2, the needle is steered to reach a desired final deflection along the x-axis and zero deflection along the y-axis while inserted to the depth of 130 mm. It should be noted that the proposed 3D controller requires all system states, i.e. position and orientation variables, to be known; however, since our experiment setup can only provide position measurements, the angles α and β are considered to be zero and the angle γ is considered be equal to the needle base angle. This assumption disregards the effects of torsional friction applied to the needle shaft, which should be quite small in practice [28]. Also, the needle is inserted without any initial bending, and the initial bevel angle is set to zero. These assumptions are valid for scenario 1, as for small deflections the orientation angles α and β are close to zero. In scenario 2, due to the needle bending in the x-direction the assumption of small orientation angles might not be valid. However, we still use the same assumptions to evaluate the behaviour of the controller. To see the effect of the maximum acceleration, first set of experiments on phantom tissue are performed for the maximum acceleration of 0.99 mm/sec² and the second set is performed with the maximum acceleration of 0.71 mm/sec². The controller parameters used in the experiments are the same values as simulations shown in Table I. The results are summarized in Table II and one sample trial for each experiment set is shown in Figs. 5 and 6.

Defining the total error as the Euclidean norm of the error vector, the results for phantom tissue show a maximum mean absolute error of 0.91 mm in scenario 1 and a maximum final error of 1.8 mm in scenario 2. The experiments performed on the biological tissue also show a maximum mean absolute error of 0.57 mm and 2.5 mm in scenario 1 and scenario 2, respectively and a maximum final error of 1.7 mm in scenario 1 and 2.6 mm in scenario 2. Considering scenario 1, the maximum value of error is less than 2 mm which is the size of the smallest lesion that can be detected by ultrasound images [40] and the errors are in the same order as other methods in the literature such as [41].

VI. Discussion

Using the experimental results in Table II, the expected behaviour of the controller can be clearly observed. In scenario 1, by increasing the update time Tₛ, the deflection error increases. The slower sampling provides less update to the system causing the error to increase. It should be noted that small sample times might also lead to a poor performance due to the delay on error compensation caused by curvature limits. The sample time should be greater than the settling time of the rotation loop to provide the bevel with enough time to reach the desired angle and stay there to compensate for the error. For scenario 2, the effect of the maximum acceleration, or equivalently the maximum bevel angle for each direction...
Fig. 5. Samples of experimental results of the 3D controller for steering the needle on a straight line. (a), (d): Insertion in phantom tissue with $T_s = 1$ sec and maximum acceleration of 0.99 mm/sec$^2$. (b), (e): Insertion in phantom tissue with $T_s = 2$ sec and maximum acceleration of 0.71 mm/sec$^2$. (c), (f): Insertion in biological tissue with $T_s = 1$ sec and maximum acceleration of 0.99 mm/sec$^2$.

Fig. 6. Samples of experimental results of the 3D controller for steering the needle to the desired deflection of $x_d = -4$ mm along the $x$-axis and zero deflection along the $y$-axis. (a), (d): Insertion in phantom tissue with $T_s = 1$ sec and maximum acceleration of 0.99 mm/sec$^2$. (b), (e): Insertion in phantom tissue with $T_s = 1$ sec and maximum acceleration of 0.71 mm/sec$^2$. (c), (f): Insertion in biological tissue with $T_s = 1$ sec and maximum acceleration of 0.99 mm/sec$^2$.

<table>
<thead>
<tr>
<th>Tissue</th>
<th>Scenario</th>
<th>Specification</th>
<th>$x$ Mean</th>
<th>$x$ Standard Deviation</th>
<th>$x$ Max Error</th>
<th>$y$ Mean</th>
<th>$y$ Standard Deviation</th>
<th>$y$ Max Error</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Phantom Tissue</strong></td>
<td>1</td>
<td>$x_d = 0$ mm, $y_d = 0$ mm, $T_s = 1$ sec, max($\gamma_d$) = 81°</td>
<td>0.37</td>
<td>0.33</td>
<td>0.5</td>
<td>0.25</td>
<td>0.26</td>
<td>0.8</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>$x_d = 0$ mm, $y_d = 0$ mm, $T_s = 2$ sec, max($\gamma_d$) = 45°</td>
<td>0.54</td>
<td>0.57</td>
<td>1.7</td>
<td>0.74</td>
<td>0.52</td>
<td>1.05</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$x_d = -4$ mm, $y_d = 0$ mm, $T_s = 1$ sec, max($\gamma_d$) = 81°</td>
<td>2.6</td>
<td>1.3</td>
<td>1.1</td>
<td>0.5</td>
<td>0.31</td>
<td>1.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$x_d = -4$ mm, $y_d = 0$ mm, $T_s = 1$ sec, max($\gamma_d$) = 45°</td>
<td>2.8</td>
<td>1.03</td>
<td>1.1</td>
<td>0.16</td>
<td>0.18</td>
<td>0.54</td>
</tr>
<tr>
<td><strong>Biological Tissue</strong></td>
<td>1</td>
<td>$x_d = 0$ mm, $y_d = 0$ mm, $T_s = 1$ sec, max($\gamma_d$) = 81°</td>
<td>0.57</td>
<td>0.45</td>
<td>1.7</td>
<td>0.55</td>
<td>0.48</td>
<td>1.1</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>$x_d = -4$ mm, $y_d = 0$ mm, $T_s = 1$ sec, max($\gamma_d$) = 81°</td>
<td>2.5</td>
<td>1.1</td>
<td>2.6</td>
<td>0.66</td>
<td>0.44</td>
<td>1.9</td>
</tr>
</tbody>
</table>
can be seen from the experimental results in Table II. For a larger bevel angle, the error along the $y$ direction is smaller since higher acceleration puts more effort to compensate the error along the $x$ axis, which in return has less effect on the $y$ direction. However, by decreasing the bevel angle, the bevel orientation affects the error along the $y$ axis more, causing the error to increase. It should be noted that this discussion is true for the considered case. If the $y$ axis desired deflection is non-zero, the discussion might be different. However, the results verify the expected behaviour. It worth mentioning that in scenario 2, the approximation of the orientation variables might not be accurate and these experiments are only used to understand and verify the behaviour of the controller.

The 3D controller presented here uses the idea presented in [33] to combine the 2D controllers and form the 3D controller. The main difference between these two works is in using different techniques for designing the 2D controllers. Moreover, in [33], the upper bound on the desired angle $\gamma_d$ is determined by maximum allowed needle bending such that for compensating larger deflections, the upper bound on $\gamma_d$ should be smaller. This constraint is necessary for guaranteeing the convergence of the error. The controller proposed here does not impose such limitation on the desired angle $\gamma_d$ as it is only required to choose the maximum acceleration to be less than one, which provides more flexibility in using the system’s capacity for compensating the error.

Simulations are provided to compare the proposed controller with the Sliding mode controller proposed by Webster et. al. [25]. The simulations are performed for the two scenarios used in the experiments. The needle rotation velocity for the sliding mode method is selected as 1 rad/sec. The needle curvature, insertion velocity, and all control parameters are the same the values presented in the simulations above. The simulation results are shown in Fig. 7. From these results, we can see that the deflection error behaviour is similar in both methods. Comparing the roll angle $\gamma$, the sliding mode method continuously rotates the needle and the variation in this angle is larger when compared to the same quantity in the proposed backstepping control method. The continuous rotation has a drilling effect on tissue, which may increase tissue trauma. In the backstepping method, the needle is rotated only when required and there are times that the needle does not rotate, which reduces the tissue trauma. It should be noted that since the quantitative performance of the method highly depends on the selected parameters, this comparison can only be used to qualitatively compare the performance of these methods.

The model used in this work has only one parameter, the needle path curvature ($\kappa$). Having only one parameter limits the effects of parameter uncertainty. The 3D controller structure deals with this uncertainty to some extent as it mainly rotates the needle based on the desired acceleration from both subsystems. If the desired roll angle obtained from the 2D controllers resides in the correct quadrant, the error will decrease. This problem requires further studies to determine the tolerable uncertainty bounds.

VII. Conclusion

In this paper, we describe a method for controlling needle deflection through the use of multiple 2D planar controllers, each designed using the integrator-backstepping control approach. One controller implements Vertical Deflection Control to reduce needle deflection outside of the $y-z$ plane while the second controller implements Horizontal Deflection Control to reduce deflection outside of the $x-z$ plane. By properly combining the effect of these controllers, we attempt to minimize the overall needle deflection. The proposed 3D controller considers the effect of the error along both $x$ and $y$ axes simultaneously and can guarantee the boundedness of the error. Our needle insertion setup consisted of a two degree-of-freedom surgical robot designed to insert the needle at a constant velocity while adjusting the needle’s rotational velocity to allow for needle steering via our derived controllers. Needle insertions were performed using an 18 gauge beveled brachytherapy needle and a plastisol phantom tissue. Our 3D needle steering approach was able to obtain an average error of less than 1.5 mm.

Future work involves exploration regarding the impact of needle rotation on tissue trauma. As well, we work on improving our 3D needle steering approach by incorporating more accurate ways to estimate $\alpha$, $\beta$, and $\gamma$, possibly through the use of state observers.
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