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Abstract—The inclusion of robots in therapy is becoming common due to robots’ power, repetitive motion ability, reprogramming capacity and adaptability to new tasks. In recent years, the demand for rehabilitation services has increased due to the rising number of patients with disability. In this paper, we propose a solution to the rising demand for therapists’ services by combining Learning from Demonstration (LfD) and robotic rehabilitation. The goal of the paper is to implement LfD to model and learn the therapist’s behavior (be it a trajectory or force) as a nonlinear dynamic system using a method called Stable Estimator of Dynamical Systems (SEDS) to later reproduce the learned behavior in the absence of the therapist using a robot. This method allows the therapists to first train a robot to learn his/her behavior such that, later when the therapist is no longer involved and the patient works alone with the robot, the robotic system determines whether and how to interact with the patient the same way the therapist would have interacted.
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I. INTRODUCTION

In recent years, the number of people with disability has increased [1] due to events such as stroke, which has become one of the most common causes of disability in Canada and worldwide [2], [3]. Due to the loss of mobility in all or parts of their bodies, people with disability are usually not able to perform basic daily living activities or even simple reaching tasks.

It has been shown that in order to regain strength and mobility, the human brain can rewire neurological pathways through therapy exercises that engage patients in repetitive tasks [4]. However, due to the increasing demand for therapy services due to population ageing, therapists’ time and healthcare resources are limited and cannot answer to all requests for therapeutic services. For this reason, robot-assisted therapy is becoming a popular solution. Robotic rehabilitation is divided in two categories of movement therapies: assistive therapy and resistive therapy. Assistive therapy uses haptic devices to assist the patient to complete the task, while resistive therapy the device opposes the patient’s actions by applying resistive forces in order to build muscle strength. Robots are able to execute preprogramed tasks without fatigue and with a high accuracy, meaning they can be used to deliver therapy exercises to patients.

Most of the previously developed robotic systems have a common problem: they were designed for executing predefined and preprogrammed tasks, which limits the use of these systems in actual clinical settings. Due to the robots’ preprogramming need, they are generally not able to adapt their behaviors based on the patient’s changing needs or the task’s changing skill requirements. In order to adjust the robot’s therapeutic behavior in accordance with these just like a human therapist would do, robots must be reprogramed, which is difficult and inconvenient in clinical environments due to scarcity of computer programming skills in such environments.

In this paper, we propose to use LfD to help the robot reprogram itself whenever a therapist offers the robot a form of kinesthetic teaching of the required therapeutic behavior [5]. Our LfD technique learns the therapist’s kinesthetically demonstrated behavior through an algorithm called SEDS in a step known as the learning or demonstration phase. Later, the robotic system reproduces and imitates the therapist’s behavior in a step known as the reproduction or imitation phase – in this step, the therapist does not need to be present and the patient can repeat the therapy exercise as many times as needed.

This paper is organized as follows. In Section II, we explain the past related works. Section III gives a description about two specific therapy tasks. Section IV details the learning algorithm while Section V discussed the reproduction phase. Two experiments are presented in Section VI. Results, conclusions and future work are covered in Sections VII and VIII, respectively.

II. RELATED WORK

The implementation of LfD in robotic rehabilitation systems is a relatively new idea. Our group has previously
developed different robotic rehabilitation systems that leverage the learning/imitation features offered by LfD to save the therapists’ time. In [6], the authors developed a haptic teleoperation system, which has potentials for use in home-based telerehabilitation, and employed impedance-based learning of the therapist’s behavior, which is later used in the reproduction phase to imitate it. In [7], we developed a telerobotic cooperative rehabilitation system. With help from Gaussian Mixture Model (GMM) and Gaussian Mixture Regression (GMR) to enable learning and imitation, respectively, the therapist first interacts with the patient in a cooperative therapy task (lifting a bar by holding the two ends of it). Once the system learns the therapist’s position-based behavior, the system replicates the therapist’s behavior in his/her absence and when the patient is alone interacting with the robotic system.

In [8], the authors developed a system that combines robotic rehabilitation, LfD, and Assist-as-Needed (AAN). The system learns the therapist’s impedance using GMM. Later, GMR is used to build a model of the therapist’s behavior and use in the reproduction phase in combination with ANN. The system computes the error between the patient’s current performance and the learned therapist’s behavior and, based on this error, determines whether to assist the patient to complete the task or not. This feature is called AAN.

In our research, we propose to use a similar system but with some improvements. We use the well-developed learning algorithm called SEDS, which still uses GMM to build a model in the form of a nonlinear dynamic system capturing the demonstrated behavior. This algorithm uses a series of conditions to ensure global asymptotical stability (GAS) of the dynamic model. The difference with the classical GMR technique is that in order to create a stable imitation of the learned behavior, the reproduction phase combines the classical GMR algorithm and the SEDS algorithm. While GMR on its own does not ensure GAS, SEDS does so.

These method proposed in the paper allows the system to be completely task-independent. Also, the improvement in terms of using SEDS rather than GMR makes for a more robust system because SEDS generalizes the learned data; in other words, given a few demonstrations, the system is capable to reproduce the task even for non-demonstrated behaviors.

III. TASK DESCRIPTION

In this paper, two different position control and force control tasks are developed to show the LfD capabilities as applied to robotic rehabilitation. The proposed system’s feature in terms of task independence means that it can be used with any position or force control task. The system can learn the desired behavior in terms of performing the target task without any knowledge about the task or the task environment. Also, the generalization capability of the proposed system means not too many demonstrations will be needed for the robot to learn what therapeutic behavior it is supposed to deliver to the patient.

In the learning phase, the therapist executes the task a number of times, so the system builds a model of the demonstrated behavior. Figure 1 shows the two different ways to implement the task. In this paper, we implement the experiments using the second way. Once the model is built, in the reproduction phase, the robotic system monitors the patient’s behavior and compares it versus the learned data (the therapist behavior previously demonstrated). Based on this error, the system compensates for the difference such that the patient feels as if interacting with the therapist even though interacting with the robot in actuality.

Task 1:

The first task involves point-to-point reaching where from a random initial point, the user must reach a given target point following a trajectory. Notice that this task involves two degrees of freedom (DoF). During the demonstration phase, the therapist holds the robot’s end effector. Demonstrations are recorded from two different initial points. Afterwards, the system learns the therapist’s reaching behavior and builds a model. In the reproduction phase, the patient starts to execute a similar reaching motion but cannot complete it due to his/her disability. Based on the error between the patient’s and the learned behavior, the robot compensates for the difference to keep the patient as close as possible to the demonstrated behavior.

Task 2:

The second task involves force tracking. Given a compressed virtual spring with stiffness $k_e$, the user is asked to slowly decompress the spring until it is fully relaxed. During
the demonstration phase, the therapist holds the robot’s end effector to start from the initial point (compressed spring); when a non-zero force is applied by the robot to the therapist’s hand. The therapist moves his hand to slowly decompress the spring and bring the interaction force to zero, at which point the task is finished. Notice that this task is 1-DoF. In the reproduction phase, the therapist is no longer in the therapy and the robot takes this role. The patient is then asked to execute the task on his/her own while holding the robot end effector. Again, the robotic system compares the patient’s behavior versus the learned behavior previously demonstrated by the therapist and, based on the difference, provides compensation such that the patient is kept within the demonstrated behavior. Figures 2 and 3 show the two tasks.

Figure 2: This figure shows the position-based task. Target and initial points are defined as a red cross and a human hand holding the robot’s end effector, and the desired trajectory as demonstrated by the therapist is shown by dashed line. The top figure shows initial, target and desired trajectory at the beginning of the task, while the bottom figure shows initial, target, desired and actual trajectories, specifically the therapist’s learned behavior (dashed line) and the actual reproduction phase trajectory (red solid line).

Figure 3: This figure shows the force task. The virtual spring is attached to the robot’s end-effector and it applies a force \( F_s \) to the user. The top figure shows the initial position at the beginning of the task, here the spring is compressed and it is applying force to the user, while the bottom figure shows the therapist’s learned behavior, the goal is to decompress the spring until \( F_s \) becomes equal to zero.

IV. LEARNING PHASE

In this section, we give introductions to the SEDS and GMM algorithms used for the learning phase. A more detailed explanation about the algorithms can be found in [7], [9].

GMM is a probability density function used to cluster data and has been widely used in the LfD field to encode spatial and temporal components of continuous trajectories and behaviors. GMM relies on a weighted sum of Gaussian component densities, where each component has its own mean and covariance matrix.

In order to use SEDS, the model of the learned motion must be implemented as a nonlinear autonomous dynamical system. In this paper, depending on the desired task, we take the human (and the robot) position or the human/robot interaction force as the input of the dynamical system, and the velocity or the first derivative of the force as the output. We model the system as

\[
\ddot{\xi} = f(\xi)
\]

where \( f \) is a nonlinear function with a single equilibrium point and it is continuous for all time \( t \). \( \xi \) is the position or force of the robot’s end-effector in Cartesian space. Given any initial condition, the motion or force evolves according to the dynamics of \( \ddot{\xi} \).

The estimated model is given by

\[
\ddot{\hat{\xi}} = \ddot{f}(\hat{\xi})
\]

Whereas \( f \) describes the actual dynamics of motion or force in the task demonstrated by the therapist, \( \ddot{f} \) is a function that tries to describe it by a set of parameters \((\pi^K, \mu^K, \Sigma^K) = \theta^K = \theta \). Here, \( \mu \) represents the mean of the Gaussian model, \( \Sigma \) is the covariance matrix, \( \pi \) is the prior, and \( K \) represents the index of the Gaussian model. The optimal values of these parameters are computed based on the set of demonstrations.

\( \mu^K \) and \( \Sigma^K \) represent each Gaussian distribution \( K \) and defined by

\[
\mu^K = \begin{pmatrix} \mu_{\xi}^K \\ \mu_{\dot{\xi}}^K \end{pmatrix} \quad \text{and} \quad \Sigma^K = \begin{pmatrix} \Sigma_{\xi\xi}^K & \Sigma_{\xi\dot{\xi}}^K \\ \Sigma_{\dot{\xi}\xi}^K & \Sigma_{\dot{\xi}\dot{\xi}}^K \end{pmatrix}
\]

Every given point \( \{\xi_{\text{t,n}}, \dot{\xi}_{\text{t,n}}\}_{t=0}^{T_n, n} \) where \( \{\cdot\}_{\text{t,n}} \) is the \( t \)-th data point of the \( n \)-th demonstration in the \( N \) demonstrations of the trajectory is linked to a probability density function given by

\[
P(\xi_{\text{t,n}}, \dot{\xi}_{\text{t,n}}; \theta) = \sum_{k=1}^{K} P(k) P(\xi_{\text{t,n}}, \dot{\xi}_{\text{t,n}}|k) \quad \forall n \in 1..N, \quad t \in 0..T_n
\]

where \( P(k) \) is the prior of the Gaussian distribution \( k \), \( T \) is the total number of training data points, and \( P(\xi_{\text{t,n}}, \dot{\xi}_{\text{t,n}}|k) \) is the conditional probability density function given by

\[
P(\xi_{\text{t,n}}, \dot{\xi}_{\text{t,n}}|k) = \mathcal{N}(\xi_{\text{t,n}}, \dot{\xi}_{\text{t,n}}; \mu^K, \Sigma^K) = \frac{1}{\sqrt{(2\pi)^d |\Sigma^K|}} e^{-\frac{1}{2}([\xi_{\text{t,n}} - \mu^K]^T \Sigma^{-1}}\) 

After taking the posterior mean of \( P(\hat{\xi} | \xi) \), the estimated function is given by
\[ \dot{\xi} = \sum_{k=1}^{K} \frac{p(k)p(\xi|k)}{\sum_{i=1}^{N} p(i)p(\xi|i)} \left( \mu_k^c + \Sigma_k^c (\Sigma_k^c)^{-1} (\xi - \mu_k^c) \right) \]  

(6)

using the following simplification:

\[ \begin{align*}
A_k &= \Sigma_k^c (\Sigma_k^c)^{-1} \\
b_k &= \mu_k^c - A_k^c \\
h_k^c(\xi) &= \frac{p(k)p(\xi|k)}{\sum_{i=1}^{N} p(i)p(\xi|i)}
\end{align*} \]

(7)

Substituting (7) into (6) yields:

\[ \dot{\xi} = \hat{f}(\xi) = \sum_{k=1}^{K} h_k^c(\xi)(A_k^c \xi + b_k) \]  

(8)

Note that (8) is a sum of linear dynamical systems that results in a nonlinear function. In this new equation, \( A_k^c \xi + b_k \) corresponds to a line with slope \( A_k^c \) and passes through the center of the Gaussians \( \mu_k^c \). The nonlinearity of this equation is given by \( h_k^c(\xi) \), this is a weighting term that gives the influence of each Gaussian in the estimated function.

Given the previous conditions, (8) is asymptotically stable. To ensure GAS, the system must meet the two following conditions:

\[ \begin{align*}
b_k &= -A_k^c \xi^* \\
A_k^c + (A_k^c)^T &< 0 \quad \forall k = 1, \ldots, K
\end{align*} \]  

(9)

Here, \( < 0 \) denotes the negative definiteness of a matrix. The proof is shown in [9].

Given the conditions and equations to compute and ensure GAS of the estimated function, the next step is to find the unknown parameters of (8), i.e., \( \{\pi^K, \mu^K, \Sigma^K\} = \theta^K = \theta \). To solve this problem, SEDS is used to compute the optimal values. Mean Square Error (MSE) is an optimization objective function that provides a solution to this problem. It is combined with SEDS to measure the accuracy of the estimations based on the recorded data. This minimization gives the optimal parameters:

\[ \min_{\theta} J(\theta) = \frac{1}{2T} \sum_{n=1}^{N} \sum_{t=0}^{T_n} \left\| \xi_{t,n}^e - \xi_{t,n}^\ast \right\|^2 \]  

subject to the following constraints:

\[ \begin{align*}
b_k &= -A_k^c \xi^* \\
A_k^c + (A_k^c)^T &< 0 \\
\Sigma_k^c &> 0 \\
0 &< \pi_k^c \leq 1 \\
\sum_{k=1}^{K} \pi_k^c &= 1
\end{align*} \]  

(11)

Note that the first two constraints in (11) are the previously defined conditions for stability presented in (9). MSE can be taken as a non-linear programming problem [10], and can be solved using Successive Quadratic Programming (SQP) [11].

V. REPRODUCTION PHASE

Given the learned parameters that ensure GAS, the next step is to retrieve the expected values based on the computed model through (8). The robot’s current position or force is used as the input, and the output helps us find the next desired value for the same variable. In the position task, we integrate the desired velocity to get the next desired position value, while in the force task, we use the integral to get the next desire force value. Figure 4 shows the block diagram of the system. Notice that this configuration does not depend on the task nor the environment.

VI. EXPERIMENTS

In this section, we present the experiments. We are using a Rehabilitation Robot (Quanser, Inc. Markham, Canada) [12] and a Gamma force sensor (ATI-IA, NC, USA) [13]. Figure 5 shows the rehab robot used in this paper.

**Task 1:**

During the demonstration phase, the therapist executed ten different demonstrations from two different initial points; Figure 6 shows the recorded data. A model of the demonstrated trajectory was built. As shown in the block diagram, a controller and a position feedback are needed in this task. A PD position controller is used to ensure the robot follows the desired trajectory in the reproduction phase. In the reproduction phase, the patient is asked to do the task from six different initial points. Section VII shows and discusses the obtained results.
Task 2:

As mentioned in Section III, the task involves a compressed virtual spring; the force applied by the robot’s end effector on the human hand due to this spring is computed through the Hook’s law \[14\]. In order to build a fair and challenging task for the patients, in this experiment, we used \( k_e = 50 \). In this task, the controller is equal to one, and the feedback is not needed. The therapist executed ten different demonstrations of unloading the compressed spring to train the system, and Figure 7 shows the recorded data. The robot/human interaction force, its first derivative, and time were recorded and used by the learning algorithm. After the demonstrations, the system builds a nonlinear dynamical model capturing the data. Then, after the learning phase, the patient is asked to do the task. Section VII shows and discusses the obtained results.

VII. RESULTS

In this section, we show and discuss the obtained results during the reproduction phase. In the position-based task, the system learned and generalized the demonstrated trajectories. As can be seen in Figure 8, the system is able to build a model, accept different initial points (different from the recorded during demonstration phase) and follow as close as possible the demonstrated trajectory. Notice that while the robot does not reach position \([0,0]\) exactly because near the origin the velocity is too small to move the robot, the end effector gets close enough to the target from a practical perspective. Therefore, we can conclude that the system is actually helping the patient reach the target point.

In the force-based task, the system learned and generalized the demonstrated force. The results are shown in Figure 9, where the black and solid line is the current force applied by the user, this force is equal to the spring force but with an opposite sign, while the red and dashed line is the desired force. Notice that the desire force is always smaller than the current force and it always tries to converge to the origin \((F = 0)\). The gap between the desire force and the current force is as small as the therapist trained the robot. This gap demonstrates that the system learned the demonstrated force. It not only follows the force, but also makes it converge to zero. Therefore, the system learned and reproduced the demonstrated behavior properly.

VIII. CONCLUSION AND FUTURE WORK

The demand for therapy services is increasing due to population ageing. This is becoming a serious problem due to the limited resources of the healthcare system, especially because of the limited number of therapists. Robots’ characteristics make them an excellent device to carry out the physically demanding and repetitive tasks of therapy. In this paper, we demonstrated that the presence of therapists are not necessary throughout the entire therapy session; robots can be used to learn and continue their role and help the patients while therapists can share their time with other patients. Even though LfD is not a new tool, it has a huge potential in robotic rehabilitation in order to develop more intelligent and more reliable devices. In the future, we will implement an LfD system combined with AAN feature \[8\]. This improvement will allow the system to assist the patient only when it is necessary. In other words, if the patient is performing the task, then the system will not interfere. If the patient is stopping short of advancing the task, however, the system will assist the patient.
In this paper, we demonstrated that the presence of therapists are not necessary throughout the entire therapy session; robots can be used to learn and continue their role and help the patients while therapists can share their time with other patients. Even though LfD is not a new tool, it has a huge potential in robotic rehabilitation in order to develop more intelligent and more reliable devices. In the future, we will implement an LfD system combined with AAN feature [8]. This improvement will allow the system to assist the patient only when it is necessary. In other words, if the patient is performing the task, then the system will not interfere. If the patient is stopping short of advancing the task, however, the system will assist the patient.
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