In this paper, the design and implementation of a new telerobotics-assisted platform is proposed for individuals who have cerebral palsy (CP). The main objective of the proposed assistive system is to modulate capabilities of individuals through the proposed telerobotic medium and to enhance their control over interaction with objects in a real physical environment. The proposed platform is motivated by evidence showing that lack of interaction with real environments can develop further secondary sensorimotor and cognitive issues for people who grow up with CP. The proposed telerobotic system assists individuals by (a) mapping their limited but convenient motion range to a larger workspace needed for task performance in the real environment, (b) transferring only the voluntary components of the hand motion to the task-side robot to perform tasks and (c) kinaesthetically dissipating the energy of their involuntary motions using a viscous force field implemented in high frequency domain. Consequently, using the proposed system, an individual who has CP will be capable of providing smooth and large-scale motions and presenting enhanced coordination while performing tasks, even if they naturally have involuntary movements, limited range of motion and/or coordination deficits. The proposed architecture is implemented and initially tested for one nondisabled participant. Afterwards, the system is evaluated for one individual who lives with CP. The resulting quality of motion and task performance are analyzed through a designed clinical protocol. The results confirm the functionality of the proposed assistive platform in enhancing the capabilities of individuals who live with CP in interacting with physical environments.
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1. Introduction and Preliminaries

Cerebral palsy (CP) is an umbrella terminology for a range of nonprogressive neurological sensorimotor deficits that initiate in young children. The onset of CP is known to be brain damage prior, during and/or after birth. It affects a wide range of motor performances and results in various movement symptoms. Spastic CP, Ataxic CP, and Athetoid CP are some major categories of this condition [1-3]. Note that, in this paper, the terminology “individual with CP” is used for an individual who is living with CP. Spastic CP is a common condition for individuals with CP, which refers to hypertonic muscles that increase muscular tone and result in a reduced range of motion and stiff, jerky or uncoordinated movements [4]. Individuals who have Ataxic CP and Athetoid CP have reduced or fluctuating muscle tone (hypotonic muscles). Ataxic CP affects the balance and fine tuning of movements and can involve an intention tremor when attempting movements. Athetoid CP exhibits writhing involuntary movements. Individuals can have two or more types of CP, which is called mixed CP [1, 5, 6]. In summary, different types of CP involve various motor control impairments including (a) a limited range of motion, (b) coordination problems, and (c) nonsmooth motion execution (such as hand tremor and other involuntary motor behaviors). This condition considerably disturbs the capabilities of individuals with CP in interacting and engaging with their surrounding physical environments [7].

Based on developmental theories, interactional motor experiences, such as exploration and manipulation, are key factors in cognitive and perceptual development of children [8-10]. Children with CP have considerable difficulties in performing object manipulation [11] and may therefore miss the chance for meaningful interaction with environments in early stages of their development [12, 13]. Consequently, due to the young onset of CP, the limited physical interaction capabilities can result in further secondary conditions such as cognitive development delay, learning deficits, and social skill issues. As an example, movement disorders caused by CP degrade engagement of young individuals with CP in free play environments, where children physically interact with objects, make decisions, perform different self-regulated goal-oriented tasks, think about cause-and-effect relationships and understand consequences. In the literature, it has been shown that these actions are crucial for cognitive, sensorimotor, and psychological development of children (see [12, 14, 15] and the references therein).

Technologies that are capable of allowing disabled people to perform (even indirectly) in a real play environment have attracted interest in recent years. In this regards, play-oriented robots (such as Lego robots) have been studied in the literature. These robots can be controlled using various access methods (e.g. push-down switches or eye gaze) by a child who has disabilities. Corresponding works can be found in a new literature review [12], in [16, 17] and prior research of K. Adams [14, 15, 18-20]. Children with severe physical limitations control the aforementioned robots by high-level supervisory commands. With high-level commands, when a user makes a simple movement (e.g. pushes a switch), the robot performs an autonomous subtask (and usually keeps doing that) while waiting for a new command. Some examples of high-level supervisory commands are reach the target, drop the object, and come back to home position. An example of a switch controlled robot system is shown in Fig. 1.

Although the users are able to perform some tasks using the above-mentioned systems, there is still a considerable lack of controlled, direct, instant and coordinated interaction between the user and the play environments [21]. In other words, although these systems can indirectly realize task performance in play environments, they are incapable of realizing motion-controlled hand-eye coordinated physical interaction with real objects and they do not correlate the user movement (e.g. pushing a switch) with interaction in the environment (the robot performs a multi-step task).

Remark 1.1. Using the multi-action guidance delivered by the proposed system, the motions of the task-side robot can be controlled by the disabled user and would be correlated to the motion of the user’s hand. For example, if the user tries to move the user-side interface (e.g. a motorized haptic device) to the left, the task-side robot correspondingly and instantly will go to the left. If children could exert controlled coordinated physical interaction to manipulate objects in the environment, it is anticipated that it could lead to positive effects on their cognitive, social and sensorimotor development in the long term.

Remark 1.2. In this paper, we propose a new haptics-enabled telerobotic platform that can help individuals with CP in interacting with real physical environments mostly by augmenting their motion capabilities and also by making it possible for them to feel the interaction forces. When interacting with play objects, individuals need to be able to reach them, use smooth and fluid movements, and perform hand-eye coordination with the appropriate force and/or speed [22]. The goal of the proposed system is to allow individuals with CP to perform instant under-control tasks through a telerobotic medium that can compensate for the limited range of motion, the nonsmooth tremor (and/or involuntary actions), and coordination problems that individuals with-CP may exhibit. This system makes it possible for individuals with CP to utilize their own movement strategies and motion capabilities and instantly interact with various physical environments. The main responsibility of the proposed telerobotic system is to extend the
Remark 1.3. The main focus of this paper is to propose a new mechatronic design which can facilitate interaction with physical environments for individuals with CP, as a new assistive paradigm. The design is motivated by evidence showing that physical interaction is a crucial factor for developing sensorimotor and cognitive skills, and that individuals living with a lack of interaction may develop corresponding secondary delays [8–10, 12, 13]. Analyzing the long-term effectiveness of the proposed system to cognitive and sensory development will require longitudinal long-term studies, which are part of our ongoing work, but outside of the scope of this paper.

It should be noted that telerobotic systems have been utilized in a wide variety of applications such as surgical, under-water and space operations [23]. A common goal for telerobotic systems is to extend the capabilities of human users beyond their limitations. In addition, it is possible to quantify movement capabilities (such as for skill assessment during robotics-assisted surgery) [23]. Using the same concept, in this paper, the new telerobotic system is proposed to help disabled users to extend their capabilities beyond limits imposed by their movement disorders to allow them to experience interaction with environments while the system logs all motion and force profiles.

1.1. Overview of the proposed system

The telerobotic architecture proposed in this paper consists of (I) a user-side robot, (II) a task-side robot, (III) a Virtual Assistive (VA) computer algorithm, and (IV) a physical play environment. The system architecture has two major signal pathways namely: forward path and backward path. In the forward path, (a) the individual with CP generates motions by moving the user-side robot, (b) the VA algorithm modifies the generated motion (to enhance the task performance), and (c) the task-side robot mimics the motions modified by the VA algorithm to perform the task on the play environment. In the backward path, the VA algorithm generates a resistive compensatory force field (explained later), which is applied by the user-side robot to the individual’s hand to kinaesthetically restrict his/her involuntary movements. Consequently, the proposed system is a medium which makes it possible for individuals with CP to interact with a play environment (placed at the location of the task-side robot), while the system compensates for their limited range of motion and nonsmooth movements. In addition, it provides a compensatory force field for the user to kinaesthetically restrict the involuntary movements. The mentioned functionality allows an individual with CP to engage in interactions with environments that they cannot engage in without the use of this system. A schematic of the proposed telerobotic system is shown in Fig. 2.

The proposed architecture has a triple-action design as follows:

**Action #1: Motion Range Correction:** Scale the user’s limited convenient range of motion at the user-side robot to that needed for performing the task at the task-side robot.

**Action #2: Voluntary Movement Tracking:** Filter out the motion signal transferred to the task-side robot in order to only use the voluntary component of the provided motion for task performance.

**Action #3: Involuntary Movement Dissipation:** Apply a dissipative force field to the user’s hand by the user-side robot to damp-out and resist the high-frequency involuntary component of the hand motion while keeping the...
dissipative resistance small for the voluntary component (that is typically a low-frequency signal [24, 25]).

The play environment can support many tasks like sorting objects, path following, obstacle avoidance or push-pull tasks. In order to verify the functionality of the system, the proposed architecture was implemented using a table-top upper-limb rehabilitation robot (from Quanser Inc., Canada) as the user-side device, and a Phantom Premium 1.5 A robot (from Geomagic, US) as the task-side device. Each action of the implemented system was evaluated with one nondisabled subject. The implemented system was demonstrated to therapists and their feedback was utilized to optimize the design and make the protocol of this study. Using the designed protocol, the system was tested with one individual with CP. Force and motion trajectories were collected to analyze the performance of the system.

The rest of this paper is as follows. In Sec. 2, the design of the telerobotic system and the proposed virtual assistive algorithm are explained in detail. In addition, the triple-action performance of the proposed architecture is evaluated for the nondisabled individual. In Sec. 3, the clinical evaluation method is introduced to evaluate the effectiveness of the system for the individual with CP. The results and discussion are given in Sec. 3. The paper is concluded in Sec. 4.

2. The Proposed Telerobotic Architecture and Virtual Assistive Algorithm

The design of the proposed telerobotic system shown in Fig. 2 is described in more detail, in this section, and experimental results are reported to evaluate different functions of the system.

2.1. Components and the design of actions

The components of the designed system are as follows.

(a) User-side Robot: The user-side robot is a 2 degrees of freedom upper-limb rehabilitation robot (from Quanser Inc., Markham, Ontario, Canada). The specification of the robot (including the shape and size of the workspace, resolution, weight, etc.) can be found in [26, 27]. The robot can apply forces up to 50 N in Cartesian domain. The function of the user-side robot is to register the individual’s hand motion and provide him/her with a compensatory force field generated using the Virtual Assistive algorithm, detailed later in this section.

(b) Task-side Robot: The task-side robot is a Phantom Premium 1.5A robot (from Geomagic, US). The specifications can be found in [28]. The task-side robot is considered to follow the “modulated” motion trajectories of the individual with CP in order to perform the intended task. In this paper, one of the considered functional tasks is a pick-and-place sorting activity explained latter in this section. A small electromagnetic lifter is attached at the tip of the task-side robot to perform the task. The motion trajectory to be followed by the task-side robot is based on the individual’s hand motion and is modulated by the VA algorithm.

(c) Virtual Assistive Algorithm: The VA is an algorithm that controls the behavior of both the user-side and the task-side robots. The algorithm first analyzes the individual’s hand motion and extracts the involuntary and voluntary components. For this purpose, a low-pass Band-limited Multiple Fourier Linear Combiner (BMFLC) filter (see [29–32]) is implemented to extract the involuntary component of the hand motion, which has a high-frequency nature in comparing with voluntary component of the motion [24, 25]. The BMFLC filter is an adaptive technique which is utilized to extract involuntary movements while introducing minimal filtering latency into the interaction. The design of the filter can be found in [29–32].

Remark 2.1. The BMFLC filter used is a member of a family of adaptive filters which are designed based on Fourier Linear Combiner (FLC) modeling. This family considers summation of discrete harmonics over a large window of frequencies (for example from 0 Hz to 20 Hz) for modeling a signal that has high-frequency and low-frequency components. The filter adaptively and in
real-time tunes the coefficients of the FLC model, using a recursive technique which is usually the Least-Mean-Square (LMS) technique, to find the best frequency-based decomposition of the targeted signal. FLC-based filters have demonstrated good performance in extracting involuntary movements introducing minimum delay in comparison with classical filtering techniques [29–31, 33, 34]. The original format of FLC-based filters assumes a single dominant frequency [35] for the signal to be filtered. This was utilized to extract and cancel out physiological hand tremor of surgeons in the development of motorized surgical tools with the goal of increasing accuracy in surgical tasks [34]. The above-mentioned assumption (single dominant frequency) was then relaxed by the newer version of the BMFLC technique. BMFLC is designed to track multiple harmonics of a signal [29–31] and showed higher accuracy compared to conventional FLC-based filters [30]. In the literature, BMFLC filtering has also been used for extracting physiological hand tremor of surgeons [36–38] and recently has shown good performance in extracting pathological involuntary motions [33].

Using the BMFLC filter, the extracted involuntary and voluntary motions are

\[
\xi_i(t) = \text{BMFLC}(M_p(t)),
\]

\[
\xi_s(t) = M_p(t) - \xi_i(t),
\]

respectively. In (1) and (2), \(M_p(t)\) is the total hand motion which has both of the voluntary and involuntary components. In addition, \(\xi_s(t)\) is the estimated low-frequency voluntary component of the hand motion and \(\xi_i(t)\) is the estimated involuntary component. When \(M_p(t)\) is considered to be the hand “velocity”, then \(\xi_s(t)\) and \(\xi_i(t)\) are voluntary and involuntary component of the hand’s velocity, respectively. The same interpretation is valid for position trajectories.

After estimating \(\xi_s(t)\) and \(\xi_i(t)\), the VA provides the three actions, explained in the following.

**Action #1: Motion Range Correction:** The algorithm provides range correction to the transferred motion. For this purpose, prior to the task execution, the system operator asks the individual with CP to explore the limits of his/her comfortable range of motion using the user-side robot. The maximum range of motion needed to perform the task is known based on the specific dimensions of the task environment. Accordingly, the needed scaling can be calculated for the individual with CP, on a user-specific basis, to map his/her comfortable motion range to the one needed for task performance. For this purpose, scaling factors \(C_x\) and \(C_y\) are calculated as follows (for 2D tasks):

\[
C_x = \frac{\text{Max}(X_p)}{\text{Max}(X_T)},
\]

\[
C_y = \frac{\text{Max}(Y_p)}{\text{Max}(Y_T)}.
\]

In (3), \(C_x\) is the mapping coefficient for the X-direction that relates the maximum reachable distance of the individual’s hand \((\text{Max}(X_p))\) in his/her comfortable workspace range to the corrected (scaled-up) trajectory of the individual with CP with resistive dissipative forces in the high frequency range to damp-out the energy of his/her involuntary hand motion. This provides the user with better coordination of the task and smoother, controlled motions. In addition, using this action, a better hand-eye coordination will be provided for the individual with CP. The reason is that using this action, the involuntary component of the hand motion dampens out, which matches the visual feedback from the task-side robot controlled to

\[
M_s(t) = \begin{bmatrix} C_x & 0 \\ 0 & C_y \end{bmatrix} \cdot \xi_s(t)^T.
\]
track the voluntary component of hand motion (based on Action #2). In order to implement Action #3, the involuntary component of the hand motion, which is extracted by the BMFLC filter, is utilized in the design of the resistive dissipative force field. It should be highlighted that the force field is implemented in the high-frequency domain and provides the user the feeling of moving in a viscous environment only for the involuntary component of the user’s motion. Consequently, the force field provides minimal to no resistance in response to the voluntary components of the user’s movements. The design of the proposed force field is as follows:

\[ F_i(t) = \begin{pmatrix} B_x & 0 \\ 0 & B_y \end{pmatrix} \cdot \xi_i(t)^T. \] (6)

In (6), \( F_i(t) \) is the designed force field, \( B_x \) and \( B_y \) are dissipation coefficients that define the intensity of the resistive force field. The higher the intensity, the higher the magnitude of the generated resistive forces in response to the same input (i.e., involuntary component of hand velocity). It should be noted that since the dissipation coefficients are applied to the involuntary velocity of the individual’s hand at the user-side robot, the intensity of the dissipation converges to zero for voluntary movements.

**Remark 2.2.** Note that \( B_x \) and \( B_y \) define the intensity of the resistive force field. Feedback from the patient and clinicians is considered to tune these parameters. The reason is that the intensity delivered using the proposed architecture depends on (a) the musculoskeletal power of the patient, (b) the level of intensity that the therapist/clinician would like to deliver to the individual’s hand, and (c) the level of comfort that the individual feels during the trial. Considering feedback from a therapist/clinician is common for neuro-rehabilitation robotic systems, where the therapist/clinician gradually tunes the difficulty level while the patient performs tasks [39, 40]. As a result, we suggest to allow the clinician to tune \( B_x \) and \( B_y \) based on their understanding of the needs of the individual with CP and considering the individual’s comfort level during the interaction. The tuning procedure is explained in more detail in Sec. 3.

**2.2. Experimental evaluation**

In this part, data from the experimental evaluation with a non-disabled user of the three actions of the proposed VA algorithm are presented. The experiments were performed in three phases where each phase corresponds to one of the defined actions.

**Phase 1: Experiment for Motion Range Correction (Action #1):** This phase was designed to evaluate the functionality of the proposed Action#1 of the developed VA. The experiment started at \( t = 20 \) s. First, the operator moved her hand for 30 s while the scaling factors for both \( X \)- and \( Y \)-directions were equal to unity. The generated motion trajectory of the user is compared to the one followed by the task-side robot in \( X \)- and \( Y \)-directions in Figs. 3(a) and 3(b), respectively. Also, the 3D trajectory is shown in Fig. 3(c). As expected, the task-side robot tracked the trajectories generated by the user. For the second part, at \( t = 70 \) s, the corrective gains \( C_x \) and \( C_y \) were increased by 50%. The trajectories for the \( t \geq 70 \) s can also be seen in Fig. 3. As expected in this condition, the task-side robot followed the scaled-up trajectory even though the user performed smaller motions.

**Phase 2: Experiment for Voluntary Movement Tracking (Action #2):** In this phase, to only evaluate the performance of Action #2, the dissipative force field was disabled. The force field is exclusively studied in the third phase of this experiment. First, the non-disabled operator provided motions only in a high-frequency manner in the \( X \)-direction.
Since the high-frequency behavior was provided by a human operator (not programmed software), it is not possible to report the frequency. However, providing motions this way enabled testing the performance of the proposed action. It was expected that the task-side robot would not move much due to the proposed Voluntary Movement Tracking action of the system (Action #2). Next, the operator provided motions in a low-frequency manner. It was expected that the task-side robot would track the user-side robot, since applying Action #2, the low-frequency movements should pass through the VA algorithm. Then, the operator provided a hand motion which had both high-frequency and low-frequency components. It was expected that in this case, the robot would follow only the low-frequency component.

The results are shown in Fig. 4, which confirms the functionality of Action #2 of the proposed VA algorithm. Considering Fig. 4(a), when the motion had mostly high-frequency components, the task-side robot did not move much. However, when the operator moved the robot in a low-frequency manner, the task-side robot followed the generated trajectory in Fig. 4(b). When the motion had both high and low frequencies, the task-side robot mainly followed the low-frequency component, as shown in Fig. 4(c). Since perfect filtering is not theoretically possible, some small high-frequency components can still be observed in Figs. 4(a) and 4(c).

**Phase 3: Experiment for Involuntary Movement Dissipation (Action #3):** In this phase of the experiment, the dissipative force field (designed for suppressing involuntary motion through delivering a viscous force field in high-frequencies, applied by the user-side robot) was enabled and the same procedure as the one given in Phase 2 was repeated. Consequently, during the first part of the experiment, the nondisabled operator moved the robot in a high-frequency manner. Afterwards,
during the second part of the experiment, she moved the robot in a low-frequency manner; and finally during the third part of the experiment, she moved the robot in a mixed-frequency manner (which included both high-frequency and low-frequency components). It was expected that the user would feel high amplitude compensatory resistive forces in the first part (when only high-frequency motions are applied) and the third part (when mixed-frequency motions are applied) of this procedure, thus dampening the energy of the high frequency component. It was also expected that the user would not feel much resistance during the second part of this experiment. The generated force (for all the three parts) is shown in Fig. 5(a). As can be seen in the figure, the designed VA algorithm has applied high amplitude forces in the first \( t < 45 \text{s} \) and third \( t > 80 \text{s} \) parts when there was high-frequency involuntary components in the motion. The dissipating energy provided by the proposed VA algorithm is given in Fig. 5(b). The energy is calculated as follows:

\[
E_{\text{dis}}(t) = \int_{0}^{t} F_\tau(\tau) \cdot \xi_\tau(\tau)^T d\tau. \tag{7}
\]

Using (7), a high negative slope means a high rate of energy dissipation and a positive slope means energy generation over time. Considering Fig. 5(b), during the first and the third parts of the experiment, the system considerably dissipates the interaction energy (the average slope for the first part was \(-105 \frac{N \cdot m}{s}\) and for the third part was \(-336 \frac{N \cdot m}{s}\)) while during the second part of the experiment the energy dissipation was close to zero (the average slope was \(-4.3 \frac{N \cdot m}{s}\)).

As can be seen in Fig. 5, the designed VA algorithm has met our expectations and has dissipated the energy of the high-frequency component of the motion (in the first and the third parts of this phase) and not the low-frequency one (the second part). This can be seen by the negative slope of the energy curve during the first and the third parts, while the slope is almost zero during the second part. This experiment confirms the functionality of the proposed Action #3 of the VA algorithm.

The above-mentioned experiments and results confirm the functionality of the proposed system and shows that the implemented VA algorithm and the proposed telerobotic architecture are performing as expected during the experiments involving a nondisabled user.

3. Clinical Protocol, Results and Discussion

In order to evaluate the effectiveness of the proposed architecture in assisting individuals with CP, the following protocol was conducted with one individual with CP.

The ultimate goal of the protocol was to analyze the performance of the individual with CP when the three actions were enabled (modulated interaction) in comparison to the situation when the actions were disabled (normal interaction).

The individual is an adult with mixed CP which affects her upper and lower limbs. She is classified as Level IV in the Gross Motor Function Classification System Expanded and Revised (GMFCS-E&R) [41], meaning she can perform self-mobility with limitations (she uses a powered wheelchair). On the Manual Ability Classification System (MACS) [42], she is classified at Level III, meaning she can handle objects with difficulty, and needs help to prepare and/or modify activities.

Step 1: Preparation-Part#1 (Familiarization): During the first step, the individual with CP was given time to get familiar with how moving the user-side robot resulted in movements of the task-side robot, and how the user-side robot exerted forces. The goal was to minimize the potential effects of adaptation on the results.

Step 2: Preparation-Part#2: Workspace Identification for Motion Range Correction (needed for Action #1): During the second part of the preparation, the individual with CP was asked to explore the boundaries of her convenient workspace. This was done to find the needed scaling factors so that the individual could reach the targets in the task. The convenient motion range, and the needed workspace to perform the task are shown in Fig. 6. Based on (3) and (4), the results show that the participant needed 1.65 scaling up for the
X-direction and 1.3 scaling up for the Y-direction. In other words, considering the designed workspace, CP has reduced the participant’s motion range in the X-direction by almost 40% and in the Y-direction by almost 33%.

**Step 3: Preparation-Part#3: Filtering Frequency Identification (needed for Actions #2 and #3):** In order to find the cut-off frequency for the BMFLC filter, which is utilized to implement Actions #2 (Voluntary Movement Tracking) and Action #3 (Involuntary Movement Dissipation), the hand velocity of the individual with CP was analyzed. For this purpose, two objects were placed on the boundaries of the designed workspace and the individual with CP moved the user-side robot so that the task-side robot moved between the objects repetitively for 30 s. The frequency power spectrum is shown in Fig. 7 for the X-direction motion. Based on the results, the cut-off frequency (i.e. the frequency that can separate voluntary and involuntary motions) was calculated as 0.7 Hz which is shown by the black line in Fig. 7. In this paper, the cut-off frequency was manually selected as the value between the main high and low frequency peaks.

**Step 4: Preparation-Part#4: Dissipation Gain Identification for Involuntary Movement Energy Dissipation (needed for Action #3):** In this part of the experiment, the dissipation gain in (6) was increased by 20 N · s/m steps from 0 N · s/m to 100 N · s/m, while the user performed random movements at the user-side robot. The goal was to determine the best dissipation gain chosen based on observations of the user’s performance and the individual’s feedback. The individual with CP moved the user-side robot at each dissipation gain, and rated the perceived exertion from: “easy, slightly difficult, fairly difficult, difficult, and very difficult”. A dissipative gain of 40 N · s/m for both the X- and Y-directions was selected for the study, as it was the value preferred by the individual that could provide enough control over the task for her. Feedback from a therapist could also be helpful to tune this factor. After finding the parameters, in order to evaluate the effectiveness of the system in smoothing the movement trajectories and enhancing coordination accuracy, a two-phase clinical task was designed, as explained in Steps 5 and 6.

**Step 5: Clinical Task- Phase #1 (Navigation Game):** For this task, the user navigates the task-side robot between three locations. Two targets were located at the boundaries of the workspace (i.e. the ferromagnetic object pick-up location at the right and between the drop-off bins at the left in Fig. 1). The two targets were separated by 33 cm in the X-direction. The third target was a home position between the two targets. The individual with CP moved the task-side robot (through the tele-robotic medium and by providing motion at the user-side robot) from the left target to the home position, and then from the home position to the right target, and vice versa. She was asked to try to stay on each target for 4 s. She was given verbal cues about the timing of movement. This experiment was designed to analyze accuracy and smoothness. The individual with CP repeated this motion eight times, first with all the three proposed Actions of the system disabled and then eight times with all of the Actions enabled. The targeting accuracy and motion smoothness are shown in Figs. 8 and 9. As can be seen in Fig. 8, the targeting accuracy, which is measured as the distance from the center of the target averaged over the 4 s, is considerably enhanced when the three actions were enabled (modulated interaction), in comparison to when the actions are disabled (normal interaction).

In addition, the Fast Fourier Transform frequency content analysis of the movement velocity on the user-side robot, given in Fig. 9, shows that when the proposed three actions of the system are enabled, the power spectrum of the movement velocity contains lower frequency components whereas considerable more high-frequency components can be observed when the proposed three actions of the system are disabled. This
result confirms the motion smoothing feature of the system for task performance. It should be highlighted that the low-frequency components of the movement velocity for the case of modulated interaction is close to the normal interaction. This means that the system does not considerably affect the low-frequency movements while the high-frequency involuntary component of the movement is dissipated. In summary, the movements are smoother and the coordination is more accurate, which serves the very purpose of the proposed architecture.

**Step 6: Clinical Task- Phase #2 (Pick and Place Game):** In order to better evaluate the functionality of the system, the second phase of the clinical task was developed. In this phase, the individual with CP was asked to sort the ferromagnetic happy face objects based on their colors (red or blue). For this purpose, as mentioned before, on the right side of the designed workspace, an initial position is considered for the magnetic happy faces. On the left side of the workspace, two color-coded target locations for the objects were placed side-by-side. The designed workspace can be seen in Fig. 2. The initial position and the targets are separated by 33 cm in the X-direction. In total, the user sorted 10 objects. The individual was asked to placed the objects in the corresponding target position one after the other. A research assistant put the magnetic happy faces on the initial pick-up location (one by one).

The experiment was conducted successfully and the individual with CP was able to sort the objects while the system smoothed her motions and increased her movement range, which ultimately resulted in a more accurate coordination and control over the task execution, despite the fact that the targets were placed out of her convenient workspace.

The resulting movement trajectories were analyzed in the frequency-domain (as shown in Fig. 10) similar to the previous step of the study (Navigation game). In addition, velocity profiles of the modulated interaction and the normal interaction are compared in Fig. 11. Also, movement in the X- and Y-directions together with the 2D movement trajectory are shown in Fig. 12 (for the case of modulated interaction) and in Fig. 13 (for the case of normal interaction).

As it can be seen in Fig. 10, the involuntary components of the motion are considerably dissipated by the use of the proposed modulated interaction in comparison with the normal interaction. Also the use of the proposed modulated interaction has resulted in smoother position and velocity trajectories, which can be seen in Fig. 11 for the movement velocity profile and can be also observed by comparing Figs. 12 and 13 for the movement position profile.

In addition, for the case of modulated interaction, the motion execution (moving from the home position to the target) conducted by the individual with CP is more coherent. This can be seen by comparing the 2D motion in Figs. 12(c) and 13(c), and also by comparing the 2D histograms of the motion trajectories shown in Fig. 14.
should be noted that as shown in Fig. 2, the two target bins are placed side-by-side on the target line as shown in Figs. 12(c) and 13(c). Regarding the coherency of motion, for the case of modulated interaction, it can be seen that the trajectories are more directed toward the targets, and the individual with CP covers a wide range of workspace (full range of needed workspace on the target line which was 17 cm at the task-side robot) to laterally separate and distribute the objects; in addition, the deviation from the target line in the $X$-direction (“overshoot”) is minimal, which indicates that the individual with CP was capable of stopping accurately at the target locations to perform the task. However, for the case of normal interaction, several nonsmooth deviations can be observed. Based on the histograms shown in Fig. 14, for the modulated interaction, the CP individual had the control to hover over top of the targets (which resulted in brighter spots on the target line) rather than overshoot them.

In addition, for the case of normal interaction, the individual with CP was only able to use a small portion of the target line (42% of the defined needed full range of motion on the target line) to distribute the objects along the line. Also, due to the inability of the individual with CP to stop accurately over the target locations nonsmooth movements on the target line and overshoots can be observed in the motion trajectory. The histogram of the normal interaction is taller in the $X$-direction (because of the overshoots) and is thinner in the $Y$-direction (due to the limited capability in covering the needed workspace especially on the target line). The improved motion coherency corresponds with better coordination and better motion capabilities.

In summary, using the proposed system, the individual with CP was capable of using her convenient workspace to reach and perform the tasks, the motions were smoother in both position and velocity domains and the individual with CP showed better coordination accuracy and motion execution while performing tasks. This was realized by using the proposed telerobotic architecture, which assisted the individual with CP to manage the involuntary actions and enhance her movement capabilities.

The results illustrate the effectiveness of the proposed system and show that using the telerobotic architecture, it is possible to augment the motion capabilities of an individual with CP and assist them to provide smoother and more controlled movements for performing tasks. This presents a new assistive compensatory paradigm for people living with CP.
4. Conclusion

In this paper, a new telerobotic architecture is proposed that enhances physical interaction with real objects for individuals living with CP. The design of the proposed architecture is specific for the neurological motor deficit causing coordination issues and involuntary motions. The system is composed of four main components, namely: the user-side robot, the task-side robot, the virtual assistive algorithm, and the task environment. The proposed system has a triple-action design. It extracts the voluntary movements of the user to be transferred from the user-side robot to the task-side robot, then it corrects the motion range to fit the transferred motion within the needed workspace of the task, and finally it provides the user with a resistive force field implemented in high-frequency motion domain to only dissipate involuntary energy of the hand motion. The proposed telerobotic architecture is motivated by evidence showing that interaction with physical environments is crucial for individuals with CP to help prevent various secondary symptoms and further sensorimotor deficits. The proposed architecture is implemented using a Quanser upper-limb rehabilitation robot and a Phantom Premium robot. The implemented system was initially evaluated for a nondisabled participant where various functions of the designed architecture were evaluated. Afterwards, the system was studied for an individual who lives with CP to evaluate potential benefits that can be achieved from the point of view of interaction enhancement. The results support the capability of the system in enhancing physical interaction for the individual with CP through the designed triple-action architecture. This work suggests that the designed system could be used as a new compensatory assistive platform for people living with CP. Future tests with individuals with CP will help to evaluate the long-term effect of the proposed system and define a range for the system coefficients.
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Fig. 13. Motion trajectories for the normal interaction (when the proposed actions are disabled): (a) X-direction, (b) Y-direction and (c) 2D movement.

Fig. 14. The histogram of movement for (left) modulated and (right) normal interactions. The histograms show the amount of time spent on different locations of workspace; the brighter a pixel is, the higher amplitude of the histogram, and the longer length of time spent at that spot.
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