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Abstract—Research so far on adaptive bilateral control of master-slave teleoperation systems considers dynamic uncertainties but stops short of considering kinematic uncertainties. However, when picking up objects of unknown lengths, orientations and gripping points, the overall kinematics of a robot in the teleoperation system becomes uncertain. Therefore, new controllers are required that can guarantee the stability and motion tracking performance of the system in the presence of both dynamic and kinematic uncertainties in the master and the slave robots. In this paper, first the uncertain dynamics of the human operator and the environment are incorporated into the dynamics of the master and the slave, respectively. Then, for a teleoperation system with uncertain dynamics and kinematics, nonlinear adaptive controllers are designed for both the master and the slave. The controllers do not need exact knowledge of the dynamics of the master, the slave, the operator, or the environment, or of the kinematics of the master or the slave. The stability and position tracking convergence of the entire teleoperation system are studied. The validity of the theoretical results is verified by simulations.

I. INTRODUCTION

Teleoperation systems enable humans to reach and interact with environments that are too remote (e.g., outer space), too confined (e.g., human body cavity), or too hazardous (e.g., a nuclear waste site or mine field) for the human to be in. A typical teleoperation system consists of a local robot (master), a teleoperated robot (slave), a human operator, and an environment. The human operator applies forces on the master to remotely control the position of the slave in order to perform a task such as grasping an object in the remote environment. In such a system, force reflection involves capturing the robot-environment interaction and displaying it to the operator. If the slave exactly reproduces the master’s position trajectory for the environment and the master accurately displays the slave-environment contact force to the human, the teleoperation system is said be fully transparent. For a review of teleoperation control approaches, see the surveys [1]-[2].

Most teleoperation controllers assume perfect knowledge of the master and the slave impedances. In a teleoperation system, however, perfect knowledge of the master and the slave cannot be obtained in practice due to model uncertainties and/or unmodelled dynamics. Besides, the closed-loop stability is affected by the operator and the environment dynamics, which are both uncertain.

Zaad and Salcudean [3] combined the dynamics of the environment and slave in the design of an adaptive controller for the slave used to mitigate parametric uncertainties in the environment model. Lee and Chung [4] designed an adaptive control scheme for teleoperation systems with parametric uncertainties in the slave and environment dynamics. Shi et al. [5] developed several adaptive control schemes for teleoperation systems with parametric uncertainties in the slave and with environments of different types: unknown constant parameters, jumping parameters, and smooth time-varying parameters. Fite et al. [6] proposed a predictive adaptive controller to extend the Smith predictor concept to the force-position teleoperation control architecture to cope with the effect of time delays and maintain transparency independent of parametric uncertainties in the environment. In all of these, (a) the dynamics of the master and the slave were assumed to be linear whereas multi-DOF robots are typically nonlinear (note that applying linear approaches to nonlinear teleoperation systems results in degraded performance), and (b) dynamic uncertainties of the slave and/or the environment were considered yet those of the master and the operator were ignored. In other words, an adaptive controller was only designed for the slave side.

For adaptive teleoperation control involving nonlinear models of the master and the slave, Ryu and Kwon [7] did not include the environment’s and the human’s uncertain parameters in the adaption and achieved full transparency. Hung et al. [8] designed adaptive controllers for both the master and the slave by introducing a virtual master to achieve stability and motion tracking performance. Chopra et al. [9] proposed an adaptive controller for a teleoperator with time delay to ensure synchronization of positions and velocities of the master and the slave in free motion. Nuño et al. [10] showed that Chopra’s scheme was applicable only to systems without gravity and, to overcome this, a new adaptive controller that replaces the positions and velocities by their errors was proposed. The limitation of all of the above is that they only consider the uncertain dynamics of the master and the slave, and do not consider the uncertainties introduced by the human and the environment.

For nonlinear master and slave models and linear human and environment models — all subject to parametric uncertainties — Zhu and Salcudean [11], Sirouspour and Setoodeh [12], and Malysz and Sirouspour [13] proposed adaptive teleoperation controllers to enforce linear scalar-
type position/force mappings between the human and the environment. Separate adaptive laws were designed for the master side and for the slave side. Nevertheless, this and other adaptive schemes did not account for uncertain kinematics of the master and the slave robots.

This leads us to several open problems in the development of teleoperation control laws. Note that the kinematic parameters of robots are quite hard to measure [14]. Moreover, the tool-induced kinematic uncertainties add to the complexity. Thus, when a robot picks up objects of different lengths, unknown orientations and gripping points, the overall kinematics is affected. The result is that the robot is no longer able to precisely manipulate a tool to a desired position. A question that naturally follows is how to achieve stabilizing and high-performing teleoperation in the face of both dynamic and kinematic uncertainties?

This paper proposes nonlinear adaptive controllers for teleoperation systems with uncertain dynamics and kinematics. The proposed teleoperation control laws are inspired by those proposed by Cheah et al. [15]-[17]. It must be noted, however, that the results in [15] and [16] deal with motion control of a single robot in free motion. Also, in [17], both position and force sensors are needed for motion and force tracking in a single robot, which is expensive to realize in practice. The major contribution of this paper is incorporating the parameter-uncertain dynamics of the human operator and the environment into the parameter-uncertain dynamics of the master and the slave in the joint space, and extending the control approach for a single robot to a teleoperation system. In doing so, we also assume parametric uncertainties in the master and slave kinematics.

The rest of this paper is organized as follows. In Section II, we first introduce the dynamic and kinematic models of a teleoperation system. Next, we assume parameter-uncertain LTI models for the operator and the environment in the task space and convert them into the joint space, so that we can incorporate them into the master and the slave dynamics, respectively. In Section III, nonlinear adaptive controllers are designed for the master and slave sides. The stability and motion tracking convergence of the teleoperation system are studied. Simulation results in Section IV show that the slave can follow the position of the master despite all uncertainties in dynamics and kinematics. Besides, the force tracking error between the master and the slave is bounded. The paper is concluded in Section V.

II. DYNAMIC AND KINEMATIC MODELS OF TELEOPERATOR

A. Dynamics of Master and Slave in Joint Space

In the absence of friction and other disturbances, when interacting with a human and an environment, the joint-space nonlinear dynamic models for an n-DOF master robot and an n-DOF slave robot can be described as [18]:

\[ \mathbf{M}_{qm}(\mathbf{q}_m) \dot{\mathbf{q}}_m + \mathbf{C}_{qm}(\mathbf{q}_m, \dot{\mathbf{q}}_m) \dot{\mathbf{q}}_m + \mathbf{G}_{qm}(\mathbf{q}_m) = \mathbf{f}_h \]  
\[ \mathbf{M}_{qs}(\mathbf{q}_s) \ddot{\mathbf{q}}_s + \mathbf{C}_{qs}(\mathbf{q}_s, \dot{\mathbf{q}}_s) \dot{\mathbf{q}}_s + \mathbf{G}_{qs}(\mathbf{q}_s) = \mathbf{f}_e \]  

where \( \mathbf{q}_m \) and \( \mathbf{q}_s \) are joint angle positions, \( \mathbf{M}_{qm}(\mathbf{q}_m) \) and \( \mathbf{M}_{qs}(\mathbf{q}_s) \) are symmetric positive-definite inertia matrices, \( \mathbf{C}_{qm}(\mathbf{q}_m, \dot{\mathbf{q}}_m) \) and \( \mathbf{C}_{qs}(\mathbf{q}_s, \dot{\mathbf{q}}_s) \) are matrices representing Coriolis and centrifugal terms, \( \mathbf{G}_{qm}(\mathbf{q}_m) \) and \( \mathbf{G}_{qs}(\mathbf{q}_s) \) are symmetric positive-definite gravity terms, \( \mathbf{f}_h \) and \( \mathbf{f}_e \) are control inputs and forces due to gravity.

B. Kinematics of Master and Slave

The generalized end-effector positions \( \mathbf{x}_m \) and \( \mathbf{x}_s \) in \( \mathbb{R}^{6 \times 1} \) of the master and the slave can be expressed as [18]:

\[ \mathbf{x}_m = \mathbf{h}_m(\mathbf{q}_m), \quad \mathbf{x}_s = \mathbf{h}_s(\mathbf{q}_s) \]  

where \( \mathbf{h}(\cdot) : \mathbb{R}^n \rightarrow \mathbb{R}^6 \) is a nonlinear transformation describing the relation between the joint-space and the task-space positions. The Jacobian-based relationships between task-space and joint-space velocities are

\[ \dot{\mathbf{x}}_m = \mathbf{J}_m(\mathbf{q}_m) \dot{\mathbf{q}}_m, \quad \dot{\mathbf{x}}_s = \mathbf{J}_s(\mathbf{q}_s) \dot{\mathbf{q}}_s \]  

where \( \mathbf{J}(\cdot) \) is the Jacobian matrix. Differentiating (4) with respect to time yields

\[ \dot{\mathbf{x}}_m = \mathbf{J}_m(\mathbf{q}_m) \dot{\mathbf{q}}_m + \mathbf{J}_m(\dot{\mathbf{q}}_m) \mathbf{q}_m, \quad \dot{\mathbf{x}}_s = \mathbf{J}_s(\mathbf{q}_s) \dot{\mathbf{q}}_s + \mathbf{J}_s(\dot{\mathbf{q}}_s) \mathbf{q}_s \]

C. Dynamics of Operator and Environment in Task Space

The dynamics of the human operator and the environment are naturally specified in the task space as it is the space in which they make contact with the master and the slave.
robots. In this paper, second-order LTI models are used for the human and the environment. Such models have been successfully used by other researchers (see [11]-[13]).

\[
f_h = f_h^* - (M_h \dot{x}_m + B_h \dot{x}_m + K_h x_m) \\
f_e = f_e^* + M_e \dot{x}_e + B_e \dot{x}_e + K_e x_e
\]

where \(M_h, M_e, B_h, B_e, K_h\) and \(K_e\) are constant, symmetric and positive matrices in \(\mathbb{R}^{6 \times 6}\) corresponding to the mass, damping, and stiffness of the operator’s hand and the environment, respectively. Here, \(f_h^*\) is the human exogenous force and \(f_e^*\) is the environment exogenous force.

\[\text{D. End-to-End Model of Teleoperation System in Joint Space}\]

To facilitate the teleoperation control design, the dynamics of the human and the environment are transformed from task to joint space and incorporated into the dynamics of the master and the slave. Substituting (3)-(6) into (7)-(8), the joint-space models of the human and the environment are

\[
f_h = f_h^* - M_h \dot{q}_m(q_m) \dot{q}_m - (B_h \dot{q}_m(q_m) + M_h \ddot{q}_m(q_m)) \dot{q}_m - K_h h_m(q_m) \\
f_e = f_e^* + M_e \dot{q}_e(q_s) \dot{q}_s + (B_e \dot{q}_e(q_s) + M_e \ddot{q}_e(q_s)) \dot{q}_s + K_e h_e(q_s)
\]

Multiplying both sides of (9)-(10) by \(J_m^T(q_m)\) and \(J_s^T(q_s)\), respectively, and substituting into (1)-(2), a combined model for the master/operator system and a combined model for the slave/environment system are obtained as

\[
M_m(q_m) \ddot{q}_m + C_m(q_m, \dot{q}_m) \dot{q}_m + G_m(q_m) = \tau_m \\
M_s(q_s) \ddot{q}_s + C_s(q_s, \dot{q}_s) \dot{q}_s + G_s(q_s) = \tau_s
\]

where

\[
M_m(q_m) = M_{qm}(q_m) + J_m^T(q_m) M_h h_m(q_m) \\
C_m(q_m, \dot{q}_m) = C_{qm}(q_m, \dot{q}_m) + J_m^T(q_m) B_h \dot{q}_m(q_m) + J_m^T(q_m) M_h \dot{q}_m(q_m) \\
G_m(q_m) = G_{qm}(q_m) + J_m^T(q_m) K_h h_m(q_m) - J_m^T(q_m) f_h^* \\
M_s(q_s) = M_{qs}(q_s) + J_s^T(q_s) M_e \dot{q}_e(q_s) \\
C_s(q_s, \dot{q}_s) = C_{qs}(q_s, \dot{q}_s) + J_s^T(q_s) B_e \dot{q}_e(q_s) + J_s^T(q_s) M_e \dot{q}_e(q_s) \\
G_s(q_s) = G_{qs}(q_s) + J_s^T(q_s) K_e h_e(q_s) + J_s^T(q_s) f_e^*
\]

It should be noted that, Property 1 still holds for the left sides of (11)-(12), while Property 2 does not hold for the new inertia and Coriolis/centrifugal matrices. Instead, a new property is introduced below.

\[\text{Property 4. For } \mathbf{\xi} \in \mathbb{R}^{6 \times 1}, \text{ we have }\]

\[
\mathbf{\xi}^T \left( M_m(q_m) - 2C_m(q_m, \dot{q}_m) \right) \mathbf{\xi}
\]

and

\[
\mathbf{\xi}^T \left( M_s(q_s) - 2C_s(q_s, \dot{q}_s) \right) \mathbf{\xi}
\]

\[
= -2\mathbf{\xi}^T \left( J_m^T(q_m) B_h \dot{q}_m(q_m) + J_s^T(q_s) B_e \dot{q}_e(q_s) \right) \mathbf{\xi}
\]

**Remark 1:** Incorporating the operator’s dynamics into the master and the environment’s dynamics into the slave was done in [11]-[13]. However, the main difference in our work is that we transform the dynamics of the operator and the environment from task space into joint space, so that the dynamics of the master, slave, operator and environment can be unified in the joint space for adaptive control synthesis.

\[\text{III. DESIGN OF NONLINEAR ADAPTIVE CONTROLLER}\]

Various adaptive controllers for a single robot in free motion [15]-[16] consider the dynamics of the robot to be

\[
M(q) \ddot{q} + C(q) \dot{q} + G(q) = \tau
\]

in which there is no term involving the interaction force between the robot and the environment. The situation where the robot is in contact with an environment was considered in [17] yet both position and force sensors were needed in the controller, which is expensive to realize in practice.

\[\text{A. Adaptive Position-error-based Teleoperation}\]

We extend the control for a single robot to position-error based (PEB) control of a bilateral teleoperator coupled to a human operator and an environment. The principle of PEB control [19] is that it tries to minimize the difference between the master and the slave positions, thus reflecting a force proportional to this difference to the operator once the slave makes contact with an object. The PEB control merit is its simplicity and not requiring force sensors.

To achieve stable and transparent teleoperation, the goals of our PEB-based adaptive control are as follows:

1) Ensure boundedness of signals in the teleoperation system irrespective of dynamic and kinematic uncertainties.
2) Ensure convergence of the position tracking error between the master and the slave to zero.

The structure of our PEB-based adaptive control scheme for teleoperation is shown in Fig. 1. Adaptive controllers are
designed for the master/operator system and for the slave/environment system, where the dynamics of the master, the slave, the human, and the environment are uncertain, and also the kinematics of the master and the slave are uncertain. In PEB control, the position of the master is the reference position for the slave and vice versa.

B. Teleoperation Control under Dynamic and Kinematic Uncertainties

When the Jacobian matrices of the master and the slave experience parametric uncertainties, (4) becomes

\[ \dot{x}_m = J_m(q_m, \tilde{\theta}_{mk})q_m = Y_{mk}(q_m, q_m)\tilde{\theta}_{mk} \]  
\[ \dot{x}_s = J_s(q_s, \tilde{\theta}_{sk})q_s = Y_{sk}(q_s, q_s)\tilde{\theta}_{sk} \]  

where \( \dot{x}_m \) and \( \dot{x}_s \) are estimations of \( x_m \) and \( x_s \), \( J_m(q_m, \tilde{\theta}_{mk}) \) and \( J_s(q_s, \tilde{\theta}_{sk}) \) are estimates of \( J_m(q_m) \) and \( J_s(q_s) \), and \( \tilde{\theta}_{mk} \) and \( \tilde{\theta}_{sk} \) are estimations of \( \theta_{mk} \) and \( \theta_{sk} \), respectively. Define two new vectors in joint space for the master side and the slave side:

\[ q_{mr} = J_m^{-1}(q_m, \tilde{\theta}_{mk})x_{mr}, q_{sr} = J_s^{-1}(q_s, \tilde{\theta}_{sk})x_{sr} \]  

where \( J_m^{-1}(q_m, \tilde{\theta}_{mk}) \) and \( J_s^{-1}(q_s, \tilde{\theta}_{sk}) \) are the inverses of \( J_m(q_m, \tilde{\theta}_{mk}) \) and \( J_s(q_s, \tilde{\theta}_{sk}) \), respectively. Here,

\[ x_{mr} = x_m - \alpha \Delta x_m, x_{sr} = x_s - \alpha \Delta x_s \]  

where \( \alpha \) is a positive constant, \( \Delta x_m = x_m - x_s \), and \( \Delta x_s = x_s - x_m \). Also, define two adaptive sliding vectors in joint space for the master side and the slave side as

\[ s_m = \dot{q}_m - \dot{q}_{mr}, s_s = \dot{q}_s - \dot{q}_{sr} \]  

Using (17) and Property 1, (11)-(12) become

\[ M_m(q_m)s_m + C_m(q_m, q_m)s_m + Y_{md}\theta_{md} = \tau_m \]  
\[ M_s(q_s)s_s + C_s(q_s, q_s)s_s + Y_{sd}\theta_{sd} = \tau_s \]  

where \( Y_{md}\theta_{md} = M_m(q_m)\dot{q}_m + C_m(q_m, q_m)\dot{q}_m + G_m(q_m) \) and \( Y_{sd}\theta_{sd} = M_s(q_s)\dot{q}_s + C_s(q_s, q_s)\dot{q}_s + G_s(q_s) \).

Inspired by [15]-[17], we are now in a position to propose our nonlinear adaptive bilateral control algorithm. The algorithm is composed of the following three parts:

- Control laws for the master and the slave:

\[ \tau_m = Y_{md}\tilde{\theta}_{md} - J_m^T(q_m, \tilde{\theta}_{mk})K_m(\Delta \hat{x}_m + \alpha \Delta x_m) \]  
\[ \tau_s = Y_{sd}\tilde{\theta}_{sd} - J_s^T(q_s, \tilde{\theta}_{sk})K_s(\Delta \hat{x}_s + \alpha \Delta x_s) \]  

where \( K_m \) and \( K_s \) are symmetric positive definite matrices, \( \Delta \hat{x}_m = \hat{x}_m - x_m \), \( \Delta \hat{x}_s = \hat{x}_s - x_s \), \( \tilde{\theta}_{md} \) and \( \tilde{\theta}_{sd} \) are the estimations of \( \theta_{md} \) and \( \theta_{sd} \), respectively.

- Dynamic update laws:

\[ \dot{\tilde{\theta}}_{md} = -L_{md}Y_{md}^T s_m \]  
\[ \dot{\tilde{\theta}}_{sd} = -L_{sd}Y_{sd}^T s_s \]  

- Kinematic update laws:

\[ \hat{\theta}_{mk} = 2I_{mk}Y_{mk}^T(q_m, q_m)K_m(\Delta x_m + \alpha \Delta x_m) \]  
\[ \hat{\theta}_{sk} = 2L_{sk}Y_{sk}^T(q_s, q_s)K_s(\Delta x_s + \alpha \Delta x_s) \]  

where \( L_{mk}, L_{md}, L_{sk} \) and \( L_{sd} \) are all symmetric positive definite but otherwise arbitrary matrices.

Each of the control laws (20)-(21) includes two parts. The first part is feedforward model-based estimation and the second part involves feedback compensation for velocity and position tracking. Substituting (20)-(21) into (18)-(19), the closed-loop teleoperation system is obtained as

\[ M_m(q_m)s_m + C_m(q_m, q_m)s_m + Y_{md}\Delta \theta_{md} \]  
\[ + J_m^T(q_m, \tilde{\theta}_{mk})K_m(\Delta \hat{x}_m + \alpha \Delta x_m) = 0 \]  
\[ M_s(q_s)s_s + C_s(q_s, q_s)s_s + Y_{sd}\Delta \theta_{sd} \]  
\[ + J_s^T(q_s, \tilde{\theta}_{sk})K_s(\Delta \hat{x}_s + \alpha \Delta x_s) = 0 \]

where \( \Delta \theta_{md} = \theta_{md} - \tilde{\theta}_{md} \) and \( \Delta \theta_{sd} = \theta_{sd} - \tilde{\theta}_{sd} \).

**Remark 2:** In the control laws (20)-(21), it is assumed that \( x_m, x_s, q_m \) and \( q_s \) can be measured from position sensors. Differentiating them for finding \( \tau_m \) and \( \tau_s \), however, will involve inaccuracies due to noise. This is the reason for explicitly considering kinematic uncertainties and thus developing kinematics update laws in this paper.

**Remark 3:** The vector \( \theta_{md} \) includes unknown dynamic parameters of the master and the human operator. Similarly, \( \theta_{sd} \) includes the unknown dynamic parameters of the slave and the environment. Here, \( \theta_{md}^* \) is treated as an unknown system parameter and is included in \( \theta_{md} \). Also, \( \theta_{sd}^* \) is included in \( \theta_{sd} \). Such an approach is effective when \( \theta_{md}^* \) and \( \theta_{sd}^* \) change slowly with respect to time.

**Theorem:** Consider the nonlinear teleoperation system (11)-(12), which is the result of the dynamics of the human operator (7) and the environment (8) being incorporated into the master robot (1) and the slave robot (2). If this teleoperation system is controlled by (20)-(21) using the dynamic update laws (22)-(23) and the kinematic update laws (24)-(25), then all the signals in the closed-loop system are bounded.

The proof of the Theorem and a discussion on the position tracking performance can be found in Appendix.

IV. SIMULATION STUDY

In this section, simulations are conducted to illustrate the performance of the proposed controller. Both the master and the slave are considered to be two-link, revolute-joint planar robots [18] with similar dynamics and kinematics.

As for the operator and the environment, let us take

\[ M_h = m_h I, B_h = b_h I, K_h = k_h I, \]
\[ M_e = m_e I, B_e = b_e I, K_e = k_e I, \]
where $m_h, m_a, b_h, b_a, k_h,$ and $k_a$ are the mass, damping, and stiffness coefficients of the operator’s hand and the environment, respectively. Let $f_h^*$ starts from a zero value, $f_h^* = [f_{h1}, 0] = [25(1 - \cos 0.1t), 0]^T$. Also, take $f_e^* = [0, 0]$.

For simplicity, gravity is ignored. Then, the unknown dynamic parameter vectors can be expressed as

$$\theta_{md} = [I_2^T(m_2 + m_a), l_1l_2m_2, l_1l_2m_a, l_1l_2b_h, l_1l_2k_h, l_1^2(b_1 + m_1 + m_a), l_2^2(b_1, f_{h1}, f_{h1}l_2)]^T$$

$$\theta_{sd} = [I_2^T(m_2 + m_a), l_1l_2m_2, l_1l_2m_a, l_1l_2b_h, l_1l_2k_h, l_1^2(b_1 + m_1 + m_a), l_2^2(b_1)]^T$$

where $l_1$ and $l_2$ are the lengths of the links, and $m_1$ and $m_2$ are the point masses of the links. The dynamic regressor matrices $\mathbf{Y}_{md}$ and $\mathbf{Y}_{sd}$ are obtained based on Property 1.

As far as kinematics, the robot Jacobian matrix is

$$\mathbf{J}(q) = \begin{bmatrix} -l_1s_1 & -l_2s_2 & -l_2s_1 \\ l_1c_1 + l_2c_2 & l_2c_1 \end{bmatrix}$$

Then, the unknown kinematic parameter vectors can be expressed as $\theta_{mk} = \theta_{sk} = [l_1, l_2]^T$ and the kinematic regressor matrices $\mathbf{Y}_{mk}(q_m, q_m)$ and $\mathbf{Y}_{sk}(q_s, q_s)$ are obtained based on Property 3.

In the simulation, the parameters of the robots [18], the environment [13] are given in Table I.

**TABLE I**

<table>
<thead>
<tr>
<th>MODEL PARAMETERS IN THE SIMULATIONS</th>
<th>l1(l)</th>
<th>l2(l)</th>
<th>m1(kg)</th>
<th>m2(kg)</th>
<th>m_a(kg)</th>
<th>k_h(Nm^-1)</th>
<th>k_a(Nm^-1)</th>
<th>L_sd(m)</th>
<th>L_sa(m)</th>
<th>L_sd(m)</th>
<th>L_sa(m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5(m)</td>
<td>4.6(kg)</td>
<td>2.3(kg)</td>
<td>0.2(kg)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b_h</td>
<td>k_h</td>
<td>m_a</td>
<td>b_a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50(Nm^-1)</td>
<td>1000(Nm^-1)</td>
<td>0.1(kg)</td>
<td>20(Nm^-1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1000(Nm^-1)</td>
<td>200t</td>
<td>40t</td>
<td>10t</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>k_e</td>
<td>k_e</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.25</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

According to Table I, the actual parameter vectors are

$$\theta_{md} = [0.625, 0.575, 0.05, 12.5, 12.5, 250, 1.775, 12.5, 17.5(1 - \cos 0.1t), 17.5(1 - \cos 0.1t)]^T$$

$$\theta_{sd} = [0.6, 0.575, 0.025, 5.5, 250, 1.75, 5]^T$$

$$\theta_{sk} = [0.5, 0.5]^T$$

In the simulations, the initial values were randomly set as $x_m(0) = x_s(0) = [0.6, 0.2]^T$, $\dot{x}_{md}(0) = [0.5, 0.6, 0.1, 11, 13, 24, 0, 1, 12, 13, 10]^T$, $\dot{x}_{sd}(0) = [0.3, 0.5, 0.02, 6, 6, 240, 2, 1, 1]^T$, $\dot{x}_{mk}(0) = \dot{x}_{sk}(0) = [1.1]^T$.

The transparency of the proposed control approach is compared with the conventional adaptive control approach, which cannot deal with kinematic uncertainties. The simulation results are shown in Fig. 2-3. Using the proposed control scheme, the slave tracks the position of the master well, while in the conventional adaptive control scheme the position tracking error is clearly larger. As for force tracking, although there are errors both in the proposed control scheme and the conventional adaptive one, the error in the proposed control scheme is smaller at certain points. This is reasonable because the proposed controller is based on the PEB architecture and not on the direct force reflection architecture or the 4-channel architecture, which can achieve better forcing tracking. Since $f_h^*$ is zero in the Y axis, the position and force are not shown in that direction.

![Fig. 2. Master and slave positions (x_m and x_s) in X axis: (left) proposed adaptive control, (right) conventional adaptive control](image_url)

![Fig. 3. Master and slave forces (f_m and f_s) in X axis: (left) proposed adaptive control, (right) conventional adaptive control](image_url)

It is worth noting that a key point in adaptive control is that the tracking error should converge regardless of whether the input is persistently exciting or not, i.e., one does not need parameter convergence for tracking error convergence.

**V. CONCLUDING REMARKS**

In this work, we presented a nonlinear adaptive algorithm to cope with uncertainties in the dynamics and kinematics of a teleoperation system. The dynamics of the human operator and the environment were incorporated into the master and the slave dynamics, respectively. The adaptive controllers designed for the master and the slave do not need any force measurements. The stability of the closed-loop system is guaranteed and the convergence of the position tracking error is discussed. To the best of our knowledge, this is the first time that both dynamic and kinematic uncertainties have been considered in control of a teleoperation system.

The proposed controller is based on the PEB architecture, which has a limitation in terms of force tracking compared to the direct force reflection architecture and the 4-channel architecture [19]. Addressing this and accounting for variations in the communication time delay and nonlinear terms such as joint friction remain as future work.
Stability and position convergence analysis:

Consider a unified Lyapunov candidate function as

\[ V = V_1 + V_2 \]

where \( V_1 \) and \( V_2 \) are the Lyapunov functions for a single robot [15]-[17]:

\[ V_1 = \frac{1}{2} \sum_{m} \lambda_m (q_m) s_m + \alpha \Delta x_m^T K_m \Delta x_m + \frac{1}{2} \Delta \theta_m^T L_{md} \Delta \theta_m + \frac{1}{2} \Delta \theta_{md}^T L_{md}^{-1} \Delta \theta_{md} \]

\[ V_2 = \frac{1}{2} s_k^T M_s (q_s) s_s + \alpha \Delta x_s^T K_s \Delta x_s + \frac{1}{2} \Delta \theta_{sd}^T L_{sd}^{-1} \Delta \theta_{sd} \]

\[ + \frac{1}{2} \Delta \theta_{sk}^T L_{sk}^{-1} \Delta \theta_{sk} \]

where \( \Delta \theta_{mk} = \theta_{mk} - \bar{\theta}_{mk} \), and \( \Delta \theta_{sk} = \theta_{sk} - \bar{\theta}_{sk} \). Since \( M_m(q_m), M_s(q_s), K_m, K_s, L_{md}, L_{sd}, L_{mk} \) and \( L_{sk} \) are all positive definite, \( V \) is positive definite.

Using Property 4, the derivative of \( V \) along the trajectory of the closed-loop system (26)-(27) becomes

\[ \dot{V} = -K_m(\Delta x_m^T \Delta x_m + \alpha^2 \Delta x_m^T \Delta x_m + \theta_{mk}^T Y_{mk}(q_m, \dot{q}_m)^T Y_{mk}(q_m, \dot{q}_m) \Delta \theta_{mk}) + K_s(\Delta x_s^T \Delta x_s + \alpha^2 \Delta x_s^T \Delta x_s + \theta_{sk}^T Y_{sk}(q_s, \dot{q}_s)^T Y_{sk}(q_s, \dot{q}_s) \Delta \theta_{sk}) + \theta_{sd}^T Y_{sd}(q_s, \dot{q}_s)^T Y_{sd}(q_s, \dot{q}_s) \Delta \theta_{sd}) + \theta_{sk}^T Y_{sk}(q_s, \dot{q}_s)^T Y_{sk}(q_s, \dot{q}_s) \Delta \theta_{sk}) - \theta_{sk}^T Y_{sk}(q_s, \dot{q}_s)^T Y_{sk}(q_s, \dot{q}_s) \Delta \theta_{sk} \]

Note that \( K_m, K_s, B_h \) and \( B_e \) are positive definite matrices. Therefore, \( \dot{V} \) is negative semi-definite. The reason for \( \dot{V} \) not being negative definite is that for \( s_m = s_s = \Delta x_m = \Delta x_s = \Delta \theta_{mk} = \Delta \theta_{sk} = 0 \), but \( \Delta \theta_{ma} \neq 0 \) or \( \Delta \theta_{sa} \neq 0 \), we have \( \dot{V} = 0 \). Therefore, \( \dot{V} \) is bounded and all the signals including \( s_m, s_s, \Delta x_m, \Delta x_s, \Delta \theta_{md}, \Delta \theta_{sd}, \Delta \theta_{mk} \) and \( \Delta \theta_{sk} \) are bounded.

As far as position error convergence, we know that \( \Delta x_s \) is bounded. Integrating \( \dot{V} \) gives us

\[ V(t) = \int_0^t V(t) dt = \int_0^t K_m(\|\Delta x_m\|^2 + \alpha^2 \|\Delta x_m\|^2)dt + \int_0^t K_s(\|\Delta x_s\|^2 + \alpha^2 \|\Delta x_s\|^2)dt \]

Since \( V(t) \) is bounded, as \( t \to \infty \), we get that \( \int_0^\infty \|\Delta x_m\|^2 dt \) and \( \int_0^\infty \|\Delta x_s\|^2 dt \) are bounded. (i.e., \( \Delta x_m, \Delta x_s \in L^2 \)).

For a robotic manipulator, it is not unreasonable to deduce that \( \Delta x_s \) is also bounded. Having \( \Delta x_s \) bounded, \( \Delta x_s \) bounded, and \( \Delta x_s \in L^2 \) and using Barbalaht’s lemma [20], we can obtain that \( \lim_{t \to \infty} (\Delta x_m, \Delta x_s, \Delta \theta_{md}, \Delta \theta_{sd}) = (\mathbf{x}_m \mathbf{x}_s) \to 0 \).
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