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ABSTRACT

Purpose: Eye gaze interfaces have been used by people with severe physical impairment to interact with various 
assistive technologies. If used to control robots, it would be beneficial if individuals could gaze directly at targets in 
the physical environment rather than have to switch their gaze between a screen with representations of robot 
commands and the physical environment to see the response of their selec-tion. By using a homogeneous 
transformation technique, eye gaze coordinates can be mapped between the reference coordinate frame of eye 
tracker and the coordinate frame of objects in the physical envir-onment. Feedback about where the eye tracker has 
determined the eye gaze is fixated is needed so users can select targets more accurately. Screen-based assistive 
technologies can use visual feedback, but in a physical environment, other forms of feedback need to be examined.

Materials and methods: In this study, an eye gaze system with different feedback conditions (i.e., visual, auditory, 
vibrotactile, and no-feedback) was tested when participants received visual feedback on a dis-play (on-screen) and 
when looking directly at the physical environment (off-screen). Target selection tasks in both screen conditions were 
performed by ten non-disabled adults, three non-disabled children, and two adults and one child with cerebral palsy.

Results: Tasks performed with gaze fixation feedback modalities were accomplished faster and with higher 
success than tasks performed without feedback, and similar results were observed in both screen conditions. No 
significant difference was observed in performance across the feedback modalities, but participants had personal 
preferences.

Conclusion: The homogeneous transformation technique enabled the use of a stationary eye tracker to select target 
objects in the physical environment, and auditory and vibrotactile feedback enabled partici-pants to be more accurate 
selecting targets than without it.

Introduction

The experience of physically manipulating objects in the environment
has a large influence on cognitive development in children [1,2].
Cognitive development refers to the development of children in
terms of thinking, resolving, learning, feeling, and knowing the envir-
onment [3]. Physical manipulation has been identified as a critical
motor experience that enables children to learn skills, such as the
emergence of symbols, referential communication and the under-
standing of relations between objects [4]. For children who have
complex physical disabilities that prevent them from reaching and
grasping objects, one of the biggest concerns is lacking opportunities
for meaningful manipulation tasks, often in the context of play activ-
ities [5]. This lack of opportunities may negatively affect the progres-
sive development of their learning skills and mental growth [3].

Robots have been utilized by children who have physical
impairments to access play activities [6]. Robot systems can behave

like extended arms, allowing children to reach what they otherwise
could not reach or probe what they otherwise could not probe.
However, these technologies often still require a certain degree of
physical ability to access and to operate, such as using switches or
joysticks. Eye gaze has been used to control assistive technology
for many years [7], and recently, the cost of eye trackers has gone
down, making it a feasible access method to control robots.

The most common setup for eye gaze is to have the user fixate
on graphic target options on a screen (called on-screen herein).
The users generally rely on feedback about where the tracker is
interpreting the gaze, such as a mouse pointer for the selection.
For example, individuals with severe physical impairment can gen-
erate synthesized speech for communication by selecting symbols
on a screen [8]. Arai and Yajima [9] developed a feeding aid system
using a robot arm controlled by an eye gaze interface. The user
gazed at the desired food on the screen and then the robot picked
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up the food to bring it closer to the user. In Encarnaç~ao et al. [10],
children controlled a LEGO Mindstorms robot (Lego A/S, Billund,
Denmark) with an eye gaze-tracking system that enabled children
with physical impairment to participate in academic activities.
Simple robot commands were displayed on a computer screen and
users controlled the robot by fixating their gaze on the command.
The system showed positive impact on children with physical
impairment, but Encarnaç~ao et al. [10] pointed out that it required
considerable effort for children to look at the screen to select the
robot command and then look at the robot to check its effect. This
forced the user to keep changing their visual attention during the
tasks and added a layer of complexity.

When using eye gaze to control robots, it would be better if
the user did not have to look at a computer screen to select robot
movements. Using head-mounted eye trackers could be one way
to accomplish this [11]. For instance, eye gaze estimation using a
head-mounted tracker helped to reveal how humans gather infor-
mation from their environment and how they use that information
in motor planning and motor execution [12]. Galante and Menezes
[13] developed a head-mounted eye tracker enabling the system to
estimate gaze position in the physical environment by mapping
between the camera frame view and actual gaze direction using
geometric calibration techniques. However, these are expensive,
and some people cannot tolerate wearing them.

A stationary eye gaze interface could be used without a com-
puter screen to select objects in a physical environment (called
off-screen herein) if geometric calibration techniques are used.
However, to use it, feedback to the user about where the tracker
is interpreting the gaze is crucial. For robot control in the physical
world, visual feedback of a mouse pointer on a screen is not pos-
sible, thus, other kinds of feedback are needed.

The feasibility of alternative feedback modalities for gaze appli-
cations on-screen have been investigated [14–17]. Majaranta et al.
[15] explored a combination of auditory and visual feedback in
eye typing. The authors found that the visual-auditory feedback
significantly improved user text entry speed and satisfaction com-
pared to visual feedback alone. Boyer, Portron, Bevilacqua, and
Lorenceau [18] investigated whether real-time auditory feedback
of eye movement improved an on-screen target tracking task in
the absence of visual feedback. Although large individual differen-
ces were observed, the auditory feedback did modify the oculo-
motor behaviour and improved task performance. Kangas et al.
[19] compared off-screen gaze interaction using gaze gestures
(looking right then left to activate a command) with vibrotactile
feedback and no feedback. All 12 participants performed the gaze
interaction faster and preferred the vibrotactile feedback over no
feedback. Auditory and/or vibrotactile feedback could be feasible
ways for users to confirm their gaze interaction when using a
robot in a physical environment for play.

Some research has pointed out challenges using eye gaze-
based assistive technology with a clinical population. Amantis
et al. [20] found that children with cerebral palsy responded more
slowly and less accurately in gaze performance compared to non-
disabled children. Dhas, Samuel, and Manigandan [21] found that
gaze interaction applications were not suitable for children who
had too many involuntary movements because the eye tracker
lost accuracy in determining eye gaze direction. The main chal-
lenge for efficient gaze interaction is how to distinguish between
gaze intended to gather visual information versus gaze to activate
a specific command. This problem often results in unintended
selections, which is called the Midas’ touch problem [22]. One
solution for this problem is to employ dwelling, requiring the user
to fixate gaze for a prolonged period of time on the target

option. A typical dwell time for eye typing using a screen-based
eye gaze system is approximately 0.5–1 s [23]. Adjusting the dwell
time or the diameter of the target acceptance size may allow for
more tolerance with involuntary movements, and help users to be
more successful in accomplishing the gaze interaction.

On-screen gaze interaction is well established and researched;
however, off-screen gaze interaction using dwell selection, such as
selecting an object in a physical play task scenario for the robot to
move towards, is novel in the field of assistive technology. Auditory
and vibrotactile feedback could help users to be more accurate at
target selection, but appropriate settings for the device features
need to be examined. In this study, we developed a gaze interaction
system that maps eye gaze direction between the reference coordin-
ate frame of a stationary eye tracker and the coordinate frames of
objects in on- and off-screen environments. The effect of different
feedback modalities (i.e., no-feedback, visual feedback, auditory feed-
back, and vibrotactile feedback) about where the eye tracker deter-
mined the eye gaze to be fixated in a target selection task, and the
effect of different target sizes, were examined.

The research questions addressed in the study were as follows:

1. How do the speed and success of gaze interaction differ
between on-screen and off-screen conditions?

2. Which feedback modalities and target size make the gaze-
based target selection faster and more successful?

3. What is the feedback preference of the participants in the
on- and off-screen gaze interaction?

Methods

Participants

Ten university students without physical impairment, three males and
seven females, aged from 22 to 38 (26±4.1), participated in the study
(called A1–A10 herein). The system was also tested by two adults
with quadriplegic cerebral palsy (a 52-year-old female and a 33-year-
old female, called B1 and B2, respectively), three non-disabled chil-
dren (a 10-year and 2-month-old boy, a 7-year and 10-month-old girl,
and a 6-year and 4-month-old girl, called C1, C2, and C3, respect-
ively), and a child who had right side spastic hemiplegic cerebral
palsy (a 7-year and 4-month-old boy, D1). Participants B1 and B2
have mixed high and low muscle tone and involuntary movements
and perform mobility by using a powered wheelchair. B1 is affected
by strabismus and has difficulty focussing on objects with both eyes
simultaneously, while B2 has no visual impairment. Participant D1 has
no visual impairment, however, he was diagnosed with Attention
Deficit Hyperactivity Disorder (ADHD) which may cause reduced gaze
concentration (greater spread of vertical and horizontal eye move-
ments) [24]. Ethical approval was received from the local Health
Research Ethics Board Health Panel at theUniversity of Alberta.

Design

There were two experimental screen conditions in the study: a
gaze interaction task with a computer screen, called on-screen
condition, and a gaze interaction task with the physical environ-
ment, called off-screen condition. In each screen condition, differ-
ent target size and feedback modalities were examined.

Experimental setup

The system diagram of the on- and off-screen experimental set
up is shown in Figures 1 and 2. A Windows-based computer and
a stationary eye tracker, Tobii eye tracker 4 C (Tobii Technology,



Danderyd, Sweden), and external devices for feedback modalities
were the basic components for both the on- and off-screen condi-
tions. A 19-inch LCD monitor (42 cm � 24 cm) was added for the
on-screen condition, and a computer vision system was added for
the off-screen condition. The eye gaze acquisition was performed
in MATLAB (MathWorks, Nadick, MA, USA). The feedback system,
computer vision system, and interconnecting of systems were
programmed in LabVIEW (National Instruments, Austin, TX, USA).
Details of each component are explained below.

Eye gaze acquisition system
The eye tracker was placed in front of the task environment and
connected to a Windows PC with a sampling frequency rate of
90Hz, in order to monitor fixation of the gaze during the gaze
interaction. The dwell time was set to 1.5 s in all the conditions. A
longer dwell time than typical was selected in this study to make
sure participants had enough time to select the target during the
off-screen condition, based on pilot testing of the system. When
the participant fixated their gaze on the target for 1.5 s, the sys-
tem recognized it as the target that the participant desired to
select. If the participant’s gaze came off the target before 1.5 s
and then back on the target, counting of the dwell time started
over again.

Feedback system. In the on-screen condition, the LCD monitor
showed a standard arrow-shaped mouse pointer as the visual
feedback. This pointer was controlled by the participant’s eye
movement. There were also no-feedback, auditory feedback, and
vibrotactile feedback used in both on- and off-screen conditions.
For the no-feedback in the on-screen condition, there was no cur-
sor displayed on the computer screen. A USB stereo sound
adapter was used to generate the output of a 100Hz sine wave
for the auditory and vibrotactile feedback modalities. For the
auditory feedback, the sine wave was outputted to earphones
that the participants wore, and for the vibrotactile feedback, the
wave was sent to an amplifier to drive a vibration motor (Bit
Trade One, Kanagawa, Japan) on which the participants placed a
fingertip during the trials. Both auditory and vibrotactile feedback
were initiated when the participant’s gaze was within the set tar-
get acceptance size radius, and the amplitude of the feedback
increased in proportion to the time the gaze was on the target as
an indication of the target being selected.

Computer vision system
The computer vision system used in the off-screen condition was
a USB webcam (Dynex, Richfield, MN, USA) (see Figure 2). The
location and colour of each target in the task environment were

Figure 1. Schematic diagram of the system in the on-screen experiment.

Figure 2. Schematic diagram of the system in the off-screen experiment.



detected by an object recognition programme coded in LabVIEW.
Since the Tobii eye tracker, 4 C was designed for gaze interaction
in two-dimensional on-screen space, the participant’s gaze was
mapped into the two-dimensional plane of the task environment.
The gaze mapping was performed by the following steps:

1. A template on which four calibration points were printed
was placed in the task environment.

2. The calibration template was captured with the webcam
mounted above. Then, the centre points of each calibration
point were computed by the object recognition programme.

3. The participant fixated their gaze at each calibration point in
turn. The gaze position detected by the eye tracker at each
calibration point was collected.

4. Each gaze position was mapped to each calibration point on
the task environment using a projective homogeneous
transformation.

A homography is a perspective transformation of a plane, that
is, a reprojection of a plane from one space into a different space
as shown in Figure 3. For the homography, the relationship
between two corresponding points can be written as follows [25]:
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represents the gaze position obtained by the
eye tracker when the participant is looking at a calibration point,
x0 y0 1

� �T
represents a calibration point in the task environ-

ment obtained by the computer vision system, and the 3� 3
matrix represents a homogeneous transformation.

Procedures

On-screen condition. There was a run of twelve trials in each of
four different feedback conditions (i.e., visual feedback, no-feed-
back, auditory feedback, and vibrotactile feedback) in the on-
screen condition (i.e., 12 trials � 4 conditions ¼ 48 targets to

select in total). The participant sat at a distance of 60 cm from the
computer monitor and eye gaze tracker. At the beginning of the
on-screen condition, the Tobii gaze tracking utility software was
used to calibrate the participant’s eye gaze.

For the experiment, four circles with a diameter of 3 cm were
displayed (see Figure 4). The target was a blue circle, and the
remaining stimuli were red circles. The target location was
randomized within the four circles, and the participants needed
to fixate their gaze on the new blue target each time. A fixation
cross was displayed at the centre of the screen during each inter-
trial interval. The target acceptance size was also changed ran-
domly in each trial. The orders of acceptance size and location
were counterbalanced. The diameter of the target acceptance
sizes tested for the non-disabled adult participants were as fol-
lows: 3 cm, 6 cm, and 9 cm. The diameter of the acceptance sizes
used for the adult participants with physical impairments and the
child participants with and without physical impairments were:
6 cm, 9 cm, and 12 cm. The sizes were larger because the 3 cm
diameter was too difficult for these population groups to achieve
success in selecting, according to their results in pre-experiments.
With three target acceptance sizes at each of the four target

Figure 3. Two corresponding points on different space are converted by a homography.

Figure 4. Four circular targets displayed on the LCD monitor for the on-
screen experiment.



locations, a participant experienced each location and target size
combination once for each feedback condition.

Off-screen condition. There was a run of 12 trials in each of the
three different feedback conditions (i.e., no-feedback, auditory
feedback, and vibrotactile feedback) in the off-screen condition
(i.e., 12 trials � 3 conditions ¼ 36 targets to select in total). The
target acceptance sizes, which were the same dimensions as in
the on-screen condition (i.e., 3, 6, and 9 cm for non-disabled adult
participants and 6, 9 and 12 cm for the adult participants with
physical impairments and the child participants with and without
physical impairments), were changed randomly during each trial.

The dimensions of the task environment were set to resemble
the 19 inch LCD monitor used in the on-screen condition. The
environment where the targets were placed was located 60 cm
away from the participants, and the eye tracker was placed in
front of the targets as shown in Figure 5. At the beginning of the
off-screen condition, the calibration procedure using the com-
puter vision system was performed as described above. For the
experiment, an image of four printed circular objects with differ-
ent colours (i.e., red, green, yellow, and blue) with a diameter of
3 cm was placed in the task environment. The four different col-
ours were used in this screen condition because the targets were
fixed, and not able to change colour like they could in the on-
screen condition. The participants were given verbal instructions
from the computer on which coloured objects they needed to fix-
ate their gaze during the trial. The order of the target acceptance
size and the location were counterbalanced. There was a cross at
the centre of the task environment for the participants to return
their gaze between the target selections. A participant experi-
enced each target size and location combination once in each
feedback condition (3 sizes � 4 locations ¼ 12 targets).

At the end of the session, the participants answered a ques-
tionnaire where they were asked to rank the feedback modalities

according to their preference. The participants were also asked if
they had any comments.

Measurements and analysis

The dependent measures were as follows:

� Target selection time: To compare which condition was faster,
the time from the task cue until the target was selected by
the gaze was measured in milliseconds.

� Timeout error rate: To compare success at selecting targets,
the timeout error rate was calculated, i.e., when the partici-
pant could not select the target within 10 seconds. The time-
out error rate was the proportion of trials when the task
timed out.

To examine the target selection time of the 10 non-disabled
adult participants (A1–A10), the Shapiro–Wilk normality test was
performed first to check if the data were normally distributed. If
the data were normally distributed, a two-way repeated-measures
analysis of variance (ANOVA) was applied with the following fac-
tors: factor 1 was the target acceptance size (3 levels: 3, 6, and
9 cm); factor 2 was feedback modality (with 4 levels for the on-
screen condition: visual feedback, no-feedback, auditory feedback,
and vibrotactile feedback, and 3 levels for the off-screen condi-
tion: no-feedback, auditory feedback, and vibrotactile feedback). A
probability of p<.05 was considered significant. For the adult par-
ticipants with physical impairments (B1 and B2), non-disabled
child participants (C1, C2, and C3), and the child participant with
physical impairments (D1), individual task performance was eval-
uated based on visual inspection of the data and descriptive sta-
tistics because of the small, heterogeneous sample.

To compare on- and off-screen conditions overall, an overall
average target selection time in each screen condition was calcu-
lated per participant group by averaging the target selection

Figure 5. Four circular targets in the task environment for the off-screen experiment.



times of all the feedback modalities and the acceptance sizes.
Also, the average timeout error rates in each experimental condi-
tion were calculated and compared for each target size and feed-
back for the participant groups.

Results

Target selection time

Non-disabled adult participants
Results of the target selection time for the non-disabled adult par-
ticipants in the on- and off-screen experiments are shown in
Figure 6(a,b), respectively. Target acceptance size had a significant
effect for both the on- and off-screen conditions (F [2, 18]¼ 44.77,
p¼.001 for on-screen and F [2, 18]¼ 30.84, p¼.001 for off-screen).
Feedback modality was also significant (F [3, 27]¼ 4.40, p¼.012
for on-screen and F [2, 18]¼ 6.588, p¼.019 for off-screen). The
main effects were qualified by interactions between target accept-
ance size and feedback modality only for the on-screen condition,
but the interaction did not reach significance for the off-screen
condition (F [6, 54]¼ 5.186, p¼.008 for on-screen and F [4,
36]¼ 2.80, p¼.091 for off-screen).

According to the post hoc Tukey test for the paired compari-
son, the acceptance size of 3 cm differed significantly from other
acceptance sizes for both the on- and off-screen conditions. In
both screen conditions, the no-feedback was significantly different
from other feedback modalities. Lastly, the ANOVA showed a dif-
ference in the screen conditions where the target selection time
in the off-screen condition was significantly longer than in the
on-screen condition (F [1, 9]¼ 62.541, p¼.0001). Note that the vis-
ual feedback modality was excluded for the comparison because
it was only presented for the task in the on-screen condition.

Adult participants with physical impairments
The results of the on- and off-screen conditions for the two adults
with physical impairments, B1 and B2, are shown in Figure 7(a,b).
In the on-screen condition, there was a clear performance differ-
ence between feedback modalities in the 6 cm target acceptance
size for B1. The visual feedback and the no-feedback selection
time was longer than those for vibrotactile and the auditory feed-
back. However, not much difference was observed between feed-
back modalities in all the target acceptance sizes for B2. For the
off-screen condition, the data for B1 shows that the target selec-
tion time increased as the target acceptance size got smaller.
Also, the target selection time in the no-feedback condition with
the 6 cm target acceptance size appears to be longer than other
feedback modalities. There seems to be no trend in the data for
B2 in terms of the performance in each of the feedback modal-
ities in both screen conditions. The overall average target selec-
tion time for the off-screen condition was 43.4% longer than the
on-screen condition for B1 and 24.3% longer for B2.

Non-disabled child participants
Participant C1 seemed to have a trend that the longer selection
time was with the auditory feedback in the on-screen conditions
as shown in Figure 8(a). However, it does not appear that the
auditory feedback was clearly longer than other feedback modal-
ities in the off-screen condition (see Figure 8(b)). The on-screen
condition for C2 appeared not to have much difference in the tar-
get selection time among the feedback modalities. On the con-
trary, no-feedback was greater than the other feedback modalities
for all the target acceptance sizes in the off-screen condition.
Also, the target selection time appeared to increase as the accept-
ance size got smaller. From the data for C3, the feedback that
had the shortest selection time was the visual feedback in the on-

Figure 6. Target selection time with the different target acceptance size and feedback modalities for the 10 non-disabled adult participants for (a) the on-screen
experiment and (b) the off-screen experiment.



Figure 7. Target selection time with the different target acceptance sizes and feedback modalities for the two adult participants with physical impairments for (a) the
on-screen experiment and (b) for the off-screen experiment.

Figure 8. The target selection time with the different target acceptance sizes and feedback modalities for the three non-disabled child participants for (a) the on-
screen experiment and (b) the off-screen experiment.



screen condition. The no-feedback modality was clearly longer
with the target acceptance size of 6 cm in both the on- and off-
screen conditions. In general, the target selection time in the off-
screen condition took longer than in the on-screen condition. The
average target selection time increased by 12.1% for C1, 61.4%
for C2, and 40.9% for C3 from the on-screen to the off-
screen conditions.

Child participant with physical impairments
Figure 9(a,b) indicates the target selection time for the on- and
off-screen conditions of the child participant who had a physical
impairment, D1. The figures show that no-feedback had the lon-
gest target selection time in all the target size and all the screen
conditions. The auditory feedback had the shortest selection times
for the on-screen condition, but vibrotactile feedback had the
shortest times for the off-screen condition. The target selection
time increases as the target acceptance size gets smaller in both
screen conditions. In terms of the difference in the screen condi-
tions, the average target selection time in the off-screen condition
was 0.6% longer than in the on-screen condition. However, the
average target selection time for the smallest target acceptance
size was 9.1% longer.

Timeout error rate

The timeout error rate for each participant group in the screen
conditions are shown in Table 1. The timeout error only occurred
with the target acceptance size of 3 cm in both screen conditions
for the non-disabled adult participants. For the adult participants
with physical impairments, a timeout error was rarely seen in any
of the conditions. The non-disabled child participants performed
well in the on-screen condition. However, from 20 to 46% timeout

error rates were observed in the off-screen condition. The highest
timeout error rate among all the participants occurred for the
child participant with physical impairment, D1; the error rate for
D1, especially with the 6 cm target acceptance size, was remark-
ably higher than the timeout error of other groups. The table also
indicates that the no-feedback modality had the highest timeout
error rates in both screen conditions. The auditory feedback had
the lowest time out rate in the on-screen condition, and the
vibrotactile feedback had the lowest time out rate in the off-
screen condition, overall. In general, the time out error rate in the
off-screen condition was higher than the on-screen condition for
all the participant groups.

Participant preferences

Table 2 shows the preference among the feedback modalities for
all the participants. For the non-disabled adult participants, visual
feedback was the preferred modality for the on-screen condition,
and auditory feedback was the preferred modality for the off-
screen condition. The no-feedback condition stands out as the
least preferred feedback modality for all the screen conditions.
The preferred feedback modality for the other participants was
distributed quite evenly for the on-screen condition. However, in
the off-screen condition, the most preferred modality was the
auditory feedback. No-feedback was the least preferred feedback
modality of all the participants for both conditions, except C1 and
C3 for the on-screen.

The participants who preferred the visual feedback com-
mented that the visual feedback was most intuitive because they
could easily see where their gaze was being tracked by the sys-
tem. However, C1 and C3 who chose the visual feedback as the
least preferred feedback pointed out that the visual feedback was

Figure 9. The target selection time with the different target acceptance sizes and feedback modalities for the child participant with physical impairments for (a) the
on-screen experiment and (b) the off-screen experiment.



distracting when the location of pointer did not exactly match
with the actual location of their gaze. The participants who
ranked either the auditory feedback or the vibrotactile feedback
as the most preferred modality liked how they knew how long to
fixate their gaze on the target based on the intensity of the feed-
back provided. Another participant commented that the auditory
and vibrotactile feedback modalities were intuitive but might take
more time to get used to. Also, some participants commented
that they preferred the auditory over the vibrotactile feedback
because they liked the ramp-up sound that was given during the
gaze fixation because it was more noticeable than the ramp-up
vibration. One participant commented that an advantage of those
feedback modalities was less eyestrain compared with the vis-
ual feedback.

Discussion

Overall, participants were slower and less successful selecting tar-
gets using gaze fixation in off-screen interactions with the phys-
ical environment than in on-screen interactions. The smaller the
target acceptance size, the slower the participant to complete the
target selection task in both the on- and off-screen conditions.

The tasks performed with feedback modalities were accomplished
faster and more accurately than tasks performed without feed-
back, and similar results were observed in both screen conditions.
However, the choice for which feedback modality to use going
forward might be the user’s preference. Some of the participants
with physical impairments had difficulty performing the eye gaze
in the tasks because they could not keep their head position still
during the gaze interaction, but providing feedback and increas-
ing the target acceptance size appeared to help them to improve
the speed of the gaze interaction task.

The longer target selection time and higher timeout rate in
the off-screen condition is likely because the targets in the off-
screen condition were placed on the surface in a horizontal plane.
A small difference of gaze movement in a vertical angle affected
the accuracy of the gaze interaction with the task environment,
especially for gazing at the target that was far from the partici-
pant. However, the timeout rarely happened with the larger tar-
get acceptance sizes in the on-screen as well as the off-screen
condition if any feedback was provided.

Statistically significant differences in the target selection
time were found only in the 3 cm target acceptance size in both
on- and off-screen conditions for the non-disabled adults.

Table 1. Time-out error rate (%) for the different target acceptance size and feedback modality in each population group for on-screen and off-
screen experiment.

Size Visual feedback No-feedback Auditory feedback Vibrotactile feedback

On-screen experiment
Non-disabled adult participants 3 3.3 12.1 8.5 10.2

6 0.0 0.0 0.0 0.0
9 0.0 0.0 0.0 0.0

Adult participants with
physical impairments

6 11.1 0.0 0.0 0.0
9 0.0 0.0 0.0 0.0
12 0.0 0.0 0.0 0.0

Non-disabled child participants 6 0.0 14.3 0.0 0.0
9 0.0 0.0 0.0 6.7
12 0.0 7.2 0.0 7.1

Child participant with
physical impairments

6 60.0 80.0 20.0 40.0
9 20.0 80.0 0.0 20.0
12 20.0 60.0 0.0 0.0

Size No-feedback Auditory feedback Vibrotactile feedback

Off-screen experiment
Non-disabled adult participants 3 37.9 35.0 37.9

6 0.0 0.0 0.0
9 0.0 0.0 0.0

Adult participants with
physical impairments

6 11.1 0.0 0.0
9 0.0 0.0 0.0
12 0.0 0.0 0.0

Non-disabled child participants 6 46.7 20.0 0.0
9 38.5 20.0 0.0
12 26.7 20.0 0.0

Child participant with
physical impairments

6 100.0 40.0 40.0
9 60.0 20.0 0.0
12 0.0 20.0 0.0

n¼ 10 for the non-disabled adults, n¼ 2 for the adults with physical impairment, n¼ 3 for the non-disabled children, and n¼ 1 for the child with
physical impairment.

Table 2. The preferences of the participants for the feedback modalities in the on- and off-screen conditions.

Most preferred feedback modality Least preferred feedback modality

On-screen Off-screen On-screen Off-scree

Non-disabled adult participants Visual (4/10) Auditory (6/10) No-feedback (8/10) No-feedback (9/10)
B1 Visual Auditory No-feedback No-feedback
B2 Visual Auditory No-feedback No-feedback
C1 Auditory Vibrotactile Visual No-feedback
C2 Auditory Auditory No-feedback No-feedback
C3 Vibrotactile Auditory Visual No-feedback
D1 Vibrotactile Vibrotactile No-feedback No-feedback

n¼ 10 for the non-disabled adult participants.



Interestingly, even though the target selection time with the
smallest target acceptance size was quite different from the other
two larger target acceptance sizes, performance with these two
larger sizes was nearly the same. This is probably because the tar-
get selection time only increased when the degree of task diffi-
culty exceeded what the user could handle.

The post hoc test revealed that the selection time in the no-
feedback condition was significantly longer than the other feed-
back modalities. Thus, any feedback provided to the participants
helped them to perform the most difficult target selection task.
No significant difference between the audio, the vibrotactile, and
the visual feedback was found in either the on or off-screen con-
ditions. Therefore, the three feedback modalities were similar in
their effectiveness. Regarding the timeout error with respect to
each feedback modality, no-feedback had the highest error rate in
both screen conditions, while the auditory feedback was lowest in
the on-screen condition, and vibrotactile feedback was lowest in
the off-screen condition. Other researchers have also found that it
was not possible to quantitatively identify a clear “optimal” feed-
back, for example, Rantala et al. [17] found that feedback
improved user’s performance in gaze interaction on-screen, but
all the modalities generally performed equally.

Looking at the qualitative experience of the participants,
according to the questionnaire, the visual feedback was the most
preferred feedback in the on-screen condition, auditory feedback
was the most preferred feedback in the off-screen condition, and
the no-feedback condition was the least preferred among all the
feedback modalities. Even though the visual feedback was most
often ranked as the best for the on-screen condition in adults,
two children participants ranked it as the least preferred feedback.
The problem with the disparity between the location of the gaze-
based mouse pointer and the location they were gazing probably
lowered their preference, whereas the disparity didn’t seem to
affect the preference for the adults. This type of disparity is one
of the common issues for on-screen gaze applications [26]. The
comments about preferring the auditory over the vibrotactile
feedback because auditory had the distinct ramp-up sound could
be addressed for the vibrotactile feedback. The vibration ampli-
tude is adjustable, so if the vibration amplitude was larger, more
participants might have ranked it higher. Even though it was not
most preferred, six out of sixteen participants did prefer it in the
off-screen condition, and it could still have potential. As found in
the review of Burke et al. [14] visual-auditory feedback was most
effective when a single task is being performed under normal
workload conditions, which was the case in this study, but visual-
vibrotactile feedback was more effective for multiple tasks requir-
ing high workload conditions, which would be the case when
selecting targets for robot interaction in future studies. Auditory
feedback or vibrotactile feedback could be usable for off-screen
gaze interaction, with the choice depending on individ-
ual preference.

Next steps will involve using toys as target objects in the play
environment. Using the homogeneous transformation technique,
a robot system could determine which toy a child is interested in
interacting with his or her eye gaze. The child will have feedback
that the system knows he is looking at something because of the
feedback. If using auditory feedback, the actual target chosen can
be spoken aloud. If using vibration feedback, each target could
correspond to a different vibration frequency. After the correct
target is selected, robot movement towards the toy can be con-
trolled by another input method or by autonomous programming.
This low-cost eye gaze technique could also be used in other sit-
uations where it is beneficial not to have to switch attention

between a computer screen with options and the environment,
for example, power wheelchair direction selection or remote-con-
trolled toys.

Conclusions

This study showed that the gaze interaction in an off-screen con-
dition could be performed with a stationary eye tracker using the
homogeneous transformation technique. The participants required
more time to interact and select the target object in the physical
off-screen environment than the target in the on-screen condi-
tion. The participant’s performance in the target selection tasks
varied depending on the age and the impairment with selection
time generally being slower for younger children and physically
impaired participants. However, they performed the target selec-
tion tasks in both conditions comparatively accurately and quickly
if the size of the target was not too small for the participants to
sustain their gaze upon. The results also indicated that providing
feedback to inform where gaze is fixated could make the gaze
interaction performance faster and more accurate in both screen
conditions. However, none of the feedback modalities emerged as
performing better than the others. With future development, this
eye gaze system and feedback modalities will be integrated with
an assistive robot platform and used for play activities in the real
physical world. This will contribute towards the goal of enabling
children with physical impairment opportunities to perform object
manipulation in the physical environment.
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