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Abstract. Intraoperative situational awareness is critical for clinicians
when performing complex surgeries and therapies. Augmented-reality
(AR) and haptic virtual fixtures (VF) technologies can be used to in-
crease situational awareness while still keeping the surgeon-in-the-loop.
These two technologies can be used independently or together to pro-
vide various levels of assistance. 3D AR technologies provide enhanced
visual feedback for the clinician, for instance, giving them the ability
to “see” surgical instruments inside of tissue. Robotic assistant devices
with haptic VF provide physical resistance or assistance in real-time for
the clinician. Haptic VF systems can be used to enforce “no-fly zones”
with varying degrees of resistance to allow the clinician to avoid damag-
ing sensitive tissue. The assistance provided by haptic VF systems can
reduce the strain on a clinician when performing a lengthy surgery, can
move the surgical tool to compensate for changes in patient pose, and
can increase the precision with which a clinician can perform various
surgical tasks.

Keywords: Medical Robotics, Augmented Reality, Virtual Fixtures,
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1 Intraoperative Situational Awareness

Having sufficient intraoperative situational awareness is vital for physicians when
performing complex procedures and therapies. Intraoperative situational aware-
ness refers to the cognitive ability to understand where surgical tools are within
the body, to determine how to manipulate the surgical tools to a desired lo-
cation (or to perform a desired action), and to identify any nearby anatomical
structures that should be avoided during the surgery or therapy [1]. In gen-
eral, increasing a surgeon’s intraoperative situational awareness will lead to an
increased or successful clinical outcome of the procedure (or therapy) while re-
ducing risks or side-effects. Using the Perception, Planning, and Action loop
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model from robotics control theory, we can think also think of intraoperative
situational awareness as consisting of: Perception where the surgeon must be
able to sense the location of surgical tools relative to anatomical areas of inter-
est; Planning where the surgeon needs to know how to move the surgical tools
to a desired location. Mentally, the surgeon must continuously perform these
perception and planning steps while manually performing the surgery (under-
taking the action). This chapter will discuss the following two types of assistive
technologies to increase intraoperative situational awareness, Visual Guidance
and Haptic Guidance.

1.1 Visual Guidance

Visual Guidance systems display a live view of the surgical tool location and
relevant anatomy. These systems enhance the vision of the surgeon, presenting
them with salient information from the surgical plan and allowing them to more
robustly localize surgical tools inside of tissue.

For visual guidance during surgery, the clinician can be provided with visual
information on a traditional 2D TV or monitor-based display system. However,
more intuitive and immersive visual feedback can be provided through an aug-
mented reality (AR) display based on optical see-through systems. In an optical
see-through AR display, computer-generated images are overlaid directly on top
of the operating area and patient anatomy. They are updated in real-time to
match the surgeon’s viewpoint [2–4]. Sec. 3 provides an overview of visual guid-
ance and AR systems and their application to surgical procedures.

1.2 Haptic Guidance

Haptic Guidance systems provide physical force-feedback and assistance to the
clinician during the surgery. In these systems, the force feedback is provided by a
robot end-effector holding the surgical tool (or the end-effector itself is a surgical
tool) to the clinician or from a surgical console (in a system like the da Vinci
surgical robot).

For haptic guidance, a compliant robot controller is designed to use active
constraints/virtual fixtures to provide the assistive and resistive force to the
clinician. These virtual fixtures (VF) can be used to enforce rigid “no-fly” zones
during the surgery, provide resistance near sensitive anatomical areas, or can
provide assistance to the surgeon by helping to move the surgical tool to a
desired position/location (with respect to the surgical plan) or follow anatom-
ical motion [5]. Utilizing VF within the robot control loop allows for intuitive
hands-on human/robot collaboration while still providing substantial force as-
sistance/resistance to the clinician in a safe and stable manner [6]. Sec. 4 will
discuss the use of virtual fixtures for haptic guidance in surgery.

1.3 Applications of Visual and Haptic Guidance in Surgery

As motivation for the visual and haptic guidance technologies discussed in this
chapter, Sec. 2 will provide some background information on two surgical pro-
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cedures used in the treatment and diagnosis of cancer, percutaneous biopsy and
mandible reconstruction. Percutaneous (needle-based) biopsies are popular for
extracting suspect tissue as part of confirming a cancer diagnosis. These needle-
based biopsies are commonly performed as they are cost-effective, minimally
invasive, low risk, and fast. One complication of needle-based biopsies is that
the procedure’s diagnostic efficacy and accuracy depend on the accuracy with
which the biopsy needle is inserted into the target tissue. Mandible reconstruc-
tion is done to surgically repair or replace portions of the lower jaw bone, which
have been damaged due to cancerous growths. A donor bone, typically a por-
tion of the fibula from the patient, is used for reconstructing the jaw bone. The
fibula portion is then cut into a number of precise segments. These segments are
cut to different sizes and with different angles so that when they are assembled
together, much like a 3D jigsaw puzzle, they will match the shape and curvature
of the existing jaw bone. The success of the mandible reconstruction depends on
the accuracy with which the fibula segments are cut.

This chapter will also provide an overview of practical visual and haptic
guidance assistive systems to increase intraoperative awareness for biopsy and
lower mandible reconstruction in Sec. 5, from our previously published works in
[7] and [8] respectively.

2 Background

Oncology, dealing with the diagnosis and treatment of cancers, is a particularly
complex field of medicine where diagnostic accuracy and treatment efficacy are
paramount. Given the substantial number of different types of cancers, with
varying degrees of severity (even within the same type of cancer), most surgi-
cal oncology procedures are either pre-planned using medical image guidance
(preoperative imaging) and/or utilize real-time medical image feedback (intra-
operative imaging) during the procedure [9]. This chapter will discuss assistive
technologies that can be used to increase intraoperative situational awareness
for clinicians during surgical oncology procedures, which capitalize on this avail-
able medical image planning/feedback. These assistive technologies help reduce
the cognitive load on physicians by providing them with enhanced (visual and
physical) perception to more accurately and effectively follow a desired surgical
plan.

The surgical assistant systems described within this chapter will be discussed
using two different surgical oncology procedures, biopsy and mandible recon-
struction (fibula osteotomy), to provide practical examples of their utility. The
assistance systems are designed to provide information (guidance) based on pre-
operative and intraoperative medical images used for these procedures. In gen-
eral, there are numerous medical imaging modalities that can be used to detect
cancerous cells, develop surgical plans, and monitor surgical progress [9]. For
biopsy or percutaneous procedure guidance, the most commonly used imaging
modalities are x-ray (CT or Mammogram), ultrasound (US), MRI, and opti-
cal imaging [10]. In the planning of the fibula osteotomy portion of mandibular
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reconstruction surgery, to be discussed below, x-ray (standard 2D and CT) im-
ages are the primary imaging modality [11–13]. Therefore, both the visual and
haptic guidance technologies can theoretically provide similar benefits to other
image-guided semi-autonomous surgical systems.

2.1 Biopsy

Percutaneous, or core needle, biopsy is a common procedure to collect tissue sam-
ples from suspected cancerous tissue within the body. In percutaneous biopsy,
a biopsy needle is inserted through the skin and guided into the tissue to be
sampled. Once the biopsy needle has been correctly positioned a small sample
of tissue is extracted using a cutting head on the tip of the needle. Core needle
biopsies are generally preferred over surgical biopsies as they are faster, easier
to perform, have minimal cosmetic effect, and are less invasive for the patient
[14, 15]. For accurate diagnosis, the correct placement of the biopsy needle tip is
critical and often intraoperative US, MRI, and x-ray (mammogram) images are
used to help guide the clinician during needle insertion [14].

A number of retrospective studies have shown that, even with image guid-
ance, roughly 2.2% − 3.5% of core needle biopsies result in false negatives [16,
17]. The primary reason for these false negative tests is the result of improperly
placing the needle with respect to the desired target tissue. The placement in-
accuracy is primarily caused by poor visualization and localization of the needle
tip and target tissue in the intraoperative images [16, 18]. While MRI is an ideal
imaging modality for accurate localization of the needle with superior soft-tissue
contrast capability, MRI imaging is time consuming, expensive, and not univer-
sally available. Therefore, US imaging is the preferred imaging modality for most
core needle biopsy procedures, and has been shown to result in more accurate
needle placement than x-ray mammography [16]. There are limitations to US
image guidance, in that current clinical US machines tend to be low resolution,
noisy, and only provide moderate soft tissue contrast.

Percutaneous biopsy, therefore, provides an ideal example of a procedure that
can be assisted through the use of enhanced visual guidance. A brief summary
of the experimental setup for visual guidance, from [7], will be presented in Sec.
5 where the amount of assistance provided by visual guidance technologies in
both the 2D monitor-based display and the AR display modalities was compared;
shown in Figs. 1b and 1a respectively.

2.2 Mandible Reconstruction

A mandibulectomy may be performed if a tumor threatens or invades the mandible
(lower jaw bone) of a patient. If the tumour is small, or well confined to a specific
area, the tumour and a minimal portion of the impacted jaw bone will be re-
moved (marginal mandibulectomy). For more aggressive or widespread cancers,
where a marginal mandibulectomy would be ineffective, it is necessary to remove
the entire mandible and the tumor tissue surrounding it in a procedure known
as segmental mandibulectomy.
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(a) Augmented-reality display used for vi-
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ments, showing a front and side view of
the surgical scene.

Fig. 1: The two different display methods, AR and monitor-based, used for visual
guidance during biopsy experiments. Both displays show current needle position,
desired needle trajectory, and target phantom tumour.

After segmental mandibulectomy, the lower jaw bone must be surgically
recreated through a procedure known as mandibular reconstruction. There has
been a great deal of interest and significant progress in mandibular reconstruc-
tion over the last 50 years [19–21]. An autograft bone coming from the patient,
and surrounding soft/vascular tissue, is used to recreate the mandible. Fibula
free-flap reconstruction, utilizing a portion of the fibula and calf tissue, is the
most widely used autograft source [11–13]. After removal, the fibula has to be
cut down into a number of precisely shaped pieces (fibula osteotomy) that are
bonded together to recreate the shape and curve of the removed jaw bone. Using
CT and x-ray images, virtual surgical planning is used to develop the cutting
plan for fibula osteotomy to maximize the esthetic and functional outcomes of
the reconstructed mandible. Fibula osteotomy is a highly challenging surgical
procedure, where there may be compound angles between the desired cutting
planes on either side of each cut fibula piece. Any deviation from the virtual
plan and the shapes of the fibula pieces after cutting will impact the resulting
esthetic and functional outcomes of the reconstructed mandible, and can increase
the risk of rejection and severe side-effects [11–13].

Due to these risks, in conventional mandibular reconstruction, fabrication
and use of patient-specific cutting guides/templates is used to minimize the
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Fig. 2: (a) Desired fibula segments from the front view. (b) Measured results of
fibula segments implemented by using guidance with AR and VF from the front
view, units are in mm.

deviation between the surgical plan and the resultant cut fibula segments. These
templates, along with rapid prototyped models of the patient’s jaw and fibula
bones, has led to significant improvements in mandible reconstruction [22–25].
The fabricated cutting guide/templates significantly improve the accuracy with
which fibula free flap osteotomy can be done [26, 27], however, they have some
significant limitations. Due to precision, strength, and sterility requirements for
the cutting guide/templates, they are expensive, time-consuming to produce,
and extremely difficult to modify after fabrication.

As a more flexible and dynamic alternative to the fabricated cutting
guide/templates, an alternative is to use a (non-robotic) image-guided naviga-
tion system when cutting the fibula based on the initial surgical plan [28]. In
these systems, the surgeon is guided by the pre-planned cutting planes/locations,
which are projected onto the skeletal anatomy. While these image-guided systems
provide clinical benefits by allowing more freedom during preoperative planning
and allow for modifying the plan intraoperatively, it is extremely difficult for a
surgeon to match the position and orientation of the projected cutting planes
with the required precision, as shown in Fig. 2. To compensate for this, sur-
gical robotic and image-guided robotic systems have been developed for fibula
extraction and cutting. These systems have shown significant advances in terms
of planning flexibility, time and cost savings, and cutting precision with respect
to the conventional template or non-robotic image-guided approaches [29–31].

Given the existing research on image-guided robotic and non-robotic systems
for fibula osteotomy, it is clear that the precision and accuracy required during
fibula osteotomy provides an ideal surgical procedure with which to evaluate
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Fig. 3: Experimental setup for fibula osteotomies: robot, force sensor, saw, sim-
ulated fibula bone, fibula holder, TV screen, and AR setup.

visual guidance and haptic guidance assistant systems. A brief description of
the experimental setup used in [8] for visual and haptic guidance are given in
Sec. 5, and are shown in Fig. 3.

3 Visual Guidance Technologies

Mixed Reality (MR)

Real
Environment

Augmented
Reality (AR)

Augmented
Virtuality (AV)

Virtual
Environment

Fig. 4: The Virtuality Continuum introduced by [32] to categorize different mixed
reality environments.

Visual guidance can be provided by a surgical assistance system through a
number of display modalities. The two modalities we will discuss within this
chapter are monitor-based 2D displays and AR displays. Here it is important
to note that standard 2D monitor, TV, or smartphone displays can be used
as components when creating video-see-through (VST) and optical-see-through
(OST) AR displays. The distinction between what we refer to as a 2D display
and AR display is based on the Virtuality Continuum, which was proposed by
[32]; see Fig. 4. As will be discussed in Sec. 3.1, the key difference between a
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2D display and an AR display is that AR technology utilize perspective, scaling,
and pose information to display virtual objects such that they appear to co-exist
with (or are overlaid on top of) real-world objects from the observer’s viewpoint.
Within the Virtuality Continuum in Fig. 4, augmented reality is shown as being
more akin to the real-world than virtual reality. When we refer to 2D displays, we
are referring to simple rendering/display technologies which show virtual objects
with a perspective or scale independent from real-world objects. Our definition
of 2D displays then corresponds to the virtual environment shown in Fig. 4.

3.1 Augmented Reality Display

Kinect
Camera Frame

Computer
Monitor

Half-Silvered
Mirror

Aurora EM
Tracker Frame

Unity Camera
(Following Tracked 
Head Position from 

Kinect)

AR View Camera
Frustum

Outline of 
Virtual Monitor

Unity Base
Frame

Fig. 5: For the AR display system, a scale-accurate copy of the physical setup
was modelled within Unity for the biopsy and fibula osteotomy experiments.
The position of the Unity camera is updated in real-time to follow the user’s
head motion to ensure that the overlaid projection of objects rendered from the
virtual-world surgical scene matches their real-world counterparts.

AR is defined as a technology that projects (or overlays) virtual objects onto
real-world objects. The key feature of AR displays is that there is a continuously
updated mapping between the viewpoint of the observer, real-world locations
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and objects, and the locations of virtual objects. This mapping allows for the
motion of virtual objects to seamlessly match those of real-world objects with
respect to the observer’s viewpoint. The use of AR technologies during surgical
interventions has been and continues to be an active area of research [2–4]. Ad-
vances in medical image and 3D graphic processing technologies have allowed
for AR systems to be adapted to a growing number of surgical applications,
including general open surgeries [2], laparoscopic oncology surgeries [33], and
orthopedic surgeries [4]. The real-time 3D rendered graphics, and image over-
laying, used in immersive AR displays can be implemented using any number of
available general-purpose 3D graphics rendering libraries/toolkits, such as Unity
(Unity Technologies, San Francisco, CA, USA), or with specialized toolkits for
medical image display and analysis such as 3D Slicer [34].

Depending on the application area, there are a number of possible ways that
AR displays can work to project virtual objects onto real-world objects. For
instance, video-see-through displays are a common AR display method where
virtual objects are superimposed on top of real-world objects captured in a live
video stream. This projection style is commonly used for AR videogames, for
example, Pokemon Go (Niantic Inc., San Francisco, CA, USA), as it can be
easily implemented using the built-in camera and screen in smartphones and
tablets. This style of AR display has also been used for prototype and research
medical AR systems, with some using smartphones or tablets, or to overlay
virtual objects onto a video stream captured by an endoscopic or laparoscopic
camera during surgery [3, 33].

The AR display used in this work is an optical-see-through system, where
the user can see the simulated surgical scene through a semi-transparent (half-
silvered) mirror [35, 36, 7, 8]. The rendered images for the AR display are output
to a monitor, which are then reflected on the half-silvered mirror to blend with
the user’s view of the surgical scene. This allows any salient surgical tool or
anatomical information to be placed correctly on top of real-world reference
objects in the surgical scene when presented to the user, giving them an x-ray-
like ability to see things inside of tissue (or any other real-world object). The
mirror and monitor are mounted at an appropriate distance above the surgi-
cal workspace to ensure an adequate amount of free workspace for the user to
manipulate surgical tools, when performing the simulated surgical procedure.
One major advantage of optical-see-through displays, like this one, is that they
offer an additional safety factor over video-see-through AR displays. Even if
the screen or display device fails, it is still transparent and therefore, will not
abruptly obstruct the view of a clinician during surgery.

The half-silvered mirror AR display can be mounted either rigidly or with a
swivel joint, such that it can be rotated out of the way, in front of the surgical
scene. While head-mounted optical-see-through devices, such as the Microsoft
HoloLens and HoloLens2 (Microsoft, Redmond, WA), are commercially available,
they have been found to be generally unsuitable for use within surgical settings
due to cost, complexity, weight, and optical limitations, making it difficult to
focus on both real-world and virtual content simultaneously [37, 38]. The semi-



10 Jay Carriere1, Lingbo Cheng2, and Mahdi Tavakoli1

transparent mirror optical-see-through AR display is both low-cost and does not
suffer from the same optical limitations as a head-mounted optical-see-through
[36, 7, 8]; see Fig. 1a.

With a single monitor being reflected by the semi-transparent mirror, the
AR display is able to provide a single-view camera/viewpoint perspective. To
provide an immersive display for the user, the user’s head is tracked in 3D, using
a Kinect v2 depth camera, and the position of the rendering camera in Unity
(see Fig. 5) is updated to follow the user’s head in 3D. Being as the system
provides only a single-view camera rendering, the 3D position of the user’s two
eyes are tracked and the desired position for the Unity camera is calculated to be
centered between them (roughly corresponding to the bridge of the user’s nose).
With this live head tracking, the Unity camera view of the surgical scene matches
the user’s view and perspective, which not only allows the virtual objects to be
overlaid correctly but also provides parallax (depth-cue) information. The effect
of these parallax depth-cues is that as users move their head around they are able
to see different sides of the virtual objects (which are mapped appropriately to
match the user’s viewing angle). Due to how the human visual system processes
and retains visual information, these depth cues are stored and processed such
that the user perceives a rich 3D environment which is a phenomena known as
motion parallax [39]. With the head-tracking and depth-cue information, the AR
display is able to provide immersive AR information, overlaid onto the surgical
scene, in a low-cost and highly-configurable platform.

When looking at the surgical scene, the user sees a reflection of the 2D mon-
itor in the semi-transparent mirror. The reflected monitor, referred to as the
“virtual monitor”, appears to be hovering in space between the back-side of the
mirror and the surgical scene; see Fig 6. The location of the virtual monitor is
dependent on the relative distances and angles between the physical monitor and
the mirror. By measuring these angles and offsets, using landmarks on the AR
setup, the location of the corners of the virtual monitor can be calculated. By
using a generalized perspective projection [40], the view frustum of the Unity
camera can be constrained to correspond exactly with the corners of the virtual
monitor (as if the user is looking through a virtual window); a full explanation of
the projection calibration is given in [7]. The parameters of the perspective pro-
jection matrix are designed such that the AR images are automatically flipped
(during rendering), to provide a correct view when reflected in the mirror; en-
suring the rendered virtual objects match the position, scale, and orientation
of real-world objects from the user’s viewpoint. Fig. 5 shows the corners of the
virtual monitor, and the constrained view frustum of the Unity camera, as a
result of the generalized perspective projection calculations.

3.2 Monitor-based 2D Display

For 2D visual guidance during surgery, the system displays two 2D images, top
and front views of the surgical scene and shows the current pose of the surgi-
cal tool, the biopsy needle or saw. As with the AR display system, the virtual
surgical scene was modelled and rendered using Unity. The 2D display provides
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Fig. 6: Diagram of the single-camera AR setup for the biopsy experiment. The
“virtual-monitor” is the reflected image of the physical monitor in the semi-
transparent mirror.

salient surgical guidance information through projections of the desired biopsy
target or the fibula cutting planes in both views. Thus, this image-guided surgery
task provides visual guidance comparable to conventional surgical tool tracking,
wherein a live image of the surgical tool is overlaid on top of CT or x-ray patient
images. For visualization, a standard computer monitor was placed near physical
simulated surgical setups and showed real-time surgical performance by display-
ing desired and actual tool (saw or biopsy needle) positions and orientations.
During the simulated surgical procedures using the 2D-only visual guidance as-
sistance in [7] and [8], the goal was for the operator to orient the surgical tool
to match the desired tool pose shown on the display.

4 Haptic Guidance

The level of assistance provided during surgery by a robotic surgical system
can be defined in terms of six discrete levels of automation [41, 42]. At Level 0,
the first level of automation, the robotic or surgical system is under the clin-
ician’s direct control and no assistance is provided (i.e. fully manual surgery).
At Level 5, the highest level of automation, the robotic surgical system is fully
automatic and requires no input or control from the clinician. Given the in-
herent complexity and safety issues associated with high levels of automation,
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most research within the literature is focused on providing unobtrusive surgical
assistance with the surgeon-in-the-loop, where the robotic system is working in
collaboration with the surgeon while they are performing most aspects (or all)
of the surgery manually.

Haptic guidance force-feedback during surgery can be provided to a clinician,
or a user controlling a robot, through a force-feedback capable control console
in a dual-robot teleoperated system, or directly to the clinician holding on to a
surgical tool which is connected to the end-effector of a single-robot collaborative
system. In either single-robot or dual-robot teleoperated systems, haptic fixtures
can be used to model and implement resistive and assistive force fields in free
space [5]. For human-robot cooperation, virtual fixtures provide an excellent
balance between full autonomy and direct human control [6]. Haptic guidance
during the fibula osteotomy surgical simulation was provided by a single Panda
collaborative robot; see Fig. 3. An admittance controller was used to render
the effect of the haptic fixtures while ensuring the robotic system remained
compliant. Within the level of automation frameworks outlined in [41, 42], the
admittance control and virtual fixture technologies for increasing situational
awareness are part of Level 1 of automation, providing enhanced perception
and/or guidance to the surgeon.

4.1 Admittance Control

Admittance control is a common control methodology used to allow for hands-on
direct co-manipulation of a surgical tool attached to the end-effector of a robotic
system [43]. The admittance controller was utilized to allow for the operator
to collaborate with the surgical robot assistant smoothly and to minimize the
operator’s hand tremor and the vibration caused by the surgical saw [44–50].
The admittance controller ensures that the surgical robot is compliant while
still providing appreciable haptic guidance to the user.

Fig. 7: Admittance controller for the robot.

The controller design is outlined in Fig. 7. Here, RWh is the interaction
force-torque (wrench) between the robot end-effector and the operator, which
is measured directly through a 6-DOF force sensor, as expressed in the frame
{R}. The pre-programmed admittance model receives inputs, RWh, and gener-
ates reference Cartesian (both translational and angular) velocity for the robot,
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RVref , to track. As the saw is mounted on the robot end-effector, we use the
position and orientation of the robot end-effector to indicate the position and ori-
entation of the saw blade for the sake of brevity. A velocity controller is used for
the robot and outputs control signals, RU, to the robot. The actual Cartesian
velocity of the robot end-effector is denoted as RV.

The desired admittance model in this study is designed as

MRVref + CRVref = kf
RWh (1)

where C and M are the virtual damping and inertia (6-by-6 diagonal) matrices
of the admittance model given in [8]. In order to avoid restoring forces in free-
space, the stiffness term is set to be zero matrix. Also, kf is a force scaling
factor.

5 Experimental Setup for Demonstration Assistive
Systems

The experimental setups (shown in Figs. 1a, 1b, and 2) for the demonstration
assistive systems, in [7, 8], contain some equipment in common. The virtual sur-
gical objects and scenes for 2D and AR displays used in both setups for visual
guidance were rendered using the Unity Engine (Version 2019.2.21 Unity Tech-
nologies, San Francisco, CA, USA). The calculations of the AR display projective
parameters and experimental data analysis were done in MATLAB/Simulink
R2019a (The MathWorks Inc, Natwick, MA, USA).

5.1 Experimental Percutaneous Biopsy Setup

For the percutaneous biopsy task, phantom tumours were fabricated and em-
bedded into a rectangular opaque tissue phantom. Super soft plastisol (M-F
Manufacturing Company, Fort Worth, Texas, USA), which is similar in charac-
teristics to biological tissue, was used to create the tumour and phantom tissue.
The plastisol phantom tumours, located inside the tissue phantom, have the
same material properties as the surrounding tissue and are sized to approxi-
mate tumors seen clinically. Using the same plastisol for the phantom tissue and
tumour replicates the characteristics of a non-palpable tumour. To track the
location of the biopsy needles in real-time an electromagnetic tracker, the NDI
Aurora V2 System (NDI Medical, Waterloo, Ontario, Canada), was used. The
biopsy needle and tissue phantom were instrumented with 6-DOF sensors (NDI
Item ID 610029) to track the position and orientation of the needles and tumour.
The needle tracking information was used to update the position of the biopsy
needle for both the 2D and AR display modality experiments.

5.2 Experimental Fibula Osteotomy Setup

For haptic guidance in the fibula osteotomy study, a Panda Robotic Arm (Franka
Emika GmbH, Munich, Germany) equipped with an Axia80-M20 force/torque
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sensor (ATI Industrial Automation, Inc., Apex, NC, USA) was used as the sur-
gical robot (Fig. 2). A rotary saw (Dremel 4300-5/40, Toluca, Mexico) was at-
tached to the robot end-effector to act as a proxy for a surgical bone saw used
in fibula osteotomy. The feasibility of the proposed methods is verified through
proof-of-concept experimentation by performing fibula osteotomies on several
simulated fibula bones which are wood dowels with a diameter of half an inch.
Although the stiffnesses of the wood dowel and the fibula bone are slightly dif-
ferent, both are rigid objects, and both are designed to effectively cut through
them. Therefore the difference in material properties has a trivial and negligi-
ble effect on the experimental results. The admittance controller for the virtual
fixtures was implemented using MATLAB/Simulink R2019a, on a PC running
Ubuntu 16.04 LTS, containing an Intel Core i5-8400 running at 4.00 GHz (Intel
Corporation, Santa Clara, CA, USA).
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