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Abstract— This paper proposes a non-iterative method for the
design of Radio Frequency Energy Harvesters (RFEHs) with
maximum power conversion efficiency (PCE) at any given input
power level. Because of the non-linear interdependency of the
rectifier’s input impedance and its input voltage to matching
network’s and rectifier’s parameters, the design of an RFEH
with maximum efficiency requires numerous lengthy transient
simulations of the entire energy harvester. Splitting the design
space into two separate spaces which only interact with each
other through the input voltage of the rectifier, the design goal
can now be redefined to finding an optimum input voltage
amplitude that maximizes the efficiency of the rectifier while
enabling maximum power transfer from antenna to the input
of the rectifier at the same time. Using the proposed method,
the number of the required simulations to find optimum design
values is significantly reduced compared to all previous methods
reported in the literature, which also has been experimentally
verified by designing three battery-loaded RFEHs at different
input power levels in TSMC’s 130nm CMOS process. To further
accelerate the design process, closed-form equations to calculate
the efficiency and the input resistance of the rectifier are derived
for the battery-loaded Dickson charge pump rectifiers.

Index Terms—Radio frequency energy harvester (RFEH),
power conversion efficiency (PCE), strong inversion, moderate
inversion, weak inversion.

I. INTRODUCTION

N THE Internet of Things (IoT) era, the number of wireless

sensors that are expected to be deployed in our houses,
offices, cars, plants, and outdoor environments reaches several
billion each year [1]. Such a large number of devices cannot
be practically powered up by connection to the electricity grid
because of the cost and complexity of the required wiring
infrastructure and cannot be supplied by the energy stored in
batteries because of their limited capacity/lifetime requiring
frequency replacement or recharging during their lifetime.
The full autonomy of the operation of these wireless devices
requires that they incorporate an energy harvester to scavenge
the ambient energy for their operation. Even though the energy
can be harvested from vibration or kinetic [2], solar [3],
thermal [4] and electromagnetic [5] sources among others,
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the harvested energy is required be converted into an electric
form, most frequently in the form of charge in a battery or on a
capacitor, to power up an electronic device. From this point of
view, radio frequency energy harvesting (RFEH), the process
of scavenging ambient electromagnetic waves, often offers the
most compatibility to a wireless sensing device and can be eas-
ily integrated with minimally added cost. In addition, the radio
frequency energy level can be controlled in an environment by
using dedicated RF power transmitters. Because of the limited
density of RF energy, significant research has been conducted
to maximize the energy conversion efficiency of RFEHs for
the development of RF-powered wireless 1oT devices [6], [7],
(81, [91, [10], [11], [12], [13], [14], [15], [16].

An RFEH, as shown in Fig. 1, incorporates an input antenna
to receive the electromagnetic energy in an electric form,
a matching network to transfer the maximum power from the
antenna to the rest of the system, a rectifier which converts
the RF signal to a dc supply voltage, and possibly a power
management circuitry to derive the load. To design an RFEH
that harvests maximum energy at any given input power level,
the rectifier must be co-designed along with the matching
network with the highest possible conversion efficiency while
the matching network transfers maximum power from the
antenna to the rectifier. As the input voltage of the rectifier and
its input impedance varies non-linearly as a function of input
power level, rectifying devices’ sizes, number of the stages,
matching network components’ sizes and the load, the design
of an efficient RF energy harvester can not be performed using
a non-iterative method. As a result, often iterative methods
[17] or a graphical method utilizing contour plots [18], [19],
[20] have been suggested in the literature. These methods are
computationally expensive as they require numerous transient
simulations of the entire energy harvesting system and these
lengthy transient simulations are required to run until the time
of the settling of the output signal with the small time steps
dictated by the high frequency of the input signal.

In this paper, we are proposing a non-iterative method to
design an RFEH with the maximum efficiency at any given
input power level. In our method to simplify the interdepen-
dency of the design parameters of the matching network and
the rectifier, we divide our design space into two separate
design spaces that only interact with each other through the
input voltage amplitude of the rectifier. Now the design goal
is to find an optimum input voltage amplitude that maximizes
the efficiency of the rectifier and enables maximum power
transfer from antenna to the input of the rectifier at the same
time. This is feasible because the maximum efficiency of
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Fig. 1. RF energy harvester schematic.

the rectifier can be found independently from the matching
network’s components’ sizes for an optimum rectifier’s input
voltage level, and then a proper matching network can be
designed that converts the input resistance of the rectifier
at its optimum input voltage level to the antenna’s output
resistance. As in this method, we only require to find the
optimum input rectifier’s input voltage and the size of the
rectifying devices that produces the required input impedance
at that voltage, the number of the simulation steps can be
significantly reduced compared to the methods reported in
the literature. To further accelerate the proposed method,
closed-form equations to calculate the efficiency and the input
resistance of the rectifier are derived for the battery-loaded
Dickson charge pump rectifier.

The paper first discusses challenges and existing methods
for designing an RFEH and presents our proposed method in
Section II. Section III demonstrates the design of the match-
ing network and its losses. Section IV presents calculations
for an N-stage rectifier’s efficiency and input resistance for
different MOS device operation regions. Section V explains
the necessity and methodology of switching to a higher
number of stages. Section VI proposes a design example
utilizing the newly proposed method. Section VII compares
our method with existing ones and discusses results in
Section VIII. Appendix A demonstrates a detailed derivation
of the equations in Section IV, and Appendix B discusses the
moderate-inversion operation regime for CMOS devices.

II. RFEH DESIGN FOR MAXIMUM HARVESTED POWER

A proper method for the design of an RFEH should find the
rectifier topology including a number of stages and optimum
sizes of rectifying devices and matching network topology and
sizes of its components that maximize the harvested energy of
the RFEH at any given input power level. In other words, the
proper design method maximizes the conversion efficiency of
RFEH which can be written as:

Nharv = Nant * PT Epp - Mmn -+ Mrect (D

where 7,4, 1s the efficiency of the anntena equals to:

Nant = 2 @
Pant,received
where P,, is the power delivered from the antenna to
the harvester which is also called the RFEH’s available
power.
PTE,, is the power transfer efficiency of the matching
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Fig. 2. Energy harvester model.
network which can be defined as:
Pay — Prefiected
PTE,, = av reflecte 3)
PLI‘U

The efficiency of the matching network (7,,,) is showing the
loss of the matching network’s components which can be
defined as:

Pout,mn Pin,rect

Nmn = = “)
" Pin,mn Py — reflected

and the efficiency of the rectifier (9,¢cr) is:

3 Vo) Lot dt )
Pin,rect B %fT Vin(t)'lin(t) dt'

Pout,rect

Nrect =

The power conversion efficiency (PCE) of the rectifier can be
defined as:

Pout,rect

PCE = = PT Epn Nmn-Nrect (6)

av

In this work, we have chosen the widely used Dickson
charge-pump rectifier as the topology of choice for the rec-
tifier and simple L-section matching for the structure of
the matching network. The circuit model representing the
described RFEH is shown in Fig. 2. The antenna can be
modelled by a power source with an output resistance of
50 Q producing an open circuit voltage of V,,; coswt. The
L-section matching network is modelled by its components
L,, and C,,. The rectifier input impedance can be modelled
by a nonlinear resistor (R;,) in parallel with capacitor Cj,
representing the accumulative effect of parasitic capacitors
of the rectifier circuit. Although the input current of the
rectifier has a non-sinusoidal waveform, the input voltage
of the rectifier retains its sinusoidal shape, V, coswt, as the
passive components connected to the input of the rectifier
collectively act as a narrow-band band-pass filter eliminating
higher order harmonics.

If a proper matching network is designed to match the
input impedance of the rectifier (Z;, = R;,||1/jwCiy) to the
antenna’s resistance (Rg;;), the PTE of the matching network
reaches 100 percent which means that all the input available
power will be transferred from the antenna to the rectifier’s
input. In the case of the lossless matching network (n,,, = 1),
the output voltage of the matching network (the input voltage
of the rectifier) can be related to the input voltage of the
matching network (the output voltage of the antenna) by
equating the matching network’s input power to its output
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power:
Vani>  Va?
Py =2 = 2 (7
8Rant 2Rin
resulting in so-called passive voltage amplification of
Va _ 1 [ Rin (8)
Vant 2 Rant

since R;, is typically much larger than R,,;. The main
challenge in the design of an RFEH is that the input resistance
depends non-linearly on the width-to-length ratio of the recti-
fying devices (W/L), input power (P,,), number of the stages
(N), input matching network components’ sizes (L,,, C;,) and
the load (R, for resistive load or V, for battery load):

w
Rlnzf(faNa Pav,Lm,Cm’Vo) (9)

and as a result the efficiency of the RFEH depends non-linearly
on the same parameters:

w
nharvzg(f’Na Py, Ly, Cp, Vo) (10)

Therefore, designing an RFEH for maximum efficiency at
a given input power is a complex task because of the
inter-dependency of all the parameters mentioned above. How-
ever, several methods for the design of RF energy harvester
have been proposed in the literature.

A. Existing Methods

The first approach to design an RFEH is to conduct a blind
search for all design parameters for a given available input
power and a load condition. As calculating the efficiency
for each set of the design parameters requires a transient
simulations of the entire energy harvesting system until the
settling of the output with the small time steps dictated by
the high input frequency signal, this process is extremely
computationally expensive. Even with optimization algorithms
applied to such process, the number of required simulations
remains large because of the non-linear effect of the design
parameters on the system efficiency.

The second approach is to limit the search space to recti-
fier’s parameters (rectifier topology, rectifying devices’ sizes,
number of the stages, rectifier’s input resistance) and find the
matching network’s components’ sizes deterministically. Even
if this approach may speed up the process, the design of the
matching network requires an iterative process because R;,
can not be calculated without knowing the matching network
parameters as they determine the passive voltage amplification
from the antenna to the input voltage of the rectifier as
described previously. The iterative approach for design the
matching network can be described as below:

1) Design the matching network’s components’ values L,
and C,, using an estimated value for the input resistance
of the rectifier (R;p, est)-

2) Simulating the designed harvester to find the input
resistance (R;, sim) Of the rectifier.

3) If the difference between new R sim and Ri, esr 1S
below a certain threshold level, we have found the proper
matching network parameters. Otherwise, replace R;, ¢s:
with R;, sim and go to Step 1.

Please note that this procedure must be repeated for every
set of the design parameters until the efficiency of the entire
RFEH reaches to its maximum. Although faster than the
blind search algorithm of all parameters, this method is still
computationally expensive.

In [17], an iterative optimization procedure is done quite
similar to the previous procedure mentioned above. The differ-
ence in this iterative process is the order of optimization which
in this paper, the optimization of the rectifier’s parameters
(W/L, N) is followed before designing the matching network
to reach the desired conversion efficiency. But for each step,
several efficiency contours must be plotted graphically using
transient simulation for different values of W/L and N to
optimize the rectifier and also the same contours for different
matching network components’ values. This will lead to
a significant computational cost because of the number of
transient simulations needed and also the whole process must
be repeated in each step.

In [21], a similar approach to [17] is followed for optimizing
the rectifier’s parameters (W/L and N) to maximize 1., in (1)

and by using P,, = %, the input resistance of the rectifier
for designing the matching network is obtained. Thus, the opti-
mization space is reduced significantly to only two parameters
for the rectifier’s parameters only and the matching network
iterative design process is reduced to a single non-iterative step
which is quite significant. But, the optimization process is still
computationally expensive because of the transient simulation
needed for each set of rectifier’s parameters but more efficient
than the previous iterative approaches.

To remove iteration from the design procedure of RFEH,
both matching network’s components’ values and the rectifier’s
parameters must be optimized non-iteratively which requires
calculating the input resistance of the rectifier and the effi-
ciency of the rectifier.

In [18] a graphical method for calculating both conver-
sion efficiency and the input resistance is proposed with the
assumption that the rectifying devices can enter the strong
inversion regime in each cycle. However, the proposed design
optimization method requires several efficiency contours for
each of the effective parameters which still requires lots of
transient simulations as a result.

In [19] calculation of the rectifier’s input resistance and con-
version efficiency is proposed for the weak-inversion regime.
However, this work does not discuss the calculation of the rec-
tifier’s efficiency and input resistance in the strong-inversion
regime since the passive amplification ratio will determine the
operation regime of the rectifying devices.

In [20] a non-iterative systematic co-design of the rectifier’s
parameters and the matching network has been proposed.
Therefore the design procedure takes a much shorter time
than the previously discussed method. However the opti-
mum design needs several transient simulations which is still
computationally expensive because of the long settling time
of output, and the step size of the simulation in comparison
to the period of the input.

B. Proposed Method

To design a RFEH with maximum PCE, the term 7n¢¢ -
PTE,,, in (6) must be maximized where 7,..; is a function
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of rectifier’s parameters and PT E,,, can be maximized by
designing a proper matching network as 1., and 7,,, depend
on the quality factor of the materials and the components used
in the construction of antenna and matching network, respec-
tively. As discussed in the previous section, simultaneous
optimization of these two parameters (1yec;, PT Eyp) requires
either using iterative search and optimization’s methods or
generating complex contours that are both computationally
expensive leading to long design times. Here, we propose
a new method to divide the design space into two sections
that interact with each other only through the input voltage
amplitude of the rectifier (V). Now the goal is to find an opti-
mum V, that maximizes both 1., and PT E,,, at the same
time. This is possible because the maximum efficiency of the
rectifier (1,¢¢;) can be found independently from the matching
network’s components’ sizes, and PT E,,, can be maximized
by finding matching network components’ sizes that converts
the input resistance of the rectifier at its maximum efficiency
point to the antenna’s output resistance.

For a typical rectifier topology, the conversion efficiency is
zero for low input voltages because the input amplitude of the
rectifier must reach a minimum voltage to turn the rectifying
devices on for forward conduction. Further increasing the input
voltage, the higher forward current will result in increasing
Nrect- However, as the reverse leakage increases simultane-
ously after certain voltage the rectifier’s efficiency may begin
to degrade. There will be an optimum voltage (Vg op:) that
maximizes 7y.c;. For a battery-loaded Dickson charge-pump
rectifier, as proven in Section IV, it can be shown that V; o,
is independent from the devices’ sizes.

To maximize PT E,,,, the input impedance of the rectifier
must be properly matched to the output impedance of the
antenna by finding matching network’s components’ sizes.
As it will be proven in Section IV, the input resistance of
a rectifier with a fixed number of stages can be calculated as
a function of its input voltage amplitude and the rectifying
devices’ sizes:

w
Rin = f(Vq, f) (11
If the matching network is lossless (,, = 1) and the

input impedance of the rectifier is perfectly matched to the
output impedance of the antenna (PTE,,, = 1), it can be
shown using (7) that the input resistance of a rectifier can be
expressed as a function of P,, and V,:

—_— Vaz
T 2P,

As both (11) and (12) must be satisfied simultaneously, V,, can
be found equating R;, obtained from these two equations.
Alternatively, if we plot R;, using these two equations, the
intersection of these plots gives us the operating input voltage
amplitude (V,) as shown in Fig. 3, as R;, is also a function
of the rectifying devices’ sizes the intersection points varies
according to the devices’ sizes.

As discussed above, we are able to maximize 7., and
PTE,, separately, but the primary goal is to maximize
Nrect* PT Epy . If we are able to set the input voltage amplitude
of the rectifier to V, o, by finding the devices’ sizes that
the intersection point becomes equal to V, o, then we can
simultaneously maximize 1., and PTE,,,. Therefore we

Rin (12)

i v
Ol

Var Vaz Vas

Fig. 3. Rectifier optimal operation point.

propose the following method for the design of an RFEH with
maximum conversion efficiency:

1) Calculate or simulate the rectifier efficiency 1., as a
function of input voltage amplitude V.

2) Find the input voltage amplitude, V, ,p;, where the
rectifier efficiency is maximized knowing that it is
independent of the rectifying devices’ sizes for a
battery-loaded rectifier as proven in Section IV.

3) Calculate the required input resistance R;j ., that
the given available power (P,,) produces a rectifier’s
input voltage amplitude equal to V, o, replacing Vy ops
in (12):

Va,opt2
2P,y

4) Determine the rectifying devices’ sizes that produce
Rinreq at Vg opt
5) Design a matching network to match Zj,,eq =
Rinreql|1/jwCin req t0 Rype using well-known matching
network design methods in [22] and [23]. (Zip req
can be calculated using closed-form equations derived
in further sections or by dividing the input voltage by
the first harmonic of the input current obtained from a
transient simulation.)
The proposed method can be further accelerated if the effi-
ciency and input resistance of the rectifier (1,..; and R;;) can
be calculated using a closed-form formula. Section IV provides
the analysis for calculating n,..; and R;, for a battery-loaded
Dickson charge pump when the transistors are operating in the
different regions of inversion.

Rin,req = (13)

III. MATCHING NETWORK DESIGN

To achieve maximum power transfer from the antenna to the
rectifier input and minimize the reflection from the rectifier,
it is crucial to design an appropriate matching network to
match the input impedance of the rectifier to the output
impedance of the antenna. Furthermore, the matching network
boosts the low input voltage amplitude at the antenna output
to a higher voltage level at the rectifier input through the
transformation of a higher rectifier input impedance to the
antenna’s lower output impedance (50€2). This will allow for
sufficient amplitude at the input voltage of the rectifier to
turn on the rectifying devices with non-zero threshold voltage
even if the input power is very low. Minimizing the input

Authorized licensed use limited to: UNIVERSITY OF ALBERTA. Downloaded on February 01,2024 at 16:31:42 UTC from IEEE Xplore. Restrictions apply.



IZAD et al.: NON-ITERATIVE METHOD FOR DESIGN OF RADIO FREQUENCY ENERGY HARVESTERS 137

reflection loss and insertion loss of the matching network can
significantly improve the RFEH’s overall efficiency.

To design the matching network for the RFEH, we have
several options for RF elements, such as transmission lines
[24], transformers [25], and lumped components [8, 20]. In this
paper, we utilize high-quality lumped components to minimize
the area and the loss of the matching network.

A. Lossless Matching Network Design (L-Section)

We first start the design of lumped element matching
network assuming its components are lossless (ideal). Among
the lumped element matching networks, L-Section offers the
most compact implementation requiring only two passive
components as shown in Fig. 2. There are various methods
available for designing a lossless matching network, such as
the analytical method, quality factor (Q-factor) method or the
graphical method using Smith Chart [22]. In the Q-factor
method, we first define an impedance transformation quality
factor (Q7) as the quality factor of the parallel combination
of input resistance (R;,) and one of the components of the
matching network (for example L,,):

Rin

wL,,

Or = (14)

where o is the operation frequency. Converting this parallel
combination to a series combination, we will arrive at a
network with three series components with values of R;,/(1+
QTZ), (L, QTZ)/(I + QTZ) and C,,. Equating the real part to
Ry, one can obtain the required Q7 using

Rin
Rant

Or = -1

5)

Then the inductor of the matching network can be calculated
using (14):

(16)

Runt

Finally, the capacitor value can be determined by equating the
imaginary part of the input impedance to zero:

1

07

2
If the input impedance of the rectifier has a capacitive com-
ponent (C;;,) , an additional inductor can be used to resonate
with this capacitor before the start of the matching network
design described above. This inductor can be later combined

with L, so that the overall matching network still has two
components.

Cp = A7)

@2 Ly (

)

B. Matching Network Design With Lossy Components

As lossless components can not be practically realized,
we need to bring into account the effect of the losses of the
matching components in the design of the matching network.
Assuming the loss of the inductor (L,,) can be modelled by a
parallel resistor (R, 1) and the loss of the capacitor (Cy;) can

be modelled by a series resistor (Rs c), the quality factors of
these components can be respectively calculated as

R, 1 1

— and Qc = ———.
Lw R;cCw
By parallel-to-series impedance transformation of L, and
Ry as shown in Fig. 4, the equivalent model of the

lossy inductor can be represented by the following series
components:

0L =

(18)

2
R
Lm,s — QZ—L and RS,L — +’L
01-+1 O +1

Now adding the series resistance of the lossy capacitor to
the series resistance of the lossy inductor, and converting the
combined resistors and the inductor to a parallel connection,
the overall losses of the matching network can be represented
by a single resistor while the rest of the matching network can
be represented by a lossless L-Section matching network with
values of

19)

, Oun>+1 0>
L, =( )( YL (20)
Oun? 01> +1
Ry = (Rs.. + Ry.0)(Qun> + 1) Q1)

as shown in Fig. 4 where the overall matching network
quality is Qyn = Ly so/(Rs. 1 + Rs.c). For OQyny > 1 and
Qr > 1, we can write L, ~ L. So in the harvester
model with the lossy matching components shown in Fig. 5,
if R, > Rj,, we can still use the method proposed in the
previous section for the design of the matching network.
However, for low input powers, in order to bring the input
voltage level of the rectifier to the optimum input voltage
amplitude (Vg opr), the matching network needs to produce
a large passive amplification requiring a very high value for
R;, according to (8). However, for a lossy matching network,
the passive amplification is given by

Va _l Rin”Rp
Vant 2\/ Rant

where its maximum value is %,/Rp / Ran:- Therefore, if the
maximum passive amplification can not produce a rectifier
input voltage equal or close to V, oy, the single-stage rectifier
can not operate at its optimum efficiency point. In this case,
increasing the number of stages is necessary to reduce the
required passive amplification ratio. This approach is discussed
in Section V.

(22)

IV. RECTIFIER EFFICIENCY AND INPUT RESISTANCE

The following transistor parameters are taken for calcula-
tions in this and the next parts.The transistors have Vrpy =
0.376 V. The transistor sizes are W = 10um, L = 0.13um.
The transconductance factor uC,y = 0.393uA/V2. The
technology current I, = ZMCuxn¢t2 = 0.707u A, the substrate
factor n = 1.29. The thermal voltage ¢, = 25.9 mV. All
calculations are prepared for the temperature of 300°K. If the
rectifier’s output current (load current) is known, the input
current and consequently the input power of the rectifier
can be calculated using the charge-conservation principle
[26]. Nevertheless, for battery-loaded rectifiers with unknown
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Fig. 4. Impedance matching network series-to-parallel and parallel-to-series
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Fig. 5. An RF energy harvester model with a lossy matching network.

output currents, the charge-conservation principle can not be
used for the calculation of these parameters. For a battery-
loaded rectifier, the calculation of io (f)’s DC component (e.g.
average current), Ioy pc, which is charging the battery can be
found in Appendix A. The calculation of the first harmonic
amplitude I;;, 1 for the rectifier input current i;, (¢) can be also
found in Appendix A.

If the DC value Iry pc of the current iy (¢) is known then
one finds the power Pj,q4 supplied to the load, i.e., to the
battery as

Pioaa = Vo - by, DC (23)

It is assumed here that I pc is chosen in accordance with the
inversion level in the rectifier transistors. The power supplied
to the rectifier can be calculated as

Pin = %Iin,lva (24)
where [, 1 is the first harmonic amplitude for the input
current i;,(¢). It is worthwhile to notice that the input power
in simulations is calculated in a similar way, except that
averaging is provided for many periods. Then, when V, is
constant, the calculations become similar to the calculations
of the current’s first harmonic. When Pj,,4 and P;,, are found,

the rectifier efficiency is calculated as

Pioad
P in
Depending on the operation range of transistors we obtain the
following results:

(25)

Nrect =

A. Strong Inversion Operation

Using the pertaining results of Appendix A, one obtains that

P _ 1y W Vo L(Va2 + 2Van?
load.S1 = 5— Z,Sl(f) o[(Va™ +2VeNT)xst

——— Simulation (N=1)
60 | = = = Calculation (N=1)
=t Simulation (N=2)
= # =Caleulation (N=2)

50

10 -

0 - . I
0.2 0.4 0.6 0.8 1 1.2 1.4

Fig. 6. Rectifier efficiency as a function of its input voltage amplitude for
N=1andN=2(V,=1V).

—4V,Vpy sinxs;+0.5V, > sin2xs;]  (26)

where Vpy = V,/2N + Vrg and x5; = cos_l(‘%’v). The
input power can be calculated as

Piy st

2N W 5
= —Izs1| ) VulV; (sinxsy
T L

1
5 sin 2xgy) + VI%N sin xs;]

27

1 .
—3 sin® xsp) — V,, Van (xs1 +

Then the rectifier efficiency can be calculated as
[(Va? +2Van2)xs
1V, —4V,Vpysinxss + 0.5va2 sin 2xg7]
ect, SI = 7T - :
Trect SU= 4NV, [Va2(sinxss — (1/3) sin® x7)
—V,Ven(xsr + 0.5s8in2xg7)
+ Vg2 sinxg/]

(28)

It is noticeable that the only transistor parameter which is
important for the calculation of this plot is the threshold
voltage.

B. Moderate Inversion Operation

In the case of moderate inversion, the amplitude V, =
Vo/2N + Vrg + AV,, where 0 < AV, < 5¢;. Then, using
the results obtained in Appendix A one obtains that

Va—VpnNn

1 w Tidy
Proad,mi1 ~ =1z miVo | = ) e
T L

x (Vg = Ven)xmr (1 —

xmr?) (29)

V.
12n¢,
where x)s; is the angle of conductance in radian form which
can be written as:

\%
$) (30)
Vey + AV,

and the calculation of input power gives the result

XpMI = cos™! (

Va—VpnN

2N w T
Pinmr = —IzmiVa|—)e
T L
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Fig. 7. Rectifier input resistance as a function of input voltage amplitude
forN=1and N =2.(V, =1V, W, =T75um).

Va
12n¢,

These two ex[%/ressions give an unexpectedly simple result
1 Vo

Y75 B E10)

x (Vg — Ven)xmr (1l —

Nrect, M1 = ANV, "

But by using the equation V, = V,/2N + Vry + AV,,
it can be shown that the minimum amplitude for this regime
is V, = V,/2N + Vrpg. This value provides the maximum
efficiency at medium inversion, given by:

Vo/2N
(Vo/zN) + VTH
For a 1-stage rectifier, this results in 9yecr max,. 1 = 0.57 at
V. = 0.875 V, while for a 2-stage rectifier, the efficiency is

Nrect.max. M1 = 0.4 at V, = 0.625 V. These values can be
verified using Fig. 6.

(32)

Nrect,max, M1 =

C. Weak Inversion Operation

In case of weak inversion operation and for V,, = (V,,/2N)+
o VTH

1 w
Proad,wi =;IZ,WI — |V

L
n(Va=Vo/2N)=Vr f Vaxwi? _Yru
X | e néy (1 — —) —e T | xwy
69,

(33)

This expression shows that Pj,.q ws can be negative. This is
because this expression takes into consideration the reverse
current. Then, the calculation of the input power gives

2N w (e—DOVry
Pipnwr = —1Izwi T Vee "0 sinxwyg
T

Taking into consideration the inverse current one obtains

(34)

(na=O)Vr gy _Vru
L Vole ™ —e¢ "™ )xwil
nrect,WI = mv (na—)Vr g (35)
4 [6 néi Sian[]

This result shows that 1., ws is slowly increasing with an
increase of o being always less than n.ecr max.m1, 1.€., the

value given by (32) is, indeed, the maximum efficiency of the
rectifier at moderate inversion.

Figure 6 shows the rectifier efficiency for a 1-stage and
a 2-stage rectifier operating in the regions of weak, moder-
ate, and strong inversion. The results are well-matched with
simulation results.

The rectifier input resistor can be calculated using:

Va

Iim
where [;,1 depends on the operation region of transistors. The
detailed calculation of this current for different regimes is

given in Appendix A. The first harmonic of the current i;; (?)
for strong inversion can be obtained from:

Rin = (36)

3

: 1 .
Lint.s1 = —1Iz.51(—) x [V, (sinxs; — = sin® xs7)
T L 3

1 . .
—VaVan (xsr + 5 sin 2xs57)+VpnZsinxss].  (37)

Additionally, the first harmonic of the current for the moderate
inversion can be derived as:

4N AN
Lmimr = —1Izpmi\—)e
T L

Va
1 2n¢) t

. Finally, the weak inversion input current’s first harmonic is:

4N w
Limiwi = —1Izwi| —
T L

n[Va—Vo /2N)1-VTH
e n ey

X (Vg — Vgn)apr (1 — xmr®). (38)

v. | 2xwi cos xwi+ ]]
X 3 X “

sin xwy — 5% .

WL 29, |: (xwi1Z — 2) sinxwi
_VYruy .

—e "% sin xwi

(39)

Fig. 7 illustrates the plot of R;, = I‘_/“l for a 1-stage and a

2-stage rectifier, as well as the simulation results. This plot
shows that the calculated and simulated results are close and
confirms a strong dependency of the input resistance on the
applied voltage amplitude.

V. MULTI-STAGE HARVESTER DESIGN

As discussed in Sub-section III-B, for low input power
levels it is not possible to operate a single-stage rectifier at its
optimum efficiency point because of the losses of the matching
network. In this section, we discuss the design of a multi-stage
rectifier to achieve maximum overall RFEH PCE.

The first step is to understand the effect of the number of
stages on the efficiency curves of the rectifiers. An N-stage
rectifier has 2N rectifying devices to convert the RF energy to
the charging current of a battery. Fig. 8, plots the efficiency of
a single-stage, two-stage and three-stage rectifiers as a function
of their input voltage when they are loaded with a 1-Volt
battery. As can be seen, the optimum input voltage amplitude
that produces maximum efficiency shifts to lower voltages as
the number of stages increases. This indicates that a lower
passive amplification is required to operate at the optimum
efficiency point of a multi-stage rectifier than that is required
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Fig. 8. Maximum achievable efficiency for different number of stages
(Vo =1V).

for a single-stage rectifier. Although the maximum achievable
efficiency is lower, it is inevitable to increase the number of
stages for the low input power levels to achieve the highest
possible PCE at low input power levels.

If the input power is reaching such low levels that we can
not operate at the optimum efficiency point of a single-stage
rectifier because of the limited passive amplification, we may
have to use rectifiers with more stages to obtain the highest
possible PCE. If the passive amplification can not produce
the optimum input voltage of a single-stage rectifier (Vi opr1)
but an input voltage amplitude can be produced that the effi-
ciency of a single-stage rectifier is higher than the maximum
efficiency of a two-stage rectifier of 902 (Vo > Vaiowl)s
a single-stage rectifier must be used. Otherwise, if the maxi-
mum achievable rectifier’s input voltage is less than Vj jouw1,
a two-stage rectifier must be used where its input voltage
amplitude is set to V, ,pr2 assuming a rectifier’s input voltage
at that level can be generated by the lossy matching network.
If the passive amplification can not produce the optimum input
voltage of a two-stage rectifier (V, opr2) but an input voltage
amplitude can be produced that the efficiency of a two-stage
rectifier is higher than the maximum efficiency of a three-stage
rectifier of Nmax3 (Va > Va.iow2), @ two-stage rectifier must be
used. Otherwise, if the maximum achievable rectifier’s input
voltage is less than V o2, a three-stage rectifier must be used
where its input voltage amplitude is set to V, 453 assuming
a rectifier’s input voltage at that level can be generated by
the lossy matching network. The proposed design method is
illustrated in Fig. 8 where the design regions for single-stage,
two-stage and three-stage rectifiers are identified based on
the maximum achievable rectifier input voltage. Furthermore,
the design regions and corresponding efficiencies are listed
in Table I. This design strategy can be extended to a higher
number of stages if needed.

In some cases, it may be necessary to shift from a
single-stage to a multi-stage rectifier design when technologi-
cal constraints hinder the size of transistors or the availability
of required passive components. This becomes especially
important when dealing with ultra-low input power, where
the passive amplification ratio is high, resulting in large
input resistance. Due to technological limitations, the required
device width may sometimes be too small to be realized,

TABLE I

INPUT AMPLITUDE RANGE AND MAXIMUM ACHIEVABLE EFFICIENCY FOR
DIFFERENT NUMBER OF STAGES OF RECTIFIER

Number of Input Amplitude Maximum Achievable
Stages Range (Volts) Efficiency Range (%)
1-Stage Va,lowl » Va,optl) (Mmaz2 » Mmazl)
2'Stages (Va low?2 s Va,opt2) (nmaacS 5 nm,aacQ)
3-Stages Va,low3s » Va,optS) (Mmaz4 s Mmaz3)

making the use of multiple stages necessary. Therefore,
to achieve the desired performance, a multi-stage rectifier
design may be the ideal solution.

VI. HARVESTER DESIGN NON-ITERATIVE STRATEGY
AND DESIGN EXAMPLE

In this section, we will provide a design example for a
battery-loaded Dickson charge pump in TSMC 130nm CMOS
process for the available input power (P,, = —15d Bm). Based
on the method we provided in Section II, these steps are
followed:

In the first step, the efficiency of the rectifier (1,¢c) as a
function of its input voltage amplitude (V,) is plotted using
both simulation and calculation which is shown in Fig. 6.

In the second step, the optimum input voltage amplitude
(Va,opt) should be determined. Based on the analysis in
Section 1V, the theoretical choice of V, ., corresponds to
the beginning of moderate inversion. Yet, practical consid-
erations such as process, voltage, and temperature variation
may require some adjustments. Table II shows the result of
temperature Monte-Carlo simulation for different operation
regions, weak, moderate and strong inversion at four process
corners. This table indicates that if the transistors are operating
at the beginning of the strong saturation region the efficiency
is, indeed, slightly reduced but the spread of this parameter
around the average value is essentially lower than for other
inversion regions. Hence, we are proposing to choose an
optimum value for the input voltage amplitude that is slightly
higher than the input voltage calculated in (32) for minimum
PVT variations. The suggested V, ,p, can be expressed as:

Va,opt - (Vo/z) + VTH + AVTH (40)

where AVrpy is 0.3 to 0.4 of Vrp. In this design example,
the optimum input voltage amplitude for TSMC 130nm CMOS
process is calculated as: Vy opr = 0.975 V.

As the third step, the required input resistance (R;p req) that
produces V, opr = 0.975 V at the input of the rectifier for the
given available input power (P,, = —15d Bm) is calculated
using (13) which will result in R;p req = 30kS2.

The fourth step is to find the widths of the rectifying devices
that make the input resistance of the rectifier equal to Ry req =
30k<2 at V, = 0.975 V either using the closed-form formula
in (37) or the simulation result in Fig. 9. So the width of the
rectifying devices is W,,; = 1.42um and the input capacitance
is Ci, = 6fF as shown in Fig. 9 or using the closed form
equation of the input capacitance in [20]:

\% \%Z 2
M)—WLCOX)

1
Cin = N(— cos™!(
Y a,opt 3

+NWCox + WEC; +2(W + E)Cjsy) 41

The final step is to design the matching network for to match
the input impedance of the rectifier calculated in the previous
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TABLE II
RECTIFIER EFFICIENCY SPREAD FOR DIFFERENT REGIMES
Inversion Regime Weak | Moderate | Strong
Min 38.6 422 45.1
Average 48.6 52.1 47.2
Max 53.2 60.1 49.5
Standard Deviation 6.2 7.1 2.2
40 60

Rm (Simulation)

— = .R, (Calculation)
—— Cm (Simulation)
- .Cm (Calculation)

(k)

in

R.

W (u m)

Fig. 9. Rectifier input resistance and capacitor as function of devices’ width
(prepared for V; = 0.975 V, N=1 and V,, = 1V).

steps to R, = 50L2. The matching network elements values
will be C,, = 133fF and L,, = 212nH.

Using the design parameters computed in the above steps,
the calculated and simulated RFEH efficiency is 50% and
48%, respectively, clearly showing that the proposed direct
method can find the optimum design parameters to obtain the
maximum efficiency while it is not computationally expensive.

VII. COMPARISON AND DISCUSSION

In this section, we provide a fair comparison between our
direct method, blind search and the optimization methods,
and the methods proposed by [17] and [20]. All transient
simulations are performed with similar step sizes until the
output of the harvester settles down. In the blind search, the
search is performed for the values of W with a step size of
0.5um ranging from 0.5um to 20um that creates 40 steps,
L,, with the step size of 5nH ranging from 10nH to 260nH,
that creates 50 steps and C,, with the step size of 5fF ranging
from 1fF to 100fF which creates 20 steps. In this method,
the simulation must be performed for each sets of parameters
(W, L, Cp,) requiring 40,000 simulations, and then the results
of all simulations must be compared to find the parameter set
that produces the maximum efficiency for the RFEH. In the
optimization method, the search space remains the same as
the one in the blind search method. It should be noted that
the result of the optimization is different depending on the
initial values of the parameters and the applied optimization
algorithm. To produce a reasonable estimate for the number
of the simulations needed to obtain the maximum efficiency,
the built-in optimization engine of Cadence IC 6.1.8 is utilized
with 20 different initial values. The average iteration number
required for the optimization method to converge is calculated
to be around 1200 iterations.

Utilizing the iterative method mentioned in [17] with the
same values and step sizes, leads to an average of 850 iter-
ations for getting the maximum efficiency. The reason for

2.2.dBm Recfifier’ (Wn=75/im)

33 dBin Rectifier (W n=20pr)
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Fig. 11. Proposed PCB setup for experimental verification.

getting better result in this method in comparison to the
optimization is that in [17], the optimization is divided into two
separate phases. First, the parameters of the rectifier are opti-
mized in the iterative method and then the matching network’s
components’ values are optimized iteratively. However, if the
optimization in each step has to be stopped without getting
the maximum conversion efficiency, the optimization process
must start from the first step. Thus, in spite of having fewer
iterations, this method is still computationally expensive.

To implement the method in [20], first the efficiency contour
plots over the width of the rectifying devices must be obtained
using transient simulations. If the resolution is similar to
previous methods, 40 transient simulations must be done for
each power level. However, in each simulation, a matching
network must be designed. Utilizing optimization methods for
designing matching networks need 20 iterations on average.
So, this method leads us to 800 simulations which are better
than previous methods but still computationally expensive.

In our proposed method using closed-form formulas as
discussed in the previous section, the maximum efficiency is
obtained and no simulation is required.

If we want to utilize our proposed method using simulation,
in the first step 30 transient simulations must be done to
calculate 7n,.s as a function of V, (with the steps of 0.05V
from 0.5V to 2V) to obtain V, ,p,;. These simulations can be
reduced by applying the optimization methods. Then, another
40 transient simulations must be done to find the W that
produces the required R;, at Vj op, to find W,p,, which leads
to the total of 70 simulations. The results are summarized in
Table III.

VIII. EXPERIMENTAL RESULTS

To verify the proposed method, three single-stage NMOS
rectifiers with rectifying device sizes of 20um/130nm,

Authorized licensed use limited to: UNIVERSITY OF ALBERTA. Downloaded on February 01,2024 at 16:31:42 UTC from IEEE Xplore. Restrictions apply.



142

IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS—I: REGULAR PAPERS, VOL. 71, NO. 1, JANUARY 2024

TABLE III
COMPARISON BETWEEN DIFFERENT DESIGN METHODS

Design Blind | Optimization | Iterative | Non-Iterative | Proposed Method | Proposed Method
Method Search (Built-In) [17] [20] (Simulation) (Calculation)
Number of Simulations | 40000 1200 950 800 70 0
TABLE 1V the calculated values of the matching network’s components,
PCE AND COMPONENT VALUES FOR PROPOSED HARVESTERS the actual values used in the measurements and simulations
AT VARIOUS INPUT POWER LEVELS (chosen from available components with the lowest deviation
- -3.5dBm 2.2dBm 5.2dBm p h leulated val d th d effici
n (Wn=20 um) | (Wn=75um) | (Wn=150um) rom t'e caleu ated values), and t e reported efficiency at
Lm (Calculation) 46nH 27nH 15nH the desired input power level. The discrepancy between the
Lm 47nH 27nH 15nH : : 3 :
redicted efficiency and the measured and simulated efficienc
(Simulation & Measurement) (Q=73) (Q=82) (Q=87) P y . Y
Cm (Calculation) 31T ST T.93pF is less than 5%. The difference between the model and the
Cm 800fF 800fF 1.8pF simulated and measured results is mainly due to the fact that
(Simulation & Measurement) | (Q=1000) (Q=1000) (Q=700) the matching network’s components do not have exact values
PCE (Calculation) 51% 51% 51% . .
PCE (Measurment) 6% 7% 9% as the calculated ones and their loss decreases efficiency.

e Simulation (Wn=20um)
= = = Measurement (Wn=20um)
= Simulation (Wn=75um)
4 Measurement (Wn=75um)
A Simulation (Wn=150um)
Measurement (Wn=150um)

60 [

PCE (%)
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Fig. 12. Comparison of simulated and measured efficiency for the proposed
harvesters at various input power levels (V, = 1V).

75um/130nm, and 150um /130nm, which are optimized for
input available power levels of —3.5 dBm, 2.2 dBm, and
5.2 dBm, respectively, are fabricated using TSMC’s 130 nm
CMOS process as shown in Fig. 10. The proposed design
method described in this paper is used to find the optimum
transistor sizes and matching component sizes for each power
level. The chip is mounted on a printed circuit board (PCB)
with an FR4 substrate (die-on-board), as shown in Fig. 11.
To design a low-loss matching network, the matching net-
work’s inductors are selected from CoilCraft™ ceramic chip
inductors that have a typical quality factor range of 38 to
150 for inductor values ranging from 1.6 nH to 390 nH
at 915 MHz. Additionally, the matching network’s capacitors
are selected from Johanson Technology™ multilayer high-Q
capacitors with a typical quality factor range of 100 to 3000 for
capacitor values ranging from 0.3 pF to 10 pF. The output
efficiency of the proposed harvester is measured using a
KEITHLEY™ 236 Source Measurement Unit (SMU) with
the output voltage set to 1.0 V emulating the behaviour of
a 1V battery, which is capable of measuring current with
nanometer accuracy. The harvester’s input is connected to an
Agilent™ N5181A MXG RF Analog Signal Generator, which
generates the desired input available power. Table IV shows

Fig. 12 shows a comparison between the simulated efficiency
and the measured efficiency for different power levels, demon-
strating that the proposed non-iterative design method can be
effectively used for the accurate design of integrated RFEH.

IX. CONCLUSION

In this paper, a non-iterative method for the design of RFEH
systems is proposed that significantly reduces the number
of simulations required for finding optimum design values
to obtain maximum power conversion efficiency at a given
input power level. In this method, an optimum rectifier’s
input voltage level is found independently from the matching
network’s components’ sizes to maximize the efficiency of the
rectifier, and then a proper matching network is designed to
match the input resistance of the rectifier at its optimum input
voltage level to the antenna’s output resistance. Analytical
models for an N-stage rectifier’s input resistance and efficiency
are developed to further accelerate the design process. It is
also explained where it is required to increase the number
of stages of the rectifier to more than one if the optimum
input voltage amplitude can not be generated for a single-stage
rectifier because of technology limitations, low-quality factor
of matching components or unavailability of matching network
component with the desired sizes. The required number of
simulations in the proposed method is significantly lower
compared to those of the previously reported design methods
confirming the efficacy and the speed of the proposed method
for the design of RFEH systems. The efficacy of the proposed
method has been validated by experimental results.

APPENDIX A
ANALYSIS OF AN N-STAGE RECTIFIER

The electronic circuit of an N-stage Dickson rectifier for
the considered case is illustrated in Fig. 13. It includes 2N
transistors, M1, Ma, ...., Man_1, MaN and each in the diode
connection. The body of the transistor is connected to the
transistor drain. The capacitors C;,,  which are connected
to the input sinusoidal voltage v, () = V, cos wt are assumed
to be sufficiently large. Also, the capacitors Cy, ,  which are
connected to the ground are assumed to be sufficiently large.
The DC voltage source V, to which this rectifier is connected
should absorb the DC current provided by the rectifier in the
normal steady-state operation. We consider that this rectifier
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Fig. 13. An N-Stage rectifier loaded by a voltage source.

operates in the steady-state condition. It is assumed that all
of the rectifying devices are identical, and the body effect
is neglected. Then the voltage at the midpoints as shown in
Fig. 13. V), includes a DC component Vy, = Vo.ﬁ, so that
in the absence of input voltage (i.e., v, (#) = 0) both transistors
have equal negative drain-source voltages vy, (1) = Vg5, (t) =

. = Ugs,y () = —V,/2N, which defines a small negative
(i.e., inverse) current Iy, = I, = ... = Iy, = —Ip of the
drain currents i1, 2n(?).

Let v,(t) = V,coswt is present. The voltage vy, (t) =
V,.i/2N + V, coswt. Then, during the “positive” semiperiod
of the input voltage, the currents i>(¢), i4(¢), ..., ian(?) start to
change from negative to positive values, and when vy, _, (¢)
becomes equal to V,, the drain-source voltage of My
becomes equal to zero, and the current ipn () becomes posi-
tive. Further increase of the input voltage results in the positive
values of this current. It is during this period the current ioy (¢)
flows “into” the voltage source V,, i.e., supplies power to
this source. When the voltage v, (¢)drops down to the value
of V,/2N the current ipn(¢) becomes equal to zero again.
We consider that for negative values of the input voltage
the current iy (¢) has negative values equal to Iry, = —I.
It varies as well, but this is reverse current, and we neglect this
variation. The currents i1(¢), i3(¢), ..., ioy—1(¢) has the same
shape as iy (t), ia(t), ..., ioy(t) but with the semiperiod time
domain shift. The exact shape of the positive pulse of ion ()
(and ioy—1(t) as well) depends on the degree of inversion
(see the consideration below). The DC value Iy pc of the
current ip (¢) defines the power supplied to the source V. The
first harmonic /;,,1 of the current i;,, = N (ion(¢) — ian—1())
allows to evaluate the resistive component of the rectifier input
impedance. It can be also used for an approximate evaluation
of the rectifier input power (as it is done in many simulation
programs). We will consider that the input voltage amplitude
starts from this maximal value, and gradually decreases.
The transistors are gradually moving from strong inversion
operation via moderate inversion to weak inversion and we
calculate the rectifier parameters for these regimes. Our goal
is to obtain the expressions for Iry pc and I;; 1 (for different
transistor regimes) because these values are necessary for
calculation of the rectifier efficiency 7,.; and the rectifier
input resistance R;,.

A. Strong Inversion Operation

The drain current of My, in strong inversion operation,
is described by the dependence

w
ian,s1 = Iz,s1 (—) (vGsan — VTH)2 (A1)

L

where 17 51 = “ZC,;’* and vgson (1) = Vycoswt —V,/2N. Let
us denote Vgy = V,,/2N + Vrpg. Then the drain current, as a

function of v,(t) = V, coswt can be rewritten as

ian,s1 = Iz,s1 (%) (Vacoswt — Vpy)? (A.2)
Neglect the time intervals where the transistor is in moderate
inversion and consider that it operates directly in strong
inversion for the values of V, coswt > Vpy. Then the borders
of strong inversion operation, in radian measure, are defined as
—wts; <wt < wtsy, where wtg; = xg57 = cos™! (V‘g;aN) and

the smallest positive value of cos™! x is taken. This transition

to radian measure is convenient for the calculation of the
mentioned values.
In particular, the DC value of the current ioy (¢) is equal to:

1 [is1
by.pc,si = = irn,s1dt
r —Is1
=— Iz,51(=) (Vqacosx — Vpy)~ dx
2 )y, L
(A3)
Doing routine calculations, one obtains
by, pc,si = =—1z,5s1(=)(Va” + 2VBNT)xs1
2 L
—4V, Vg sinxs;+0.5V, 2 sin2xs;]  (A.4)

If, in the current i;,(t) = N(ian(t) — ian—1(t)) = Nicy (@),
one is neglecting the influence of the inverse diode current and
consider that i;,(¢) can be obtained by addition of the pulse
given by (A.1) and the similar pulse taken with negative sign
and shifted by & radians, then the first harmonic of i;, () can
be calculated as

372
Iin1,s1 = N(— lin,s1COSXdX)
T J-n/)2
ON [
= — 2N, s1cosxdx (A.S5)
T J—xsr

Or, using (A.2)

ON [
Lini,s1 = —
—XSI

w 2
IZ,SI Z (Va COsSXx — VBN) cos xdx
(A.6)

Taking into consideration the symmetry of the current pulse
and doing the routine calculations, one can find that

AN W\ o (.
lin,s1 = 712,51 T [Va~(sinxgy — 3 sin xsr)

1. .
—VaVan(xsi + 5 sin 2xs1)+Vpy2sinxsi] (A7)

B. Moderate Inversion Operation

When the amplitude V, is reduced to the values close to
Ven = V,/2N + Vrp, the transistors start to operate in the
moderate inversion regime. We will describe the drain current
of ipx () in this regime by the dependence (see Appendix B)

YGSAN—VTH

: w
lZN,M[(t) ~ MC0x¢t (—) (e 2n¢;

-V
2 ) (vgs,2n TH)

(A.8)
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Introducing Iz p; = nCox¢; and using vgs.1 = V,coswt —
Vgy one can write that

W Vacoswt—Vpn
ionm1(t) =1z m1 (f) (e 2 ) (Vacoswt — Vgy)

(A9)

In this case of moderate inversion, the amplitude V, cos wt =
Ven + AV,, where 0 < AV, < 5¢;, and the duration of
the current pulse (in radian measure) obtained using (Vpy +
AV, ]coswityr = Vpy, results in

(A.10)

\%
wtyr = xyr = cos™! ($)
Ven + AV,

Hence, the current described by (A.9) is a narrow pulse with
the time duration limited by —wty; < wt < wtp . The DC
component of this current can be calculated as

I _ ! I W
N.DCMI = Sz M\

XM 1 Vgcosx—Vgn
X / e 21 (Vscosx — Vpy)dx
—XMI

(A.11)

To simplify the calculations, we make the approximation
Va cosx—Vpn

cosx ~ 1 —(x2/2) in the function e~ 2% . This results in

1 Va—VpNn
Dypemr = —Izmr|—)e >
2w L
AMI g2
X / e Mo (Vycosx — Vpny)dx (A.12)
—XM 1
. . — Zﬂif v, X2
~ _ a
Now one can use the approximation e & = 1 Ingy -

Substituting this expression in (A.12) and using symmetry one
can write

1 w Ya=VBN
Dypemr = —=Izmi\—)e %
T L

XM I Vax2
X / (11— Y(V,cosx — Vgy)dx
0 0N

(A.13)

Now the integration can be done. In the final result we are
using the approximation sinxy; & xpr7. This gives

Va—V,
N WY e
Dhy.pemr = —Izmr | )e
T L

x (Vg — Vpn)ap (1 —

Va

12n¢,

xur?)  (A.14)

Similar set of approximations is used for the calculation of the
first harmonic of the input current i;, (¢)

1 w
Lini,m1 =2N[=1Iz mi (—)
T L
XMI  Vgcosx—Vgy
X / e 2 (Vacosx — Vgy)cos xdx]
—XMI

(A.15)

Using the approximation cosx &~ 1 — (x2/2) in the function
Va cosx—Vpn 2 2
PR e Vax
. 4ne;
one obtains

4N w Va—VBN
Linimr = —Iz i | — e ¥
T L

XMI Vaxz
X / (1 - )(Vycosx — V) cos xdx
0 4ngy

—Vax

, then e ¢ =~ 1 —

and, finally, symmetry

(A.16)

The integration can be finished now. We give the final simpli-
fied result

4N A
Lnimr = —Izur | —)e
T L

x (Vg — Ven)xmr (1 — xur?) (A7)

_Ya_
12né,

C. Weak Inversion Operation

When the amplitude V, is reduced to the values below
Ven = V,/2N + Vrp, the transistors start to operate in the
weak inversion regime. The drain-source voltage of the tran-
sistor conducting positive current should be positive, hence,
we assume that

V, = (V,/2N) + aVry (A.18)

where 0 < o < 1. Since weak inversion operation involves
small currents, we will take into consideration the reverse
current. The drain current of the NMOS transistors biased in
weak inversion is given by the EKV model [27] as

W\ Yes—Vru ( _Vsp _VYpp
IDZIZ,WI Z e "¢ e ¢ —e &

where Iz w; = ZMC,,an),z. We also will take into consid-
eration that in our circuit the drain and bulk are connected
together, i.e. Vpp = 0. Then, the relationship (A.19) becomes

W\ Yee—Vru ( _Vsp
ID:IZ,W[ Z e né e 4% —1

Besides, the diode connection imposes Vgp = 0 and —Vgp =
Vps = Vps. Then (A1.23) can be finally rewritten as

w "Vps—VrH W _Vru
Ip =17 wir 7)e o — Iz wi 7 )e T

(A21)

) (A.19)

(A.20)

=Ipf—Ip,

where Ip y is the forward current (i.e., flowing from drain
to source) and Ip , is the reverse current (i.e., flowing from
source to drain). But for i;(¢#) one has Vps = V,coswt —
(V,/2). The drain current in this regime will be

. w
ionwi(t) =1z wi | —

L
n[Vg coswt—=(Vo /2N)1-Vr g _ Vry
X [e &z —e ] (A.22)
remembering that Vps = [(V,/2N) +aVry|coswr —

(V»/2) = 0. Introducing the normalized variable x = wt one
finds the conduction borders

1 Vo/2N
(Vo/2N) +aVrH

Xw] = wty] = COS ™ (A.23)
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Now one can calculate the DC current

1 w
Dhy.pcwr = —Izwi | —
T L

XW 1 n[Vq cos x—(Vo 2N)=V jy _Vry
X / e Xz —e "9 tdx
0

(A.24)

The familiar approximation cosx ~ 1 — (x2/2) results in

1 w
Ly pewr = —=Izwi | —
T L

W1 n[Va cosx—(Vo/2N)1-Vr gy _Vry
x/ e net —e nét
0

(A.25)

This result can be approximated by

hy.pc,wi

_1, W
_j'[Z’WI 12

nlVa—WVo/2N) =V gy XWI o yux? _Vru
X e nfr |:/ e 2 dx —e " xyy
0
(A.26)
which finally gives
DLy .pewi
B 11 w
A
1lVa—(Yo/2N)1-Vr g V.oxwr2 _ Vry
X |:€ ney (1 — a—VVI) —e ndr j|xW1
6¢:
(A.27)

The calculation of the input current first harmonic amplitude
follows a similar procedure. In the expression

4 w
Limiwir = N[=Izwi | —
T L

XW 1 n[Vacosx—(Vo/2)1=VrH _ —VrH
% e n oy —e "¢ |cosxdx]
0

(A.28)

one makes two successive familiar approximations and obtains

4N w
Lmwir = —1Izwi | —
T L

nVa—o/2N)1=Vry 2
e VI - V;(; ) cos xdx

X
_VYru

—e "9 sinxw g

(A.29)

The integration gives

4N w
Imiw1 ~ —Izwi| —
T L

nVa—Vo/2N)1-Vr g

e n ot
s s sinawy — Va 2xw12cos xw1.+
2¢; (XWI — 2) SIN Xwi1
_Vru
—e "% sinXwi

(A.30)

APPENDIX B
NEW MODERATE INVERSION MOSFET MODEL

The following approximations for the drain current are
frequently used [28]:

w Ves—VTH
Ip(WI) =1z, wi (f) (e £z )

W Vos—vrr \ 1
Ip(WI —SI) =1z w; f In{l4+e 2% (B.2)

w 2
Ip(ST) =175/ T (Vs — Vrw)

(B.1)

(B.3)

for the weak inversion, moderate inversion, and strong inver-
sion correspondingly. Here Iz w; = ZMCoanb[zwhere ¢ =
(kt)/q 1is the thermal voltage, Vrpy is the threshold voltage.

2
2Coni” _ 1 (1Cox ) - AJ] other symbols

The current Iz 5; = aney? 2\ )

have their usual meanings. The substrate factor n may be
approximated as [17] n = 1 + [y/ (ZQ/VSB + 2¢F)]Where y
is the body-effect factor and ¢ris the Fermi voltage. In the
models (B.1), (B.2) and (B.3), all voltages are taken with
respect to the source. It is easy to see that the model (B.1)
is obtained from the model (B.2) using approximation In(1 +
x) ~ x for small values of x, and the model (B.3) is obtained
from the model (B.2) using approximation In(1 4+ x) ~ Inx.
The models (B.1) and (B.3) allow one to do, say for the
variable Vg, a small and a large signal analysis. It is not so
for the model (B.2). If the small signal analysis can be done,
as it was mentioned above, the large signal analysis requires
modification of model (B.2). One such modification was also
mentioned above. Here we propose another modification of the
model (B.2). Using the approximation In(l1 + x) & +/xInx,
one can write:

Vas—V: 2 Vos—V: .
In{1+e ngd)tTH e G%nd)tTH —VGS VTH (B4)
2n¢y

The reader may verify that, indeed, for 1.5 < x < 2 this
approximation is valid within 10%, and this is sufficient to
consider it for modification of the model (B.2). Substituting
this approximation in (B.2) one obtains

Ves—VrH

w
Ip(MI) ~ uCox¢py (—) (e 2n e

7 ) (Vos — Vry) (B.S)

This is the expression which we are using here (in (A.8)) as a
model for the drain current for transistor operating in moderate
inversion and deep saturation.
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