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Abstract—The performance of nanoscale semiconductor tech-
nologies has become susceptible to high temperatures and aging
phenomena. While guard-bands have conventionally been used
to combat degradation-induced timing violations, approximations
have recently been leveraged to compensate for degradations
in lieu of adding timing guard-bands, without a loss in per-
formance. However, only simple approximation techniques such
as truncation have been considered in prior work. In this
paper, a wide range of approximate arithmetic circuits including
adders and multipliers using various sophisticated approximation
techniques are investigated to cope with aging- and temperature-
induced degradations. To this end, approximate circuits are
first characterized for their delay increase under degradations.
With this, we then determine the approximation level required
to compensate for guard-bands under different degradations.
Degradation-aware logic synthesis results show that the simple
use of truncated arithmetic circuits leads to a higher quality
loss compared to using other approximate circuits. However,
a truncated multiplier has the lowest error distance towards
a reliable operation in 10 years. The approximate multipliers
with configurable error recovery are most suitable when the
level of degradation is higher, e.g., at a temperature of 70 ◦C.
The characterization of degradation at the circuit level is then
used for design exploration at the architecture level without the
need for further gate-level simulations. For three different image
processing applications, experimental results show that guard-
bands can be mitigated while maintaining an output result with
a high visual quality.

Index Terms—Approximate computing, arithmetic circuits,
performance and reliability, negative bias temperature instability.
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S INCE the prediction of Gordon Moore in 1965, the scaling
of transistors has brought significant gains in perfor-

mance and power-efficiency [1]. However, transistors have also
become more susceptible to various kinds of degradations,
which affect the reliability of a circuit over its lifetime.
These degradations, typically caused by process, voltage and
temperature (PVT) variations, generate performance variability
and thus jeopardize the correct operation of an integrated
circuit. Specifically, device aging and temperature phenomena
have become a real concern for the reliability of nanoscale
CMOS devices (with a feature size ≤ 45 nm) [2].

Among these phenomena, the aging and temperature effects
alter the threshold voltage and carrier mobility, which in turn
leads to slower transistors. Catastrophic errors occur when the
delay of the logic gates exceeds the clock period. Therefore,
delay guard-bands are commonly added on top of the nominal
critical path delay to avoid timing violation errors. Unfortu-
nately, the circuits are typically over-designed with pessimistic
guard-bands because it is hard to accurately analyze the worst-
case scenarios, resulting in a significant loss in performance.
Designers have proposed different methodologies to optimize
the circuit performance while maintaining the reliability over
its projected lifetime. However, those conventional techniques
significantly increase the overall chip cost due to a higher
area, power or a long simulation time. Since performance and
energy efficiency have become critical aspects of emerging
hardware architectures, a cost-effective design methodology
that guarantees reliability without incurring hardware overhead
is essential in the era of advanced CMOS technologies.

Approximate computing has recently emerged as a solution
to improve reliability due to degradations without adding
unnecessary hardware overhead. The principles of approximate
computing have been explored in arithmetic circuits such as
adders and multipliers to reduce area, energy consumption,
and the critical path delay [3]. While computation errors are
usually not desirable, approximate computing takes advantage
of the fact that many applications, e.g., in image/signal pro-
cessing or machine learning, may tolerate a certain level of
errors as long as the results meet the quality requirement.
Therefore, in error-tolerant applications, approximate circuits
with a shorter critical path delay can be used in combination
with conventional techniques to mitigate degradation effects by
trading off output quality in lieu of adding delay guard-bands.
That is, we can run the chip at the maximum clock frequency
while maintaining a sufficient output quality rather than adding
overhead to the chip for an unnecessarily optimized result.

In prior work [4], [5], [6], the idea of mitigating delay
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guard-bands due to aging or temperature effects via trun-
cation of the least significant bits (LSBs) in the inputs of
an arithmetic circuit was introduced. However, while a wide
variety of approximation schemes beyond simple truncation
have been proposed [7], [8], no existing work has studied
their effectiveness in mitigating delay guard-bands under aging
and temperature degradations. Towards this goal, this paper
represents a significant extension of prior work to make the
following novel contributions:

1) Various approximate adders and multipliers are evalu-
ated in terms of their delay behavior under different
levels of degradations due to aging and temperature
effects.

2) Since different logic exhibit different timing behaviors,
we demonstrate how different levels of precision are re-
quired to sustain reliability when delay-optimized versus
area-optimized design constraints are employed during
the synthesis process.

3) An evaluation and comparison of approximate circuits
is performed to determine which design provides the
best performance towards trading-off guard-bands for a
minimum quality loss in the output, evaluated against the
accurate designs from the Synopsys DesignWare library.

4) A design-space exploration at the architectural level is
introduced to determine optimal approximate compo-
nent to instantiate without the need for running time-
consuming simulations for applications that demand
different qualities. Our simulation results show that
truncation of LSBs is not the most effective scheme
towards guard-band mitigation for high-performance or
low-power applications.

The rest of this article is organized as follows. Section II
discusses the sources of transistor variations and degradations,
and summarizes the most recent work to characterize and/or
mitigate delay guard-bands in digital circuits. In Section III,
the framework to pre-characterize approximate circuit libraries
towards guard-band reduction is presented at the circuit level.
Section IV discusses how by bringing degradation aware at
earlier stages, we could optimize the architectural level for
different hardware requirements. Section V and VI introduces
the experiments and results for the characterizations on circuit
and architecture levels, respectively. The impact of variation
on circuit performance under different levels of degradations
are discussed. Also, the reductions of precision in approximate
circuits are characterized to guard-band the accurate designs
under aging and temperature effects. Finally, Section VII
concludes this work.

II. BACKGROUND

This section presents the sources of performance variation,
aging and temperature phenomena in particular, and introduces
the state-of-the-art design methodologies that have previously
been proposed to improve circuit reliability.

A. Sources of Transistor Variations and Degradations

Historically, semiconductor manufacturers used to employ
the same scaling factor for the supply voltage (SV ) and

transistor length (SL) to increase performance and maintain
the electric field constant. Unfortunately, the simple scaling
of transistor feature sizes appears to have broken down. This
occurs because the supply voltage cannot be scaled down
anymore, or it would fall below the threshold voltage. With
the continuous search to increase performance, the rule of
scaling in semiconductor fabrication changes from (SV = SL)
to (SL < SV ) [9]. As a result, the electric field across the
channel and gate has been increasing in the most recent
semiconductor technologies. With a higher electric field, the
aging phenomena become stronger, which in turn, may break
the gate dielectric. This phenomenon, called time-dependent
dielectric breakdown (TDDB) may result in the total failure of
a circuit. To solve this problem, semiconductor manufacturers
replaced the material employed to build the gate dielectric
layer with a more resistant material (i.e. the high-k dielectric
material) [10]. Despite the probability that a TDDB occurs has
decreased, the employment of such new materials impacts the
transistor characteristics due to other aging phenomena [9].

The most prominent degradations in transistors due to the
use of high-k materials has been categorized as bias tem-
perature instability (BTI) and hot carrier induced degradation
(HCID). BTI and HCID were reported since 1966, but they
only became a significant issue once the gate oxide thickness is
scaled to values lower than 1.5 nm. Since a high electric field
is the key source behind aging induced degradations, carriers,
which are accelerated by the electric field, collide with the
gate rather than moving between the drain and the source
when a pMOS/nMOS transistor is in operation. The collision
degrades transistors due to the charges that get trapped inside
the dielectric. While a vertical electric field over the gate
stimulates the BTI, a lateral electric field across the channel
stimulates the HCID. Both phenomena significantly degrade
the carrier mobility and threshold voltage in the transistors,
thus reducing performance over the transistor’s lifetime [9].

Temperature fluctuations are caused by elevated ambient
temperature or heat due to power dissipation across a chip.
Temperature imposes a design constraint called thermal design
power that determines the maximum amount of heat that the
cooling system can dissipate [11]. Once the temperature starts
rising beyond the limits, the transistor becomes slower due to
reduced carrier mobility and interconnect resistance, which in
turn leads to timing violations [12].

B. Techniques for Coping with Degradations

Timing guard-bands have been commonly used in the past
years for coping with degradations. As transistors become
slow due to the aforementioned degradations, designers can
increase the clock period in such a way that the critical
path delay would be smaller than the clock period during
a circuit’s expected lifetime. Unfortunately, this leads to a
significant loss in performance. Alternatively, a voltage guard-
band can be added on top of the nominal voltage to increase
the transistor’s current and thus the switching speed [13] [14]
[15]. This approach allows us to run the circuit at the highest
performance, but it will also consume more power. Therefore,
in this article, we focus primarily on timing guard-bands.
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The main drawback of timing guard-bands is that they
require analysis of the worst-case scenarios. However, worst-
case conditions are hard to define. On the one hand, it is
unknown if the transistor’s parameters will be shifted during
the process of synthesis, layout, or integration of the whole
chip. On the other hand, it has been recently demonstrated that
the worst-case degradation uniformly applied to each transistor
does not capture the actual worst-case of a cell [16]. There-
fore, the circuits are typically over-designed with pessimistic
guard-bands for conditions that will rarely happen. Based on
these observations, more sophisticated techniques have been
investigated to mitigate the impact of guard-bands in integrated
circuits including, for example, design-time synthesis, adaptive
techniques and, most recently, approximate computing.

1) Design-time Synthesis: To accurately contain/reduce
guard-bands, authors in [17] generate cell libraries to model
aging-induced degradations. These libraries can be employed
during the process of synthesis and timing analysis with
existing commercial tools. The authors demonstrated that
ignoring carrier mobility leads to overestimating guard-bands
by almost 20%. This work is consequently improved in [18]
to characterize the impact of aging on dynamic and static
power. The same authors also proposed static and adaptive
optimization techniques for temperature guard-bands in [19].
Both have been evaluated in five well-known processors,
and experimental results show that delay guard-bands can be
reduced by 22% compared with traditional approaches.

2) Adaptive Techniques: With the increasing demand for
high-speed circuits, a permanent loss in performance even
when degradations have not yet occurred, is not acceptable.
This fact has increased interest in adaptive techniques that
maintain performance while ensuring reliability. For instance,
Sadi et al. present a new framework with self-adaption ca-
pability against aging-induced degradation [20]. This method-
ology uses built-in self test (BIST) to monitor critical paths
in a design. Therefore, the primary step in this framework
was the introduction of automatic test pattern generation
(ATPG) targeting the high-usage critical paths under aging-
induced delay. The BIST mechanism feeds a machine learning
algorithm with the results to predict the aging degradation
state. Predicted results are used to activate a remedy against
timing degradation.

3) Approximate Computing: Most recently, approximate
computing has been employed to mitigate guard-bands at the
circuit level. Using aging-induced approximation [4], Am-
rouch et al. show that aging-induced timing errors lead to
an unacceptable quality drop even for inherently error-tolerant
applications. To address this problem, instead of using delay
guard-bands to sustain reliability, the authors converted aging-
induced timing errors into controllable and deterministic errors
coming solely from approximating and hence reducing the
critical path delay of arithmetic computations. Experimental
results show that truncation of 10 and 3 LSBs is enough
to sustain reliability in a 32-bit adder and multiplier, respec-
tively. In the context of an image processing application, this
methodology not only eliminated delay guard-bands at the
architectural level but also enhances energy efficiency by 13%
with a peak signal-to-noise ratio (PSNR) higher than 30 dB.

Boroujerdian et al. proposed two approaches for synthe-
sizing delay-configurable circuits to overcome temperature
variations and consequently narrow guard-bands [5]. These
configurable circuits minimize quality losses by dynamically
and adaptively applying quality scaling in the presence of
temporary circuit degradations. This approach also takes ad-
vantage of automatic re-partitioning algorithms from the EDA
tools. The first approach consists of duplicating approximate
arithmetic circuits to overcome different levels of temperature
without sharing any resources among them. This approach
accurately sets the narrowest guard-bands for each possible
scenario, but suffers from significant energy and area overhead.
The second approach decreases the energy and area overhead
by sharing the resources among the circuits. Selection of the
appropriate approximate circuits is based on the measurement
of temperature in real time. Results of an IDCT application
show up to a 21% speedup with a PSNR higher than 39 dB
in the output image.

An adaptive technique was presented in [6] to use
truncation-based approximation for the compensation of
aging-induced degradation. This design measures the effects
of aging using a monitoring system in real time. If the result
does not meet the timing requirement, the proposed design
excludes the computation of the LSBs instead of adjusting
the values of voltage or clock frequency. By this means, the
designers guarantee that the clock period is large enough to
perform the computations in the most significant bits (MSBs).
Experimental results, compared to conventional guard-bands
approaches, show an improvement of 21.45% and 10.78% for
dynamic and static power, respectively.

C. Discussion

To cope with the degradations due to aging and temperature
effects, a large number of methodologies have been proposed
to improve hardware efficiency and prolong chip lifetime.
However, most of the methods suffer from energy and delay
overhead. On the other hand, approximate computing has
emerged as another solution to mitigate degradations in lieu
of adding delay guard-bands. However, only the truncation of
LSBs has been investigated so far to overcome degradations,
which cannot show the effectiveness of approximate comput-
ing. Considering that a multitude of dedicated designed ap-
proximate arithmetic circuits have been proposed and studied
recently [21], all these studied circuits have not been evaluated
in the context of reliability and their applicability towards
compensating for degradations. Therefore, a comparative study
needs to be performed in order to determine if there are more
effective approximation schemes beyond just simple truncation
with better trade-offs among error, power, and speed.

III. APPROXIMATE CIRCUIT CHARACTERIZATION UNDER
AGING AND TEMPERATURE EFFECTS

Instead of using timing guard-bands to guarantee reliability,
our methodology consists of converting degradations to deter-
ministic and controllable errors coming solely from an approx-
imate arithmetic circuit. Specifically, an approximate circuit is
characterized by considering possible degradations, to obtain
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the same effective performance as an accurate circuit without
any degradation. This can be understood as maintaining the
performance of an accurate arithmetic component at the cost
of a quality loss in the output. By this means, no guard-band is
required at the component level to maintain reliability during
its lifetime.

The methodology to trade-off degradations for precision
is summarized in Fig. 1. Different from [4], we present
a comprehensive framework using the main characteristics
of approximate computing. The most important steps are
summarized below.

Logic Synthesis: To achieve the optimal performance of
each approximate circuit under different design constraints,
accurate sub-adders are coded in the hardware description
language (HDL) with a high-level description (identified us-
ing “+”) and used as building blocks in the approximate
component. For instance, the final addition for most of the
approximate multipliers at the partial product accumulation
stage uses the “+” operation. This allows re-using the HDL
during the synthesis process when we aim high-performance
or low-power synthesis. By employing this coding strategy
during the design phase and the “compile ultra” option in the
Design Compiler tool, we can obtain a higher quality of results
using aggressive and efficient optimization algorithms from the
Synopsys tools instead of exploring approximate circuits with
different adder tree topologies [22].

Verifying Timing Across Degradations: An exhaustive
timing verification of all possible scenarios is impractical,
and so the use of STA with Synopsys PrimeTime is used
to verify the required timing margin to overcome different
degradations in the optimized netlist [23]. Timing model
libraries are required to provide detailed information about the
cells under different stress conditions. While some technology
libraries include timing models of PVT variations, other timing
models that describe how transistors degrade considering aging
or temperature are publicly available in [24]. The output of
this stage will be an estimation of the required time to avoid
violations in the critical path when the chip is degraded.

Timing Goal: The objective is to accurately trade off
degradations of an accurate circuit for a quality loss, rather
than using delay guard-bands to overcome the degradations.
Therefore, if the delay of the approximate circuit under
respective degradations is larger than the delay of the timing
goal (set for the accurate circuit without degradations), then
the whole process is repeated by reducing the precision in the
approximate circuit. We assumed that gains in performance are
obtained each time we reduce the precision in the approximate
circuits.

Obtaining Error Metrics: Different error metrics such
as the error rate (ER), the normalized mean error distance
(NMED), the mean relative error distance (MRED), and the
mean squared error (MSE) have been employed to quantify the
accuracy of the approximate circuits [25]. The ER is defined
as the percentage of erroneous outputs among all outputs,
the error distance (ED) as the absolute distance between
the approximate and the accurate result, and the mean error
distance (MED) as the mean of all possible EDs. The definition
of NMED, RED, MRED, and MSE are given below.
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Fig. 1. Design methodology at the circuit level to convert degradations to
controllable errors using approximate circuits (adapted from [4]).
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where y, ŷ, N and MAX denote the accurate result, the
approximate result, the total number of possible input com-
binations, and the maximum magnitude of the output of an
accurate design, respectively.

The selection of the right metrics is a key step during the
process of evaluation at the circuit level. For instance, an
arithmetic error metric (e.g., MRED or MSE) would often
be more useful than the ER to evaluate the impact on a
target application. On the other hand, obtaining several error
metrics with all possible input combinations may be overly
time-consuming and computationally expensive. As a practical
strategy, Monte Carlo simulations are employed to evaluate
the functionality of each approximate circuit design. This
statistical technique applies a randomly selected subset of the
set of all possible input vectors based on certain probability
distributions (e.g., uniform, Poisson, Gaussian, or exponen-
tial). In the context of this article, we employed 10 million
uniformly distributed random input combinations to evaluate
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16-bit approximate multipliers and adders. The error metrics
obtained with the Monte Carlos simulations are stored in a
database for further comparison at the architectural level (see
Section IV).

IV. ARCHITECTURAL EXPLORATION

At the architectural level, timing plays the most crucial role
as the design progresses through the design flow. Tightened
requirements considering degradations further increase the
complexity of meeting the delay criteria. In the worst-case
scenarios, violations in timing lead to adding unexpected delay
guard-bands or architectural modifications in the RTL, which
significantly affect the chip cost. Therefore, we discuss in this
section how, by bringing awareness of aging or temperature
effects using the degradation-aware approximate libraries (see
section V-A) during the design phase, we can efficiently
synthesize a design that meets all the timing requirements
and dissipates low power for the entire design. Furthermore,
because different approximate techniques provide different
trade-offs, the proposed methodology using our libraries en-
ables design-exploration without the need for running time-
consuming simulations.

The process for converting degradations into controllable
errors for an architectural-level design can be divided into
multiple stages, as shown in Fig. 2. In this section, the design
methodology is extensively applied to overcome aging and
temperature degradations in the computing part. However, this
methodology can also be applied to reduce the significant
increase of delay in the die due to the place-and-route stage or
On-Chip Variations (OCV) [23]. This methodology has been
taken and improved from [4] to optimize the final result by
means of a design exploration to select the best approximate
units pre-characterized as described in Section III. In the
following, we explain in detail the methodology step by step.

Obtaining Timing Constraints: First, the architecture is
synthesized to obtain the critical path (CP) delay in the absence
of any degradation (tcp(freshDesign)). This delay represents
the required timing constraint that the whole design must
fulfill under the targeted aging or temperature stress condition.
It is assumed that the critical path belongs to the arithmetic
circuits with the purpose of introducing approximations in the
computations, and thus, reduce the critical path delay. Other
components, such as control units, can be protected through
traditional techniques, such as using stronger gates [13].

Estimating degradations: Under a specific level of stress,
STA is performed for the whole design to obtain the delay
of every combinational datapath block (Bk) within the netlist
(tBk(postStress)). This allows us to calculate the available
timing slack tBk(slack) (see (5)) between the timing con-
straint and the delay of each block considering degradations
(tBk(postStress)). While a positive time slack means no guard-
bands are needed, a negative value (i.e., tBk(slack) < 0)
means that timing violations will occur in the corresponding
component. Hence, delay guard-bands are required to avoid
catastrophic errors, which leads to hardware performance
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Fig. 2. Design methodology at the architectural level to convert degradations
to controllable errors using approximate circuits (adapted from [4]).

(speed) loss. Instead, the negative slack can be compensated
with approximations to maintain the speed in the architecture.

tBk(slack) = tcp( f reshDesign)− tBk(postStress) (5)

Inducing Controllable Approximations: Considering ev-
ery block Bk contains an arithmetic circuit that can be approx-
imated, the characterized components in Section V-B (see Fig.
1) can be employed to efficiently compensate for the existing
negative time slack according to the target application. De-
pending on how large the existing time slack is, the precision
reduction can be the maximum precision reduction allowed
for the approximate circuit or smaller.

Design Exploration: Different approximation schemes with
distinct circuit characteristics may require a different level of
precision to meet the same timing goal. Therefore, at this
stage, an approximate circuit is selected according to the out-
put quality or circuit characteristics. Specifically, the approx-
imate circuits obtained from the previous step are compared
in terms of accuracy and hardware overhead. At this step, the
first priority is to ensure the accuracy of the application. For
the approximate designs satisfying the accuracy constraint, the
most efficient design with the smallest power dissipation or
critical path delay is chosen, depending on the application re-
quirements (e.g., low-power or high-performance). In this case,
the most appropriate approximate circuits are found. To assess
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the accuracy of a complex application with recurrent arithmetic
operations, several general input datasets are sufficient for
the stimulus. However, for a simple architecture with single
layer of arithmetic operation, Monte Carlo approach should
be used to show the accuracy of the approximate designs.
After determining the most appropriate approximation, we
implement corresponding modifications in the RTL and repeat
the process of synthesis to optimize the glue logic surrounding
the approximate components. By this means, we are also
trading power and speed while keeping the reliability high.

Validating Timing Constraints and Quality Output: We
then perform degradation-aware STA with the new netlist
and a functional RTL simulation to ensure that we meet
the timing constraints and output quality, respectively. Our
methodology is independent of the specific constraints and
quality metric chosen for exploration. The utilized quality
metrics and constraints depend on the type and requirements
of applications. Also, several levels of quality loss can be set
as accuracy constraints to achieve different hardware gains.
Note that there is a small likelihood that a small negative
timing slack remains. This can be due to an increase in
the degradation-induced delay in the glue logic surrounding
components. In such a case, another reduction of precision
to compensate for the remaining slack will be necessary. As
a second option, another approximate circuit with a larger
error can be investigated (by a design exploration). If the final
quality output is not sufficient, the precision can be increased
at the cost of a small guard-band. However, such a guard-
band will be significantly smaller than the original one when
no approximations are applied.

V. CIRCUIT CHARACTERIZATION RESULTS

In the following, we first characterize basic arithmetic
circuits, i.e. adders and multipliers, under aging and tempera-
ture effects. Specifically, we measure the degradations in the
critical path delay of various approximate arithmetic circuits.
The approximations of different designs are then obtained for
the performance degradations without using guard-bands.

A. Adder and Multiplier Degradations
Similar to conventional accurate circuits, approximate cir-

cuits require delay guard-bands to overcome the aging or
temperature effects. Otherwise, non-deterministic errors will
occur during their lifetime. Therefore, in the following we
investigate how the performance of an approximate circuit
varies by accurately estimating the required guard-band to
overcome degradations in each circuit. This is of special
interest since recent literature has shown that a critical path
in a circuit may not continue to be critical under different
levels of workload activity or voltage [26]. Similarly, the work
in [19] confirmed that the delay of some circuits increases
by 70%, while others may only be affected by 10% when
the temperature rises from a typical value (e.g., 25◦C) to the
worst-case value (70◦C). In particular, we are interested in an
investigation to find out if the performance of the approximate
circuits may be different considering the required delay guard-
bands to overcome degradations due to aging and temperature
effects.

We employ the design methodology presented in Fig. 1, but
consider all possible levels of precision of each approximate
circuit for comparison purposes. Logical representations of
16-bit approximate adders and multipliers are implemented
using Verilog and VHDL. The Synopsys Design Compiler
was employed in the process of synthesis using a 45-nm
Nangate process technology [27]. For a fair comparison, all
designs were synthesized with the same timing constraint.
We synthesized designs with a constraint of zero. The “ultra
compile” option is also used during the synthesis process to
maximize the quality of the results. The degradation-aware
cell libraries from [24] are used to characterize the aging and
temperature effects in the approximate circuits. The accuracy
of the approximate designs is evaluated with Matlab through
Monte Carlo simulations. 10 million random inputs with
normal distributions were employed to obtain the error metrics.
As mentioned before, this experiment is for evaluating the
impact on delay of the aging and temperature effects; however,
an extended comparison considering remaining errors and
hardware metrics under the nominal delay is discussed in [28].

Approximate circuits can be divided into traditional manual
and automatic designs. Manual designs are often obtained
by purposefully modifying the accurate circuits, whereas an
automated method employs advanced algorithms to randomly
and iteratively remove some logic gates until the design
requirements are met. See [21] for a comprehensive evalu-
ation and comparison of approximate arithmetic designs using
various approximation techniques. Note that our proposed
approach is general and can be applied to any approximate
circuit. In this paper, several representative approximate adders
and multipliers for each approximation technique are consid-
ered for characterization under aging and temperature effects.
Table I shows the definitions of the considered designs. We
expect insights from our study to transfer similarly to other
approximate designs. Note that a type of hardware-efficient
approximate multipliers using logarithmic approximation [29],
[30] are not considered here due to their relatively high errors.
The MSE of the 16-bit approximate logarithmic multipliers is
at least at the level of 1015. Also, the Booth multipliers based
on approximate encoding [31], [32] are not studied because
they generally show longer delay than the truncated Booth
multiplier (TBM) for a similar MSE.

Figs. 3 and 4 show the large design flexibility and accuracy
range of the approximate adders and multipliers, respectively.
Note how the performance (delay) varies according to the
levels of stress. Although we found cases where the critical
path in an approximate circuit does not remain as the critical
path after transistor degradations, the results indicate that their
relative performance in terms of error remains the same under
different levels of degradations. For instance, the CGPAs show
the highest performance when we aim for an approximate
circuit with a low MSE regardless of the level of aging or
temperature degradation.

Specifically, CGPAs are the fastest circuits for an MSE of up
to 102 independently of the design constraint. At a larger error,
the LOA, ESA and CSPA are the most efficient at high-speed,
respectively. With regards to the multipliers, CGPMs show the
best performance at a given low MSE. Nevertheless, TAM2
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Fig. 3. Characterizing delay-error tradeoffs of 16-bit high-performance approximate adders under different aging and temperature effects. The parameter k
for LOA and TruA ranges from 2 to 9, for ESA and ACA from 8 down to 3 (except 7), CSA from 5 down to 3 and for the remaining adders from 6 down
to 3, all from right to left. Regarding the CGPAs, the configurations with the lowest error metrics for a specific delay are reported.

TABLE I
DEFINITION OF APPROXIMATE ARITHMETIC CIRCUITS

Adder Definition

TruA Truncated adder
LOA Lower-part-OR adder [8]
CGPA Cartesian genetic programming-generated adders [33]
ETAII Error-tolerant adder type II [34]
SCSA Speculative carry selection adder [35]
ESA Equal segmentation adder [36]
ACAA Accuracy-configurable approximate adder [37]
CSPA Carry speculative adder [38]
CSA Carry skip adder [39]
ACA Almost correct adder [40]
GCSA Generate signals-exploited carry speculation adder [41]
CCA Consistent carry approximate adder [42]

Multiplier Definition

TruM Truncated multiplier
PPAM Partial product perforation-based multiplier [43]
AM 1/2 Approximate multiplier with configurable error recovery 1/2 [7]
TAM 1/2 AM 1/2 with half truncated partial products 1/2 [7]
CGPM Cartesian genetic programming-generated multipliers [44]
ACM Approximate compressor-based multiplier [45]
ICM Inaccurate counter-based multiplier [46]
UDM Underdesigned multiplier [47]
TBM Truncated modified Booth multiplier truncating two inputs
TBMS Truncated modified Booth multiplier truncating a single input

and TAM1 become faster for a larger MSE. For the signed
multipliers, the TBM shows a higher speed than TBMS for a
large MSE, whereas the TBMS can be faster for a small MSE.
Similar results for both approximate adders and multipliers
were observed considering the other error metrics such as the
MRED and NMED.

B. Degradation-Induced Approximations

We applied the methodology proposed in Fig. 1 to char-
acterize the required level of 16-bit approximate adders and
multipliers towards aging and temperature degradations. In
the process, we analyzed our results to determine which ap-
proximate design overcomes degradations with the minimum
error possible. The 45-nm NanGate process technology with a
supply voltage of 1.2V is employed during the process of syn-
thesis [27]. In these experiments, we characterize approximate
circuits towards aging- and temperature-induced approxima-
tion using two different design constraints: high-performance
and low-power. The degradation-aware cell libraries are em-
ployed during the STA with PrimeTime to accurately estimate
the effects of aging and temperature in the circuits [19] [24].
To be competitive with state-of-the-art methods, the timing
goal is defined as the clock frequency given by the accurate
circuit from the Synopsys DesignWare library in the absence
of degradations. Finally, the MSE, which is correlated with
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Fig. 4. Characterizing delay-error tradeoffs of 16-bit high-performance approximate multipliers under different aging and temperature effects. The number
of truncated LSBs for TruM, TBM, and TBMS is from 1 to 7 from right to left. The number of MSBs used for error compensation is from 16 down to 10
for AM1, AM2, TAM1, and TAM2 from right to left. The mode number for ACM is from 4 to 3 from right to left. Regarding PPAM and CGPMs, the best
designs are reported.

the PSNR, is used for ranking the approximate circuits and
determining the best design. As mentioned, the objective is to
maintain the performance of an accurate arithmetic component
at the cost of a quality loss, rather than using delay guard-
bands.

Approximation Towards Aging Degradation: Tables II
and III show the required level of precision of each approxi-
mate circuit to achieve our timing goal. Note that the worst-
case aging-induced delay (in 10 years) for the approximate
circuits is lower than the delay of the accurate circuit in the
absence of aging (0 year). Therefore, we can use any of
these approximate circuits instead of the accurate one with
the assurance that delay guard-bands would not be required to
ensure a circuit meeting the timing goal after 10 years.

As can be seen for the adders synthesized for high-
performance (see Table II), CGPA-156 is the best design
towards aging-induced approximation. The CGPAs do not only
show the lowest MSE, but also the lowest MRED among all
the approximate adders. Considering only the manual designs,
LOA-6 and truncated adder (TruA)-5 are the most effective
circuits. On the other hand, if ER is the most important
measure for a target application, the ACA, ETAII and GCSA
(with an ER less than 1%) considerably outperform CGPA-
156, LOA-6 and TruA-5. The use of these speculative adders

(ETAII-6 and GCSA-3) is highly recommended in applications
where the probability of a large carry chain is relatively small.

Regarding the high-performance multipliers, the TruM-2
shows the best performance with the lowest values in the
MSE, MRED and ER. The results indicate that the truncation
of 2 bits is enough to ensure the target reliability for 10
years. The circuit of the CGPM-4A191 is not as efficient as
the manual designs toward aging-induced approximation. The
CGPMs were originally designed to simultaneously improve
power and delay (or power-delay product (PDP)), which limits
the gains in speed. In terms of signed multipliers, experimental
results show that TBM-2, with lower errors, is more effective
than TBMS.

Table III shows the results towards-aging induced approx-
imation for the circuits synthesized for low power. Differ-
ent from the high-performance circuits, we observed that
automatically generated designs outperform manual designs.
Regarding the approximate adders, the CGPA-449 has the
lowest MRED and MSE values, followed by LOA-3 and TruA-
2. The least effective designs in terms of MSE are the CSPA-6
and ACA-8. Regarding the approximate unsigned multipliers,

14A19 represents the architecture A4 with the circuit 19 following the
nomenclature in [44].
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TABLE II
CHARACTERIZING 16-BIT HIGH-PERFORMANCE APPROXIMATE CIRCUITS

TOWARDS AGING-INDUCED APPROXIMATION. THE CIRCUITS ARE RANKED
BY THE MSE FROM THE LOWEST TO THE HIGHEST VALUE.

Component Precision
Delay Delay ER MRED

MSE(ps) (ps) (%) (10−3)
0 year 10 years

Adder

Accurate 138.6 149.5 0.00 0.00 0.00E+00
CGPA-156 127.9 136.4 43.74 0.16 1.49E+00
LOA-6 126.3 135.8 82.21 0.25 2.56E+02
TruA-5 126.3 135.8 99.90 0.70 1.13E+03
ETAII-6 121.7 131.5 0.73 0.16 7.63E+03
SCSA-6 120.0 129.1 0.72 0.16 7.64E+03
ESA-8 109.4 117.8 49.83 2.70 3.26E+04
ACAA-5 111.0 121.1 2.29 0.65 6.34E+04
CSPA-6 100.7 108.8 9.13 1.30 6.46E+04
CSA-3 117.5 126.6 1.76 1.30 4.64E+05
ACA-8 125.7 135.9 0.68 1.20 1.39E+06
GCSA-3 118.5 128.0 10.76 4.00 1.86E+06
CCA-3 123.8 134.0 23.66 7.90 3.73E+06

Accurate 457.7 489.6 0.00 0.00 0.00E+00
TruM-2 399.2 432.5 93.75 0.53 1.48E+10
PPAM-J0K8 406.9 439.3 99.61 14.37 3.10E+13

Unsigned AM2-14 408.3 441.0 99.10 2.32 4.02E+13
multipliers TAM2-16 414.7 448.3 99.99 2.88 4.02E+13

AM1-16 374.8 404.1 98.22 3.37 1.80E+14
TAM1-16 334.4 361.3 99.99 6.45 2.02E+14
CGPM-4A19 399.0 429.5 99.99 82.16 1.89E+15

Accurate 462.9 500.2 0.00 0.00 0.00E+00
Signed TBM-2 418.5 453.4 93.74 0.98 2.50E+09

multipliers TBMS-4 411.7 444.0 93.74 2.51 2.77E+10

TABLE III
CHARACTERIZING 16-BIT LOW-POWER APPROXIMATE CIRCUITS

TOWARDS AGING-INDUCED APPROXIMATION. THE CIRCUITS ARE RANKED
BY THE MSE FROM THE LOWEST TO THE HIGHEST VALUE.

Component Precision
Delay Delay ER MRED

MSE(ps) (ps) (%) (10−3)
0 year 10 years

Adder

Accurate 942.9 1023.3 0.00 0.00 0.00E+00
CGPA-449 821.7 916.9 34.37 0.01 2.25E+00
LOA-3 821.7 891.8 57.80 0.03 4.00E+00
TruA-2 821.7 891.8 93.74 0.06 1.15E+01
CSA-5 427.0 457.4 0.02 0.01 9.93E+02
GCSA-6 483.7 523.2 0.74 0.06 4.02E+03
ETAII-6 600.0 643.3 0.73 0.16 7.63E+03
SCSA-6 414.6 447.6 0.72 0.16 7.64E+03
ACAA-6 532.4 577.3 0.72 0.15 7.64E+03
CCA-6 382.8 413.0 1.50 0.12 8.05E+03
ESA-8 458.4 497.1 49.83 2.70 3.26E+04
CSPA-6 303.5 326.4 9.13 1.30 6.46E+04
ACA-8 341.4 365.8 0.68 1.20 1.39E+06

Accurate 2009.3 2177.0 0.00 0.00 0.00E+00
CGPM-1A222 1665.4 1802.1 0.03 0.01 1.92E+05
TrunM-2 1757.0 1903.3 93.75 0.53 1.48E+10

Unsigned AM2-16 1560.1 1693.0 97.95 1.35 3.97E+13
multiplier TAM2-16 1459.2 1580.2 99.99 2.88 4.02E+13

PPAM-J0K9 1811.7 1982.1 99.80 26.08 1.24E+14
AM1-16 1496.1 1622.6 98.22 3.37 1.80E+14
TAM1-16 1336.9 1441.0 99.99 6.45 2.02E+14

Accurate 2059.7 2234.3 0.00 0.00 0.00E+00
Signed TBM-2 1815.2 1969.0 93.74 0.98 2.50E+09

multipliers TBMS-3 1863.5 2022.1 87.48 1.18 6.26E+09

TABLE IV
CHARACTERIZING 16-BIT HIGH-PERFORMANCE APPROXIMATE CIRCUITS
TOWARDS TEMPERATURE-INDUCED APPROXIMATION. THE CIRCUITS ARE

RANKED BY THE MSE FROM THE LOWEST TO THE HIGHEST VALUE.

Component Precision
Delay Delay ER MRED

MSE(ps) (ps) (%) (10−3)
25 ◦C 70 ◦C

Adder

Accurate 143.5 196.7 0.00 0.00 0.00E+00
LOA-10 100.1 137.6 94.36 4.00 6.55E+04
CSPA-5 99.2 136.0 11.31 2.70 2.55E+05
TruA-9 100.1 137.6 99.99 10.70 3.04E+05
ESA-6 86.3 119.1 73.04 10.60 5.23E+05
ACAA-3 99.7 137.6 18.86 10.30 3.73E+06
ETAII-3 99.7 137.6 18.91 10.30 3.73E+06
SCSA-3 85.4 118.7 18.89 10.20 3.73E+06
ACA-4 90.4 124.7 16.65 18.90 2.24E+07

Accurate 467.4 643.8 0.00 0.00 0.00E+00
Unsigned TruM-7 315.9 433.0 99.99 15.57 2.40E+13

multipliers AM1-11 330.5 453.9 99.59 9.85 1.97E+14
TAM1-16 335.1 461.7 99.98 6.45 2.02E+14
PPAM-J1k11 326.5 351.7 99.95 144.20 8.00E+15

Signed Accurate 460.0 632.0 0.00 0.00 0.00E+00
multipliers TBM-7 322.7 443.9 99.99 39.23 3.86E+12

we observed that CGPM-1A2222 outperforms TruA-2 with
a substantial difference in the MSE. AM1-16 and TAM1-16
are the least effective unsigned multipliers in terms of error;
however, the gains in speed are much larger than the other
circuits. For the signed multipliers synthesized under low-
power optimization, the TBM-2 is faster than TBMS-3, with
smaller ER, MRED and MSE.

Approximation Towards Temperature Effects: Tables IV
and V show the required level of precision of each approximate
circuit towards temperature-induced approximation. Note that
the worst-case temperature delay (at 70 ◦C) for the approxi-
mate circuits is lower than the delay of the accurate design in
a nominal temperature (25 ◦C). We also used the criteria of
the MSE to rank the approximate circuits in the tables.

Table IV shows the results for the high-performance circuits.
Different from the aging-induced approximation, we observed
that some approximate design methodologies do not meet the
timing goal, which means that those circuits still require a
delay guard-band on the top of the maximum clock frequency
(determined by the accurate circuit) to guarantee a determinis-
tic function. As can be seen, automatically generated designs
(CGPAs and CGPMs) are not present due to timing violations.
Regarding the manual designs, LOA-10 shows the lowest MSE
towards temperature-induced approximation at 70◦C. CSPA-5
shows a larger MSE than LOA-10, but the MRED and ER
are lower. In terms of approximate unsigned multipliers, the
truncation of 7 bits (TruM-7) results in the smallest MSE
followed by AM1-11. Although TAM1-16 shows a relatively
large MSE, this approximate design has the lowest MRED.
Regarding the signed multipliers, the truncation of 7 bits in
the Booth multiplier (TBM-7) provides the best trade-off for
degradation and performance compared to the TBMS (not
present in the table).

21A222 represents the architecture A1 with the circuit 222 following the
nomenclature in [44].
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TABLE V
CHARACTERIZING 16-BIT LOW-POWER APPROXIMATE CIRCUITS

TOWARDS TEMPERATURE-INDUCED APPROXIMATION. THE CIRCUITS ARE
RANKED BY THE MSE FROM THE LOWEST TO THE HIGHEST VALUE.

Component Precision
Delay Delay ER MRED

MSE(ps) (ps) (%) (10−3)
25 ◦C 70 ◦C

Adder

Accurate 942.8 1303.4 0.00 0.00 0.00E+00
LOA-6 639.7 885.0 82.22 0.25 2.56E+02
CSA-5 426.1 580.5 0.62 0.01 9.93E+02
TruA-5 639.7 885.0 99.90 0.70 1.13E+03
GCSA-6 483.7 664.3 0.74 0.06 4.02E+03
ETAII-6 597.7 815.0 0.73 0.16 7.63E+03
SCSA-6 316.8 436.1 0.72 0.16 7.64E+03
ACAA-6 532.1 734.6 0.72 0.15 7.64E+03
CCA-6 338.1 466.6 1.49 0.12 8.05E+03
ESA-8 458.6 633.9 49.83 2.70 3.26E+04
CSPA-6 303.7 416.6 9.13 1.30 6.46E+04
ACA-8 340.8 463.3 0.68 1.20 1.39E+06

Accurate 2009.1 2784.7 0.00 0.00 0.00E+00
TruM-5 1443.5 1997.0 99.89 4.47 1.44E+12
AM2-14 1444.4 1998.4 99.10 2.32 4.02E+13

Unsigned TAM2-16 1459.2 2003.5 99.98 2.88 4.02E+13
multipliers AM1-15 1412.1 1949.3 98.81 3.75 1.80E+14

TAM1-16 1330.9 1818.9 99.99 6.45 2.02E+14
PPAM-J0K13 1390.6 1917.7 99.99 245.96 3.20E+16

Signed Accurate 2053.1 2827.3 0.00 0.00 0.00E+00
multipliers TBM-7 1223.6 1684.4 99.99 39.23 3.86E+12

Table V shows the results for the circuits synthesized
for low-power. Similarly, the automated designs are absent.
Regarding the manual designs, LOA-6 shows the lowest MSE.
However, CSA-5 has lower MRED and ER. Among the
unsigned multipliers, TruM-5 shows the lowest MSE, while
AM2-14 performs better in MRED. The TBM-7 is a good
alternative for removing the temperature-induced guard-band
of a signed multiplier.

Discussion: To determine the optimum solution, a large
number of different approximate arithmetic circuits are evalu-
ated. We demonstrated that different levels of approximation
are required to overcome degradations under different degra-
dation scenarios (aging or temperature) or circuit requirements
(high-performance or low-power). Interestingly, we found that
the truncation of LSBs is not always the most effective
technique towards degradation-induced approximation. This
is an important finding since current research work has been
exclusively using this technique to trade-off degradations for
a quality loss in the approximate arithmetic circuits.

We concluded for the high-performance approximate adders
that CGPAs and LOA have the lowest error metrics among
all the approximate circuits when we aimed to mitigate small
degradations (aging-induced timing errors). Most of the ap-
proximate adders are designed for a high-speed operation (e.g.,
CSPA-5 and CSA-5), which made them suitable to overcome
larger degradations (e.g., due to temperatures beyond 70◦C).
However, these designs generate higher power dissipation
than using approximations in the LSBs [21]. The simulation
results show similar trends for the approximate adders syn-
thesized for low-power operation. Regarding the approximate
multipliers, the truncation of LSBs has the lowest MSE
towards degradation-induced approximation, independently of

(a) IDCT
clk = 0.63 ns

(b) Smoothing
clk = 0.63 ns

(c) Sharpening
clk = 0.63 ns

Fig. 5. Results of three different image processing applications when the
circuit is working in nominal conditions (25◦C).

the workload scenario or circuit requirement. However, if
the MRED is considered as the most important error metric
instead of MSE, AM2, AM1 and TAM2 are more effective
approximate designs.

VI. ARCHITECTURE EXPLORATION RESULTS

In this section, hardware accelerators for an inverse discrete
cosine transform (IDCT), an image sharpening and an image
smoothing application are implemented at the architecture
level to improve the performance considering the effects of
temperature. In the end, we demonstrated how to accurately
exploit the degree of error tolerance for these applications,
while still aiming to guarantee timing correctness without a
performance loss.

A. Experimental Setup

In the scope of this evaluation, we aimed to mitigate
guard-bands for a temperature of 70◦C under two different
design constraints. Signed multipliers are used for the IDCT
application, and unsigned multipliers for the smoothing and
sharpening applications. The RTL designs for these appli-
cations are synthesized with the 45-nm Nangate technology
library [27] using the Synopsys Design Compiler. During the
post-stress phase, we ran STA with PrimeTime to obtain the
maximum delay in the circuit after inducing temperature with
the degradation-aware cell libraries [24]. The PSNR metric is
used to evaluate the output quality of 10 representative image
files during the validation stage. In this article, we aimed at
an output of at least 30 dB, which has been commonly used
as an quality constraint for image processing applications [4].
Note that, as discussed previously, our methodology can be
used with different application-dependent quality metrics and
constraints. We use PSNR with a level of 30 dB as a case study
here to demonstrate our approach. Finally, to compare this
approach against state-of-the-art guard-band techniques, the
three applications are synthesized with accurate circuits using
the degradation-aware synthesis approach proposed in [17].

B. Image Processing Results

First, as a motivational study, we evaluate the image pro-
cessing applications towards temperature-induced delay. Fig.
5 shows the ideal outputs of an IDCT, image smoothing and
image sharpening applications when the chip is working at the
nominal temperature (25◦C). However, Fig. 6 shows how the
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(a) IDCT
clk = 0.63 ns

(b) Smoothing
clk = 0.63 ns

(c) Sharpening
clk = 0.63 ns

Fig. 6. Results of three different image processing applications when the
circuit is exposed at 70◦C without a technique to overcome the transistor
degradations. Gate-level simulations are executed using PrimeTime and Mod-
elSim to obtain the timing failures.

output considerably degrades when the circuits are exposed
to a temperature of 70◦C and no remedy is employed in the
circuits to counteract the slow-down of the transistors. By
this means, we show that guard-bands are required to ensure
reliability even for error-tolerant applications.

As we discussed in Section II, most of the current guard-
band techniques incur a significant performance loss to deal
with these catastrophic events. Our approach, rather than using
delay guard-bands to sustain reliability, employs approxima-
tions to compensate the temperature effects. The timing reports
obtained from the Synopsys tools indicate that the multiplier
constrains the critical path in the three image processing
applications. Hence, the pre-characterized libraries in Section
V-B can be employed to mitigate the temperature-induced
delay with approximations during the design exploration stage
(see methodology in Fig. 2). Table IV shows that truncation
of 7 bits in the unsigned and signed multipliers is the best
option to mitigate delay guard-bands at 70◦C. Following the
proposed methodology, the accurate circuits are replaced by
approximate circuits and then re-synthesized to optimize the
surrounding glue logic. Note here that the timing constraint
used during the synthesis process has to be modified to the
smallest value of the new approximate circuit. Otherwise, the
Design Compiler will relax the timing constraint and improve
the other circuit measures rather than decreasing the critical
path delay.

Table VI shows the circuit measures and output quality
for the three applications. It should be noted that the delay
column will determine the maximum clock frequency while
still guarantying reliability in the circuit. However, a negative
value in the slack column indicates that the design does not
achieve the constrained timing. Therefore, a negative slack
value can also be interpreted as the required delay guard-band
in the circuit to avoid timing violations. Regarding the IDCT
application, simulation results not only indicate that the TBM-
7 meets the requirement of 30 dB, but also this approximate
scheme completely remove delay guard-bands with positive
gains in performance compared with the accurate circuit using
the degradation-aware synthesis. Interestingly, we found that
TruM-7 considerably degrades the output quality down to
6.76 dB and 18.56 dB for the smoothing and sharpening
applications, respectively. Considering that performance is the
most critical aspect for these architectures, we explored other
approximate circuits prior to increasing the precision of TruM

TABLE VI
MEASURES FOR THE HIGH-PERFORMANCE APPLICATIONS RUNNING AT

70◦C

Application Delay Slack† Area Power PDP PSNR††

(ns) (ns) (mm2) (mW ) (pJ) (dB)

IDCT:
Accurate∗ 0.86 -0.23 27.65 31.30 26.81 43.49
TBM-7‡ 0.63 0.00 18.33 30.90 19.47 30.19
TBMS-8‡ 0.78 -0.15 25.50 34.00 26.52 31.64

Smoothing:
Accurate∗ 0.84 -0.21 3.64 2.98 2.50 Inf
TruM-7‡ 0.63 0.00 1.98 2.14 1.34 6.76
TAM1-16‡ 0.64 -0.01 2.41 2.36 1.50 37.27

Sharpening:
Accurate∗ 0.87 -0.24 4.50 3.50 3.04 Inf
TruM-7‡ 0.65 -0.02 2.40 2.62 1.71 18.56
TAM1-16‡ 0.66 -0.03 2.85 2.92 1.91 45.56

† The required time is defined by the circuit without any degradations.
†† Average of ten different images commonly found in multimedia ap-
plications. ∗ The RTL implementation employs degradation-aware syn-
thesis [17]. ‡ The RTL implementation employs our degradation-induced
applications.

TABLE VII
MEASURES FOR THE LOW-POWER APPLICATIONS RUNNING AT 70◦C

Application Delay Slack† Area Power PDP PSNR††

(ns) (ns) (mm2) (mW ) (pJ) (dB)

IDCT:
Accurate∗ 2.46 -0.52 24.68 10.90 26.78 43.49
TBM-7‡ 1.58 0.36 16.69 11.60 18.38 30.19
TBMS-8‡ 2.05 -0.11 24.00 13.00 26.61 31.64

Smoothing:
Accurate∗ 2.50 -0.44 2.63 0.77 1.93 Inf
TruM-5‡ 2.17 -0.11 1.60 0.56 1.21 17.10
TAM2-16‡ 2.06 0.00 1.73 0.62 1.27 37.17

Sharpening:
Accurate∗ 2.49 -0.40 3.58 1.01 2.51 Inf
TruM-5‡ 2.13 -0.04 2.28 0.78 1.66 35.62
TAM2-16‡ 2.07 0.02 2.28 0.75 1.55 46.44

† The required time is defined by the circuit without any degradations.
†† Average of ten different images commonly found in multimedia ap-
plications. ∗ The RTL implementation employs degradation-aware syn-
thesis [17]. ‡ The RTL implementation employs our degradation-induced
applications.

at the cost of small guard-bands. In this process, we found
that the TAM1-16 [7] improves the output quality significantly
while still meeting the delay requirement. Although these gains
in output quality come at the expenses of an increase in power
compared to TruM-7, we still observed overall positive gains
(in delay, area and power) compared to the degradation-aware
synthesis methodology [17].

In the second experiment, we repeated the process but
then considered a different design constraint (low-power)
for the same RTL applications. Although the delay guard-
bands could be mitigated by using faster logic gates in low-
power architectures, this approach leads to higher area and
power consumption. In contrast, our approach maintains the
performance without affecting other circuit metrics. Table VII
shows the simulation results for the three image processing
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(a) PSNR = 48.69 dB
clk = 0.86 ns

(b) PSNR = 31.40 dB
clk = 0.63 ns

(c) PSNR = 32.24 dB
clk = 0.78 ns

Fig. 7. IDCT outputs when the high-performance chip is exposed at 70◦C
using: (a) degradation-aware synthesis with an accurate circuit, (b) the
approximate approach with TBM-7, and (c) the approximate approach with
TBMS-8.

(a) PSNR = Inf dB
clk = 0.84 ns

(b) PSNR = 37.27 dB
clk = 0.64 ns

(c) PSNR = 6.94 dB
clk = 0.63 ns

Fig. 8. Image smoothing outputs when the high-performance chip is exposed
at 70◦C using: (a) degradation-aware synthesis with an accurate circuit, (b)
the approximate approach with TAM1-16, and (c) the approximate approach
with TruM-7.

(a) PSNR = Inf dB
clk = 0.87 ns

(b) PSNR = 45.54 dB
clk = 0.66 ns

(c) PSNR = 17.56 dB
clk = 0.65 ns

Fig. 9. Image sharpening outputs when the high-performance chip is exposed
at 70◦C using: (a) degradation-aware synthesis with an accurate circuit, (b)
the approximate approach with TAM1-16, and (c) the approximate approach
with TruM-7.

applications synthesized for low-power. Similar to the high-
performance applications, the TBM-7 meets the requirement
of 30 dB and the timing goal for the IDCT architecture.
Regarding the sharpening and smoothing applications, TruM-5
design has the lowest MSE towards temperature-induced delay
at 70◦C for the unsigned multipliers (see Table V). However,
the final output quality of the image processing applications
is extremely low with this approximate scheme. Although the
TAM2-16 and TruM-5 show similar characteristics in terms of
circuit metrics at the architecture level, TAM2-16 generates
a much better output quality especially in the smoothing
application.

Figs. 7, 8 and 9 show a visual comparison of the output
images for the IDCT, image smoothing and sharpening appli-
cations, respectively. As mentioned, the main objective for this
methodology is to accurately trade-off delay guard-bands for
a loss in output quality. Despite degradation-aware synthesis
shows the best quality output employing accurate circuits,
this approach incurs a penalty in hardware performance with

the addition of delay guard-bands. On the other hand, the
methodology not only mitigates delay guard-bands with a
minimum reduction in the output quality, but also improves
other circuit metrics such as area and power efficiency.

VII. CONCLUSIONS

Although guard-banding has been effectively applied to
avoid degradation-induced timing errors, it directly impacts
the power consumption or operating frequency of an integrated
circuit. With the CMOS technology pushed to its physical lim-
its to improve performance, improving reliability has become
extraordinarily challenging. Therefore, in this article a com-
plete framework is proposed to mitigate or completely remove
guard-bands using the principles of approximate computing.
Specifically, a methodology is developed to accurately convert
degradations into controllable errors at the circuit level. A
novelty in this article lies in the evaluation of a large number
of approximate arithmetic circuits to determine the optimal
solution and generate insights for mitigating the degradations
due to aging and temperature effects.

The experiments show that a truncated adder is not the
most effective technique, although it has been extensively
used in the current literature. Among all the approximate
adders, automatically generated adders using CGP produce the
lowest error when we aimed to mitigate small degradations
(aging-induced timing errors) followed by LOAs. Most of the
approximate adders are designed for a high-speed by cutting
the carry chain, which makes them suitable to overcome larger
degradations such as high temperatures. Of the considered
approximate multipliers, the truncated multiplier is the most
effective design with respect to MSE. However, AM2, AM1
and TAM2 are the most effective approximate designs when
the MRED is considered as the error metric.

Based on the pre-characterization of degradations at the
circuit level, the degradations at the architecture level can
effectively be dealt with. For three different image processing
applications, the experiments reveal that temperature-induced
degradation leads to an unacceptable quality loss, even for
error-tolerant applications. Compared with the designs in
literature, different approximation techniques are explored in
more detail to trade-off guard-bands for approximations. The
simulation results show that the MSE obtained at the circuit
level is very relevant to application-specific metrics such as the
PSNR. For the signed multipliers, we demonstrated that guard-
bands are not only completely removed towards temperature-
induced approximation, but also a gain of 28% in the PDP
is achieved compared with the state-of-the-art approach from
[17]. Similarly, we demonstrated that the TAM1 and TAM2
are the most effective schemes towards guard-band mitigation
for the high-performance and low-power applications, respec-
tively.
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