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Abstract: Near-threshold voltage (NTV) operation has the potential to improve the energy efficiency 
of digital integrated circuits. However, the use of a conservative timing guard band to avoid the 
timing errors introduces excessive timing margins, thus causing larger energy dissipation in the 
NTV region. An error-tolerant design based on timing error detection and correction circuits has 
been shown to be a promising solution to mitigate these issues. This paper presents a light-weight 
timing error-tolerant flip-flop (ETFF) design. This design detects timing errors using a node transi-
tion signal detector with only nine transistors and corrects these errors during the same clock cycle. 
Moreover, transistor sizing is explored to optimize the trade-off between performance and area 
overhead. The proposed ETFFs are inserted into a monitored circuit by replacing original flip-flops 
at timing-monitored points. To further reduce the overhead, we develop a mean-time-to-failure-
aware method to select the monitored points by simultaneously considering the critical path cover-
age and activation rates of flip-flops. The simulation results show that a CNN accelerator using the 
proposed timing error-tolerant design implemented in the SMIC CMOS 40 nm process can robustly 
work at 1.1–0.3 V with only 3.5% area overhead. Furthermore, this design reduces the area overhead 
by 54.68% and improves the energy efficiency by 53.69% at 0.6 V, compared with the Razor flip-flop 
design. The advantage of the proposed design lies in that it requires smaller circuit overheads and 
can work reliably in a wider range of supply voltages. 

Keywords: near-threshold voltage; timing error tolerance; energy-efficient design; timing error  
detection and correction 
 

1. Introduction 
Lowering supply voltages to the near-threshold voltage (NTV) region is one of the 

effective techniques for achieving higher energy efficiency in energy-constrained circuits 
[1–3]. However, NTV operations also cause new challenges due to the increasing delay 
caused by process, voltage and temperature (PVT) variations under the scaling voltages 
[2]. These challenges are specifically manifested as: (1) over 10× loss in performance, (2) 
5× increase in performance variation, and (3) a five-order of magnitude increase in the 
functional failure rate of memory and logic circuits [3]. Moreover, the PVT-induced vari-
ations affect both the clock signals and data paths, so the critical paths may fail to deliver 
the output data within the given clock period [4]. Furthermore, timing errors in data paths 
cannot be tolerated by masking because the delay of bit flipping will be recurrently accu-
mulated in circuits such as the multiply-accumulate (MAC) units in a neural network 
(NN) processor [2]. Thus, the propagation of timing errors incurs a significant accuracy 

Citation: Fan, X.; Liu, H.; Li, H.;  

Lu, S.; Han, J. Design of Light-

Weight Timing Error Detection and 

Correction Circuits for Energy- 

Efficient Near-Threshold Voltage 

Operation. Electronics 2022, 11, 2879. 

https://doi.org/10.3390/ 

electronics11182879 

Academic Editor: Athanasios  

Kakarountas 

Received: 10 August 2022 

Accepted: 6 September 2022 

Published: 11 September 2022 

Publisher’s Note: MDPI stays neu-

tral with regard to jurisdictional 

claims in published maps and institu-

tional affiliations. 

 

Copyright: © 2022 by the authors. Li-

censee MDPI, Basel, Switzerland. 

This article is an open access article 

distributed under the terms and con-

ditions of the Creative Commons At-

tribution (CC BY) license (https://cre-

ativecommons.org/licenses/by/4.0/). 



Electronics 2022, 11, 2879 2 of 17 
 

 

loss, especially in the deep neural network (DNN) accelerators containing a large number 
of MACs [5]. 

Conventional integrated circuit designs avoid the PVT-induced timing errors by re-
serving voltage and timing margins as a timing guard band. However, the conservative 
guard band causes the reduction in throughput and excessive cost of energy wasting [5], 
because a circuit does not always work in the worst case. Timing error-tolerant techniques 
based on the error detection and correction (EDAC) circuits have emerged as a promising 
solution [2–27]. The EDAC designs use the timing error detection (TED) circuits to moni-
tor the timing conditions of circuits at run time. The timing error correction (TEC) circuits 
are designed to recover the timing errors resulting from the delay violations. Thus, the 
high operation frequency can be retained under the lower supply voltages. Moreover, the 
EDAC design can be used with the adaptive voltage frequency scaling technique to elim-
inate the excessive voltage and timing margins, further saving the energy consumption 
[3,25,26]. 

The EDAC designs have been researched for many NN accelerators [2,3,5–
12,19,20,27] and the circuits of microprocessors [13–18,21–26]. One prominent EDAC de-
sign is the Razor flip-flop (RFF) [13]. An RFF detects timing errors by comparing the out-
puts of a shadow latch and the main master-slave flip-flop (MSFF). It corrects timing er-
rors by refreshing the instruction and redoing operations. However, the TED design of 
the RFF causes considerable circuit costs in power and area. The TEC design increases the 
constraint of the hold time, which makes the TEC design of the RFF unsuitable for NTV 
operations [1]. 

In order to expand the operating voltage range and achieve a higher energy effi-
ciency, we improved and extended our previous work [27]. In this paper, a timing error 
tolerant flip-flop (ETFF) is proposed and applied in the processing element (PE) circuits 
of a convolutional NN (CNN) accelerator, as shown in Figure 1. An ETFF consists of a 
node transition signal detector (NTSD) using only nine transistors and a data selection 
error correction unit (DSEC). The NTSD monitors the timing conditions by detecting the 
wrong transitions of nodes, which are caused by delay violations. Once the delay of a 
circuit violates the timing constraints as the supply voltage reduces, the NTSD will imme-
diately generate an error signal. The DSEC is designed based on a conventional transmis-
sion-gate flip-flop (TGFF) [28] and two extra transmission gates. The DSEC driven by error 
signals from the NTSD will then select valid input data to recover the timing errors during 
the same clock cycle. 
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Figure 1. A PE circuit using the proposed ETFF design in a CNN accelerator. 

Compared to our previous work [27], the improvement and extension introduces the 
following two novelties: (1) Transistor sizing for the proposed ETFF is explored to further 
improve the trade-off between power, delay and area. The lowest supply voltage that the 
proposed ETFF steadily works at is extended to 0.3 V. (2) The proposed TEC design of the 
ETFF is simplified and improved to retain the robust edge-sampling characteristic of a 
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master-slave flip-flop with only two extra transmission gates. The main contributions of 
this work are as follows: 
• A light-weight timing error-tolerant circuit, namely, the ETFF, is designed to extend 

the lowest operation voltage to 0.3 V with a 25.63% area reduction compared with 
the RFF design [13]. 

• Transistor sizing is used to improve the power-delay product (PDP) of the proposed 
ETFF by 9.16–99.84% at supply voltages of 1.1–0.3 V. 

• Benefiting from the proposed EDAC design, a CNN accelerator implemented in the 
SMIC COMS 40 nm process can reliably perform the classification at the supply volt-
ages in the NTV region with an energy saving of up to 55.29%. 

2. Background and Related Work 
2.1. Timing Issues in NTV Operation 

Recent research in the area of near-threshold operations has shown that voltage scal-
ing is a promising energy-efficient technique [1–3,5]. The energy dissipation in CMOS cir-
cuits is largely caused by the charging and discharging of the internal node capacitance 
and can be reduced by lowering the supply voltage( denoted by VDD)in a quadratic man-
ner. The threshold voltage is denoted by VT. However, when the voltage is scaled down 
to the near-threshold (i.e., VDD~VT) and sub-threshold voltage (i.e., VDD < VT) region, the 
propagation delay variations mainly caused by the drain current can dramatically in-
crease by 50–100× [1] compared to that in the nominal voltage operations. In a compact 
model [29], the propagating delay tp and the energy of a gate egeat operating under NTV for 
the 65 nm CMOS process can be respectively expressed as: 
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where IC, α and σ represent the inversion coefficient, switching activity and drain-in-
duced barrier lowering factor, respectively. Ktp and kfit are the delay-fitting and model-
fitting parameters. CL, Cox, VDD and VT represent the load capacitance, the oxide capaci-
tance, the supply voltage and the threshold voltage, respectively. W and L represent the 
width of the transistors in the driving stage and the channel length, respectively. 

The total energy consumed by a gate is the sum of the switching energy and leakage 
energy during a clock period. One factor of the path delay depends on the technology, 
transistor sizing and gate topology, while the other depends on the supply and threshold 
voltage [1]. Thus, NTV operation leads to a several-order of magnitude improvement in 
the energy efficiency of a circuit. However, the propagation delay is extremely sensitive 
to the change of the VDD under NTV. 

The schematic of a common sequential circuit is shown as Figure 2a. The minimum 
clock cycle required for a sequential circuit depends on the delay of logic circuits in the 
worst case, while also accounting for the clock skew due to the routing direction and the 
location of the clock source. As discussed in [30], the timing constraints are given by 

log 2 1t T ( )ic CLK CLK c q suT T t t−+ − − −＜  (3)

where the clock jitter delay is ignored, and T, tsu and tc-q represent the clock period, setup 
time and the propagation delay between the clock and output signals, respectively. 
TCLK2−TCLK1 represents the delay difference of clock signal propagating from the clock tree 
to sequential circuits and 𝑡 is the maximum delay of combinatorial logic circuits. So, 
the increase in 𝑡 and 𝑡ି  due to supply voltage scaling and PVT variations will vi-
olate the constraints in (3), then cause delay violations. 
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Figure 2. (a) Conventional circuit design. (b) Timing error-tolerant design RFF [13]. (c) The timing 
diagram of main signals with nominal and late arriving inputs. 

Moreover, the propagation delay becomes more unpredictable and affects the per-
formance more severely under NTV, resulting from unstable PVT variations [26]. A small 
change in the supply voltage will cause a large change in the delay. Furthermore, with the 
continuous process technology scaling, a PVT-induced delay increasingly exacerbates the 
timing conditions of synchronous circuits on both the clock signals and data paths [23]. 
Thus, the accuracy of logic circuits significantly reduces, resulting in the propagation of 
intolerable timing errors. Timing guard band is reserved in conventional designs to avoid 
PVT-induced timing errors, as the CLK_a shows in Figure 2c. However, this conventional 
method cannot overcome the problem of considerable energy wasting caused by the re-
served voltage and timing margins. 

2.2. EDAC Circuits 
2.2.1. Timing Error Detection 

EDAC designs can be classified into three groups by different TED methods: 
1. Double sampling comparison (DSC): This method generates error signals by us-

ing a comparator to compare the twice samplings driven by the different clock signals. An 
RFF [13] consists of an XOR gate as the comparator, an MSFF driven by the clock signal 
of CLK_b and a shadow latch driven by the CLK_d signal, which with a delay is later than 
the CLK_b signal, as shown in Figure 2b. The RFF concurrently samples the input data by 
the MSFF based on the structure of a TGFF [28] and shadow latch. If the input signal is 
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late arriving with a delay, the comparator will estimate that the twice samplings are the 
same and generate error signals. However, an RFF requires more than 20 extra transistors, 
resulting from the structure of the XOR gate and shadow latch. Moreover, the circuit of 
the clock pulse generation is required to control the clock duty ratio to activate the shadow 
latch. This additional circuit adds significant increase in power and complexity to the de-
sign. 

Sharma et al. proposed a modified design [14], which uses a main latch instead of the 
MSFF and an XNOR gate as the comparator to reduce the power consumption and enable 
the lowest supply voltage down to 0.4 V with an operation frequency of 5 MHz. Bowman 
et al. proposed another modified design named time-borrowing latch (DSTB) [15], which 
is used in a fully connected DNN (FC-DNN) accelerator [16]. The DSTB sets the output of 
a latch instead of the MSFF as the transmitted data on the sequential path of circuits and 
slightly reduced clock energy overhead compared with the RFF design. The study [17] 
uses a latch to replace the MSFF in [15] to design a scannable error-detection cell (SEDC). 
The SEDC design used 14 transistors to perform the TED and one extra multiplexer, caus-
ing additional power. Moreover, the time borrowing (TB) technique discussed in Section 
2.2.2 is required for the TEC operation of the designs [15–17], which causes considerable 
energy consumption. 

2. Error prediction (EP): This method generally introduces a margin △t by using 
some buffers to anticipate possible delay violations. Sato et al. uses a main flip-flop sam-
pling the data first and a canary flip-flop [18] sampling the data a time △t later. When 
comparing both values by an XOR gate, the error prediction assumes the last sample of 
the flip-flop is correct. If the input data arrives later, these two values will not be the same 
and the XOR gate will generate an error signal. The canary design [18] has been used to 
realize a low power DNN accelerator [19]. Jain et al. designed the multi-bit flip-flop [20] 
based on the error prediction method, which has high tolerance against soft errors. A sim-
plified design is designed in [20], which just uses a delay chain instead of a canary flip-
flop and an XOR-gate to implement the error prediction. 

3. Dynamic data transition detection (DDTD): This method generates the error sig-
nals by capturing the abnormal transition of node signals caused by delay violations. This 
transistor-level detection method used in [10,12,22–24] has a significant improvement in 
area and power, compared with the DSC method. However, most of these previous de-
signs can only work at the super-threshold voltage (i.e., 0.8–1.2 V). The design in [10] uses 
a parity checking monitor to detect the error transition. A transistor as a capacitor with a 
big discharge capacitance is added to enable this design to stably work at a lower supply 
voltage (0.57 V) in a 40 nm process. The design named the EDSU in [23] includes two 
internal nodes with the inverse phases of floating nodes in a circuit by using two high 
skewed invertors. Four extra transistors are also required in the EDSU to detect the un-
moral transition of the floating nodes caused by the input with delay violations. However, 
the operation voltage of the EDSU can only be down to 0.85 V and the TB technique is 
required for the TEC operation. Zhang et al. proposed the iRazor design [24], which de-
tects timing errors based on the node signal transition of a latch with only three extra 
transistors. It can scale the supply voltage down to 0.6 V. However, this design requires 
six stacked transistors manufactured by the customized material to ensure its stability at 
a lower voltage. 

The EP method used in [18–21] does not need the operation of the TEC, which re-
duces the implementation complexity. Thus, this method is fundamentally different from 
the DSC and DDTD methods. However, it still requires redundant input copies, delay 
buffers and a comparator, the same as the DSC method, while the DDTD method does not 
need those. Thus, in comparison with the other two methods, the DDTD method generally 
has the smallest implementation complexity for the TED operation. Moreover, the delay 
of buffers in the EP-based designs has to satisfy timing constraints, limiting the increase 
in energy efficiency. Furthermore, voltage and timing margins are still needed in the EP-
based designs, because the main part never causes timing errors. Thus, power reduction 
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caused by the EP method is less than those resulting from the DSC method [15]. However, 
the clock controller is required in the DSD-based designs to generate the CLK-d signal, 
which increase the implementation complexity and power dissipation. 

2.2.2. Timing Error Correction 
After detecting the timing errors, the RFF corrects these errors based on instruction 

re-execution, driving a multiplier (MUX) to restore valid data with the penalty of one extra 
clock cycle [4,14]. The iRazor design [24] uses the stalling mechanism to suspend the cor-
responding cycles with error signals. This TEC design with the cost of one extra clock 
cycle increases the hold time constraint, which makes it unsuitable for NTV operations 
[1]. Moreover, any instruction re-execution or stalling in an MAC unit will cause this MAC 
to go out of synchrony with the remaining MACs in the NN accelerator, leading to incor-
rect computation [11]. 

The TB technique [15] performs the TEC operation by borrowing time from the next 
pipeline stages, instead of instruction re-execution. It has been introduced into the data 
paths of NN accelerators in the studies [2,8,9,16,22]. The TB technique depends on the 
assumption that the time borrowed is absorbed by a non-critical path in the next stage. 
However, this assumption may not be valid and cause the further propagation of timing 
errors, especially in high-performance designs [22]. Moreover, a complex circuit of the 
clock controller is required to perform the time borrowing, resulting in considerable en-
ergy consumption. 

With increasing research into the field of the energy-efficient NN, the TE-Drop tech-
nique has been proposed as a new TEC method for NN accelerators [3,6,7]. The main idea 
of the TE-Drop is dropping or skipping the operations of erroneous MACs instead of re-
covering them [19], ignoring the possible loss in accuracy. The study in [10] employs both 
the TE-Drop and TB technique in the tensor processing unit (TPU) and obtains up to 57% 
energy saving. 

2.3. Monitored Point Selection 
By replacing endpoint flip-flops (FFs) of critical paths with EDAC circuits, a common 

method inserts EDAC circuits into application processors. This method chooses critical 
paths with a timing slack smaller than 10–20% of the clock period, mostly depending on 
a static timing analysis (STA). For example, the RFFs used in a FC-DNN accelerator [2] 
result in an area overhead of 13.6%. In [12], the top 503 most critical registers are aug-
mented for timing error detection, out of a total of 2976 ones. This represents that approx-
imately 17% of the total FFs are replaced by the EDAC circuits with 6.9% area overhead 
and 5.7% power overhead. The designs used in [24,25] select 19.8% endpoint FFs and 70% 
critical paths (with 7.8% area overhead) as the monitor points, respectively. Thus, the 
problem of these considerable circuit costs in area and power caused by EDAC circuits is 
a real obstacle for area and energy-constrained mobile applications. 

Moreover, the slack of some noncritical paths close to the critical paths’ slack in-
creases under PVT variations. In other words, the noncritical paths are prone to becoming 
critical paths in a real condition. The variability of some noncritical paths caused by the 
unpredictable delay has to be considered. It has become an unavoidable challenge when 
applying EDAC circuits into DNN accelerators with a mass of parallel MAC units [2]. For 
instance, a TPU-like array with roughly 65 K MACs has a 50% global timing error rate, 
even if each MAC unit only experiences 5–10 timing errors in each clock cycle. Therefore, 
there is a need to design a high-efficiency monitored point selection method to reduce the 
area and power overheads and simultaneously monitor potentially critical paths. 

3. Proposed Timing Error-Tolerant Flip-Flop 
In this section, the structure and principle of the proposed light-weight EDAC design 

ETFF are illustrated. The ETFF uses a node transition signal detector (NTSD) with only 
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nine extra transistors to detect the timing errors. These errors are corrected in the same 
clock cycle by the proposed data selection error correction (DSEC) unit. Moreover, in or-
der to use fewer EDAC circuits to realize more effective timing detection, a mean-time-to-
failure-aware hybrid selection (MAHS) method is proposed, considering the variability in 
noncritical paths. 

3.1. Node Transition Signal Detector (NTSD) 
The proposed NTSD circuit consists of seven transistors denoted by M1–M7, respec-

tively, and one skewed inverter denoted by I8. The schematic and operation of the NTSD 
are presented in Figure 3 and Table 1. M7 controlled by the clock signal donated by CK is 
used as the detection window regulator. It determines if the NTSD works at the range of 
the high clock phase. During the low clock phase, M7 is switched on, keeping the signal 
of the FVDD node in logic-high. When the clock pulse is high and M7 is switched off, the 
FVDD node becomes a floating node. Once the transitions of the input signal denoted by 
D occur, the voltage at the FVDD node will immediately drop and I8 will generate a tim-
ing error signal. 
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Figure 3. The schematic and operation of the proposed NTSD: (a) the input data D transitions from 
logic “0” to “1”; (b) the input data D transitions from logic “1” to “0”. 

Table 1. Operation of the proposed NTSD design. 

Nodes and  
Transistors 

D CK M7 M2 & M3 M1 & M4 n1 M5 n2 M6 FVDD ERR 

operations 
or 

voltage states 

0 

1 off 

on off 1 on 0 off 1 0 

0→1 on→off off→on 1→0 off 0→1 On  
(charged) 

1→0 0→1 

1 off on 0 off 1 on 1 0 

1→0 off→on on→off 0→1 
On  

(charged) 1→0 off 1→0 0→1 

The timing error detection principle of the NTSD, under two input data transition 
scenarios, is explained in detail below. As shown in Figure 3a and Table 1, when D is logic 
“0”, M2 and M3 are switched on. So, the FVDD node will be in the logic-high state, the 
same as the internal node denoted by n1. The internal node denoted by n2 will stay in 
logic-low under the normal transmission without a timing error. Once D transitions from 
logic “0” to “1”, M2 is abruptly switched off, n1 is discharged to logic-low state and M4 is 
switched on. However, the floating node FVDD will be discharged to logic-low because 
n2 is discharged by M6 to stay in logic-low for a short time. 

When the input D is logic “1”, M1 and M4 are switched on, as shown in Figure 3b. 
So, the FVDD node and n2 stay in logic-high, n1 will stay in logic-low under the normal 
transmission. Once D transitions from logic “1” to “0”, M4 is abruptly switched off and 
the floating node FVDD will be discharged to logic-low state, because n1 discharged by 
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M5 will be in logic-low for a short time. Then, I8 connected to FVDD will promptly capture 
the voltage change and generate the timing error signal. 

To ensure these abrupt transitions can be immediately detected under NTV, the 
NMOS transistor M5 and M6 are used as a discharge tube to make the node n1 or n2 stay 
in logic-low for sufficient time. Otherwise, the floating node FVDD will not be fully dis-
charged to active I8 to generate a timing error signal. Consequently, it requires a higher 
ratio of width to length to ensure the discharge characteristics of M5 and M6. 

The sizing issues in the proposed transistor level design are analyzed as follows. Dur-
ing the detection phase, the voltage at the floating node FVDD will drop due to the charge-
sharing effect. These charges will flow from node FVDD and n2 through M4 and M6 to 
VSS when the input signal D changes from logic “0” to “1”, or from node FVDD and n1 
through M2 and M5 to node VSS in another case, as shown in Figure 3. The proposed 
design detects delay errors by capturing the discharge state of the floating node FVDD. 
Thus, three techniques can be applied to improve the functionality and robustness of the 
proposed design. 
1. The inverter I8 requires skewed transistor sizing to ensure that it has a sufficiently 

high logic threshold voltage regardless of process corners. 
2. The node capacitance at n1 and n2 must be increased through the transistor sizing to 

support sufficient charges. 
3. The transistor sizes of M5 and M6 must be enlarged to ensure the fast and sufficient 

voltage reduction at the floating node FVDD and a successful logic switch occurs at 
the node denoted by ERR. 
Notably, all of these design techniques must consider the effects of extra area con-

sumption and delay exacerbation under serious NTV PVT variations. Moreover, a limited 
and varying voltage swing leads to a small noise margin and large delay penalty in the 
skewed inverter I8. These concerns render the design of this NTSD challenging. The tran-
sistor sizing process for I8, M5 and M6 is explored to improve the energy efficiency and 
enable the proposed EDAC design to robustly work at NTV, as discussed in Section 3.3. 

3.2. Data Selection Error Correction (DSEC) 
The DSEC circuit based on the structure of the conventional TGFF [28] is composed 

of two latches and two transmission gates denoted by G1 and G2, as shown in Figure 4. 
G1 and G2 are driven by error signals from the NTSD to select the valid inputs. Under the 
nominal timing conditions, when the system circuits work without timing errors, G1 stays 
switched on and G2 stays switched off. 

D

NTSD

CK

NCK

CK

NCK
NCK

CK

ERR NER

NER

ERR

CK

NCK

Q
DSEC

G1

G2
 

Figure 4. The schematic of the proposed ETFF. 

Once the transition of input signal caused by delay violations occurs, the NTSD will 
generate an error signal and transmit it to G1 and G2. G1 will be promptly switched off 
and G2 will become transparent to select the valid input signal after late transition. Then, 
the output of the slave latch denoted as Q will follow the valid input signal through G2. 
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 Combining the DSEC circuit with the NTSD, the ETFF is designed. The schematic of 
the proposed ETFF is shown in Figure 4. As a direct result, the proposed ETFF retains the 
edge-sampling characteristic of a master-slave flip-flop with the abilities of detecting and 
correcting timing errors. Characteristics of the proposed ETFF compared to the RFF de-
sign [13] and standard TGFF cell [28] working at 0.6 V are shown in Table 2. The ETFF 
with merely nine extra transistors only has 1.7× area overhead and 1.59× switching energy 
of the standard TGFF, compared with the RFF design which has 2.3× area overhead and 
2.12× switching energy of the TGFF. Moreover, this design has a shorter average error 
detection delay and does not need one extra clock cycle to reload valid data from memory 
circuits, compared with the RFF design. This further improves the efficiency of application 
circuits. 

Table 2. Characteristics of the proposed ETFF compared to the Razor [13] and TGFF [28] at 0.6 V 
under TT process corner @ 25 °C. 

Characteristics 
The Number 
of Transistors 

CLK-Q Delay  
(ns) 

D-TD Delay 
(ns) 

Area 
(μm2) 

Switching Energy 
(μW) 

TGFF [28] 24 1.07 --- 3.59 0.42 

Razor [13] 44 
1.06 (no error) 
1 cycle re-exe-

cution 
1.18 8.23 0.89 

Proposed 
ETTF 33 

0.31 (no error) 
1.39 (with er-

rors) 
1.26 6.12 0.69 

3.3. Transistor Sizing 
To ensure the inverter I8 to capture a subtle voltage dropping at the floating node 

FVDD, I8 requires skewed transistor sizing to have a sufficiently high logic threshold volt-
age. We investigate the impact of inverse narrow PMOS width effect [31] on the threshold 
voltage at different supply voltages with SMIC 40 nm HVT process technology. The re-
sults are shown in Figure 5a, indicating that the variation of threshold voltage increases 
as the supply voltage decreases. The threshold voltage of the inverter remains nearly flat 
for transistor width larger than 400 nm but decreases quickly as the transistor width ap-
proaches the minimum width (W = 120 nm). To minimize the area overhead, we set the 
width of the PMOS transistor in the skewed inverter I8 as 400 nm. 

  
(a) (b) 

Figure 5. (a) VT of the inverter with different PMOS transistor sizing. (b) The lowest operating volt-
age of the NTSD with different sizing of M5 and M6. 

The lowest operating voltage of the NTSD decreases as the width of M5 and M6 in-
creases, as shown in Figure 5b. At the operation frequency of 10 MHz, the lowest operat-
ing voltage remains nearly flat when the width of M5 and M6 transistors increases to 
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larger than 500 nm. At the operation frequency of 100 MHz, the lowest operating voltage 
remains nearly flat when the width of M5 and M6 increases to larger than 800 nm. 

Figure 6 indicates that the delay of timing detection decreases at the supply voltages 
of 1.1–0.3 V as the width of transistors M5 and M6 increases. The change in the delay of 
the NTSD is insignificant when the width of transistors is larger than 500 nm. As the sup-
ply voltage increases from the standard voltage 1.1 V to the NTV, the delay of the NTSD 
increases much more quickly than expected due to drain current increasing. 

 
Figure 6. The delay of timing detection with various transistor sizing and supply voltages. 

Simulation results in Table 3 present the performances of average power, worst case 
delay and the PDP of the proposed NTEE with the different sizes of M5 and M6 at supply 
voltages of 1–0.3 V. The 9.16–99.84% reduction in the PDP indicates the effectiveness of 
transistor sizing method. Although the delay in the worst case increases with the voltage 
scaling, the PDP reduces and the reduction trend gradually decreases as the width of M5 
and M6 increases. These precipitously change at a supply voltage of 0.5 V (almost NTV). 
Thus, the proposed ETFF achieves the lowest PDP at the supply voltage of 0.5 V, although 
the power saving reduces 5× compared with the lowest supply voltage of 0.3 V. 

Table 3. The power, delay and PDP of the proposed ETFF with transistor sizing. 

Voltage 
(V) 

120 nm 300 nm 400 nm 500 nm 800 nm 
Power 
(nW) 

Delay 
(nS) 

PDP 
(f J) 

Power 
(nW) 

Delay 
(nS) 

PDP 
(f J) 

Power 
(nW) 

Delay 
(nS) 

PDP 
(f J) 

Power 
(nW) 

Delay 
(nS) 

PDP 
(f J) 

Power 
(nW) 

Delay 
(nS) 

PDP 
(f J) 

1 5571.70 45.18 251.71 5480.3 12.80 70.15 5407.40 0.16 0.88 5212.60 0.09 0.46 5046.3 0.08 0.39 
0.9  2445.80 50.58 123.70 2408.8 18.30 44.08 2378.10 2.03 4.83 2296.40 0.19 0.43 2211.3 0.15 0.34 
0.8 916.24 54.76 50.18 901.87 21.60 19.48 889.94 5.67 5.05 860.96 0.47 0.40 825.33 0.37 0.30 
0.7 294.56 56.76 16.72 289.12 22.90 6.62 285.32 6.81 1.94 275.86 1.28 0.35 266.02 0.99 0.26 
0.6 83.01 56.74 4.71 81.27 21.70 1.76 80.09 7.03 0.56 77.49 3.74 0.29 75.40 3.00 0.23 
0.5 6.46 58.16 0.376 6.36 24.60 0.16 6.14 16.20 0.10 5.77 12.30 0.07 5.45 10.40 0.06 
0.4 5.85 75.02 0.439 5.76 51.90 0.30 5.71 46.80 0.27 5.68 42.30 0.24 5.64 38.00 0.21 
0.3 1.39 161.51 0.224 1.38 157.00 0.22 1.39 154.00 0.21 1.38 152.00 0.21 1.38 147.00 0.20 

3.4. Proposed MTTF-Aware Hybrid Selection (MAHS) Method 
Considering the variability in noncritical paths, we introduce the mean-time-to-fail-

ure (MTTF) constraint [32] to propose an MTFF-aware hybrid selection (MAHS) method. 
This method simultaneously considers the coverage and activation rates of all FFs instead 
of only circuit paths. The constraints of the MTTF and the circuit cost in area (the number 
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of the monitored points) are also considered to select the final monitored registers in ap-
plication circuits. 

The automatic flow using the proposed MAHS method is presented in Figure 7. The 
STA and VCS dynamic simulations are performed to output the information of the FFs, 
data paths and timing conditions of the monitored circuit. Then, the FFs are sorted by the 
values of the covered paths and activation rate, by using the python script. All of the FFs 
on the data paths are scanned to find the FFi with the maximal coverage rate, until the 
number of data paths covered by the FFs is not smaller than 60% of all data paths. After 
activation rates of FFs are scanned, an FF with an activation rate larger than 60% will be 
selected even if it has a path coverage rate less than 60%. 

 
Figure 7. An automatic design flow of the proposed MAHS algorithm. 

As shown in Figure 8, the node B with the same path coverage as node A is selected 
as the candidate FF, because it has a higher activation rate over the node A. The node D 
with a smaller activation rate will not be chosen, although its path coverage rate is larger 
than 60%. The coverage-rate-based and activation-rate-based selections are iteratively 
performed to obtain all candidate FFs to be replaced. In the processing element (PE) array 
circuits of baseline CNN accelerator, we select 28 FFs covering 874 paths and 59 FFs with 
60% activation rates among a total of 831 FFs on 874 paths. Finally, the proposed MAHS 
method chooses 39 FFs, thus reducing 25 FFs with 3.5% area and 2.17% power savings, 
compared with the common method choosing endpoints of critical paths with a timing 
slack smaller than 10% of the clock period. 
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Figure 8. Illustration of the MAHS sifting monitor points. 

Iizuka et al. proposed a stochastic framework to estimate the MTTF constraint by 
modeling the circuit operation as a continuous-time Markov process [32]. The state tran-
sition probability denoted as Pi,j (s, t) that the circuit is in state i at time s and will stay in 
state j at time t is given by: 

, ( , ) ( ( ) ( ) )i jp s t P X t j X s i= = =  (4)

In the case of a stationary Markov process, pi,j (s,t) can be simply expressed as pi,j (t). 
Q-matrix using qi,j (the transition rate of the leaving state i) is expressed by: 

1,1 1,2 1,

2,1 2,2 2,

,1 ,2 ,

- ( ) ( ) ( )
( ) - ( ) ( )

( ) ( ) - ( )

state

state

state state state state

N

N

N N N N

q t q t q t

q t q t q t
Q

q t q t q t

 
 
 =  
 
  





   


 (5)

Let ∆𝑡 denote the eigenvalue matrix of Q-matrix, and U denotes the corresponding 
eigenvector matrix of Q-matrix. Then, the matrix of state transition probability can be ex-
pressed by: 

1,1 1,2 1,

2,1 2,2 2, 1

,1 ,2 ,

( ) ( ) ( )
( ) ( ) ( )

( ) = ( )

( ) ( ) ( )

state

state

state state state state

N

N

N N N N

p t p t p t

p t p t p t
P t U t U

p t p t p t

−

 
 
 = Λ 
 
  





   


 
(6)

The state transition probability being at state fail at time t from the state valid, denoted 
by Pvalid,fail which is computed by (6), so the MTTF of a circuit can be calculated by: 

,

0
 

( )valid faildp t
MTTF t dt

dt
∞

= ⋅  (7)

To further verify the effectiveness of the MAHS algorithm, we also applied it to the 
ISCAS’89 benchmark circuits [33], in addition to the PE array of baseline 40 nm CNN ac-
celerator. The comparison results are listed in Table 4, where the common selection 
method selects FF endpoints of critical paths with a timing slack smaller than 10% of the 
clock period. The comparison results indicate that the proposed selection method can per-
form better area overhead saving implemented in larger test processors with complicat-
edly interlaced data paths. Furthermore, the proposed ETFFs inserted in circuits using the 
MAHS method can obtain an area reduction of 2.7–29.8% and save 5.65% power, com-
pared with the RFF design [13] using the common selection method. 
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Table 4. The number of monitored points selected by different methods in ISCAS’89 benchmark 
circuits [33] and the circuit of a CNN accelerator. 

Circuit s838 s13207 s35932 s38417 s38584 CNN 
Total paths 65 491 3456 3030 2538 874 

The common method 24 57 1137 420 667 64 
The proposed method 20 68 798 19 106 39 

4. Application and Performance Analysis 
The structure design and operating principle details of the proposed light-weight 

timing error-tolerant design, namely, ETFF, have been described in Section 3. To verify 
the effectiveness of area and power savings, we applied the proposed ETFF design in a 
CNN accelerator. Moreover, the circuit-level comparison details with other EDAC designs 
are discussed. 

4.1. Experiment Setup 
The circuit of a CNN accelerator based on the classic LeNet-5 model [34] for digit 

classification is implemented as a baseline circuit by using the SMIC 40 nm process. This 
baseline circuit consists of a 4 × 4 processing element (PE) array, external and internal 
memory units (input and output FIFO and weight buffers), data transfer bus and param-
eter configuration unit. Each PE circuit is composed of a 16-bit fixed multiplier and adder 
(1/3/12 fixed) and the input and output registers built based on the structure of the TGFF. 
The proposed ETFF has been inserted in the circuit of data paths by replacing an original 
TGFF, as shown in Figure 1. The parameters of this baseline CNN model are trained by 
Python with 10,000 images in the MNIST dataset. The accuracy of classification inferred 
by using accurate adders is 98.73%. 

The hardware prototype of the baseline accelerator is implemented in RTL Verilog 
and synthesized using the Synopsys Design Compiler. The layout of the proposed ETFF 
design is generated by using the Cadence Virtuoso, following the standard cell design 
rules defined by the SMIC 40 nm process technology, as shown in Figure 9. Moreover, 
buffers are added for input signals and a load of a fanout-of-4 inverter (FO4) is used at the 
output, to simulate a real environment. The output load of the FO4 is also considered for 
power and delay evaluation. The parasitic parameters netlist is extracted by the Mentor 
Graphics Calibre. The ETFF cell has been inserted into the standard cell library, after the 
post-layout simulation has been conducted. The STA and VCS simulations are performed 
to analyze the static and dynamic timing. 

  

(a) (b) 

Figure 9. Layouts for the proposed (a) NTSD and (b) ETFF. 

4.2. Performance Analysis 
The EDAC functions and performances of delay, switching energy and average 

power of the proposed ETFF design are evaluated by using HSPICE simulator under scal-
ing supply voltages, which have been discussed in Section 3. Furthermore, to verify the 
robustness, exhaustive 10 k Monte Carlo (MC) simulations with 3-sigma process variation 
are performed for a wide voltage range of 0.2–1.1 V and the frequency range of 0.5 MHz–
10 K MHz. The timing waveforms of main signals are displayed in Figure 10, where the 



Electronics 2022, 11, 2879 14 of 17 
 

 

transitions of the input signal D from logic “0” to “1” and from logic “1” to “0” are all 
introduced. Figure 10 presents the 10 K MC results for the voltage of 1.1, 0.6, 0.4 and 0.3 
V at a frequency of 500, 100, 5, and 1 MHz, respectively. When the voltage is scaled to 0.3 
V at the frequency of 1 MHz, there is enough timing margin, allowing further increase in 
operation frequency or throughout. However, significant noises appear in the FVDD sig-
nal and the error signal, as shown in Figure 10d. These noises will affect the EDAC func-
tion and the output signal, if the supply voltage is further reduced. The simulation results 
indicate that the lowest operating voltage of the ETFF can be scaled to 0.3–0.6 V. 

  

(a) (b) 

  
(c) (d) 

Figure 10. The results of 10 K MC simulations: (a) at 1.1 V, 500 MHz; (b) at 0.6 V, 100 MHz; (c) at 0.4 V, 5 
MHz; (d) at 0.3 V, 1 MHz 

By replacing original FFs at monitored points selected by using the proposed MAHS 
method, 39 ETFFs are inserted into the PE array circuits of a CNN accelerator. Voltage 
scaling is also performed on CNN accelerator circuits to estimate the effectiveness and 
efficiency of the proposed ETFF design. The energy saving of up to 55.27% compared with 
the baseline circuit has been obtained without any loss in classification accuracy, when 
the operation voltage is scaled down to 0.5 V at the operating frequency of 100 MHz. 

Table 5 shows the characteristics of the proposed ETFF design and other EDAC de-
signs applied in NN accelerators. In comparison with other EDAC designs, the proposed 
ETFF causes a small area overhead of only 3.5%, because it uses only nine extra transistors 
and less monitored points. Although the design in [16] based on the TEC method of the 
DSTB [15] and TB [22] has less area overhead compared with ours, the proposed design 
brings the largest energy saving (55.27% overall energy saving at 0.5 V), benefiting from 
light-weight design and voltage scaling. Moreover, the proposed design reduces area 
overhead by 54.68% and improves energy efficiency by 53.69% at 0.6 V, compared with 
the design in [13], as discussed in Section 3.2.  
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Table 5. The characteristics of the proposed ETFF design and other EDAC designs applied in NN 
accelerators. 

Reference [2] [4] [6] [10] [16] This Work 
Technology CMOS 28 nm CMOS 90 nm CMOS 40 nm FinFET 15 nm CMOS 16 nm CMOS 40 nm  
Accelerator FC-DNN MAC  TPU TPU FC-DNN CNN 

TED method 
(Extra # of transistors *) 

Razor FF Razor FF Razor FF Razor FF DSTB (Latch) NTSD (FF) 
20 24 20 20 26 9 

TEC method TB  MUX TE-Drop TE-Drop & TB TB DSEC 

# of monitored points 896/8460 
(10.6%) 

No Report 14/40 
(35%) 

No Report 896/8460 
(10.6%) 

39/831 
(4.69%) 

Duty clock loading Yes Yes Yes Yes No No 
Voltage range 1.1–0.6 V No Report 1–0.65 V Nomal–0.45 V 1.0–0.4 V 1.1–0.3 V 

EDAC area overhead 13.6% 20.9% No Report 1.8% <2% (all cells) 3.5% 
Energy saving 30% No Report 20% No Report 10–31% 55.27% (@0.5V) 

#: The number of extra transistors. *: Compared with a latch or a conventional TGFF [28] with 24 
transistors. 

5. Conclusions 
In this paper a light-weight timing error detection and correction circuit design, 

namely, ETFF, is proposed to increase energy efficiency by scaling supply voltages down 
to the near-threshold voltage region. This transistor-level design utilizes a node transition 
signal detector with only nine transistors to detect timing errors. These errors can be im-
mediately recovered by data selection based on the proposed error correction design dur-
ing the same clock cycle. Moreover, transistor sizing is used to optimize the trade-off be-
tween performance and overheads and enable the ETFF to stably work in a wider voltage 
range of 1.1-0.3 V. Furthermore, monitored points are selected by using the proposed 
MAHS method that simultaneously considers the coverage and activation rates of all flip-
flops instead of only those on circuit paths with a timing slack smaller than 10–20% of the 
clock period. A baseline CNN accelerator using the SMIC 40 nm process can reliably op-
erate under near-threshold voltages, benefiting from the proposed design and leading to 
55.27% overall energy saving at 0.5 V. Additionally, the power overhead of timing error-
tolerant circuits can also be considered in the selection of monitored points in further 
work. The proposed light-weight design can be more efficient in saving energy for larger 
circuits. As an example, deep neural network accelerators with a massive number of layers 
and weights that have to be recurrently calculated would benefit from the proposed de-
sign and will be considered in future work. 
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