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Abstract—Deep neural networks (DNNs) are effective machine
learning models to solve a large class of recognition problems,
including the classification of nonlinearly separable patterns. The
applications of DNNs are, however, limited by the large size and
high energy consumption of the networks. Recently, stochastic
computation (SC) has been considered to implement DNNs to
reduce the hardware cost. However, it requires a large number
of random number generators (RNGs) that lower the energy
efficiency of the network. To overcome these limitations, we
propose the design of an energy-efficient deep belief network
(DBN) based on stochastic computation. An approximate SC
activation unit (A-SCAU) is designed to implement different types
of activation functions in the neurons. The A-SCAU is immune
to signal correlations, so the RNGs can be shared among all
neurons in the same layer with no accuracy loss. The area and
energy of the proposed design are 5.27% and 3.31% (or 26.55%
and 29.89%) of a 32-bit floating-point (or an 8-bit fixed-point)
implementation. It is shown that the proposed SC-DBN design
achieves a higher classification accuracy compared to the fixed-
point implementation. The accuracy is only lower by 0.12% than
the floating-point design at a similar computation speed, but with
a significantly lower energy consumption.

Index Terms—stochastic computing, deep belief network, recti-
fier linear unit, cognitive computing.

I. INTRODUCTION

As a type of deep neural networks (DNNs), a deep belief
network (DBN) substantially improves the performance of
conventional artificial neural networks such as a multilayer
perceptron [1]. A DBN can perform unsupervised learning and
solve nonlinearly separable pattern recognition problems such
as the classification of objects [2], speech [3] and hand written
characters [4]. However, the size of a DBN increases rapidly
with the complexity of a problem, so it inevitably results in
a large hardware and a high energy consumption. Hence, it
is difficult to implement a machine learning algorithm using
a DBN on a resource-limited system such as a mobile device
or an embedded system. It has become imperative to develop
efficient hardware design for implementing a DBN at a small
circuit area and low power consumption.

The recent resurgence of stochastic computing (SC) pro-
vides such an opportunity [5] [6]: an SC circuit reduces the
hardware footprint of many fundamental arithmetic circuits,
such as adders, subtractors [7] [8] and multipliers [9] [10].
The hyperbolic tangent (tanh) and exponential functions can

be implemented by linear finite state machines (LFSMs) [11].
Recently, SC designs have been utilized to implement radial
basis function neural networks [12], a multi-layer perceptron
[13], a convolutional neural network [14], a DBN [15] and
other types of DNNs [16] [17]. In these designs, the neural
networks are pre-trained to perform the nonlinear classification
in hardware.

In spite of the simple SC circuits, stochastic number
generators (SNGs), consisting of random number generators
(RNGs) and comparators, incur a large area and high power
consumption [16] [17], thus reducing the energy efficiency of
an SC design. Moreover, because different types of activation
functions are needed for various requirements in the learning
process, the performance of SC-based DNNs is limited as it
is difficult to reconfigure the activation function without re-
implementing the design.

In this paper, a stochastic computational DBN (SC-DBN)
is proposed to overcome the above limitations. The Modified
National Institute of Standards and Technology (MNIST)
dataset is used for the evaluation of the proposed design.
An approximate SC activation unit (A-SCAU) is proposed to
implement different types of activation functions such as the
sigmoid, the rectifier linear and the pure line functions. The
SC-DBN achieves a smaller area, lower power and energy
consumption with a similar accuracy and computation speed
compared to conventional floating- and fixed-point implemen-
tations.

II. REVIEW

A. The structure of DBNs

A DBN consists of one input layer, multiple hidden layers
and one output layer. Assume that the number of neurons in
layer l−1 and l are M and E, wl

ij denotes the weight between
neuron j in layer l − 1 and neuron i in layer l. The output
signal of neuron i in layer l at epoch t, yli(t), is given by [18]

yli(t) = ϕ(

M∑
j=1

yl−1
j (t) · wij), i = 1, 2, ..., E, (1)

where ϕ(·) is the activation function. One of the most widely
used activation function is the sigmoid function [18], defined
as



ϕ(x) =
1

1 + exp(−x)
. (2)

The rectifier linear function (ReLU) [19] is another useful
activation function, defined as

ϕ(x) = min(1,max(0, x)). (3)

The pure line function [18] is defined as

ϕ(x) = min(1,max(−1, x)). (4)

B. Stochastic logic elements

In SC, assume that there are a 1’s in a random binary bit
stream with a length of b bits; the bit stream encodes the
value of a/b within [0, 1] in the unipolar representation or
(2a − b)/b within [−1, 1] in the bipolar representation [5]
[6]. Some fundamental computational elements can be imple-
mented by simple circuits. For example, a bipolar multiplier is
implemented by an XNOR gate and an adder is implemented
by a multiplexer with the select signal encoding a probability
of 0.5 [7]. Compared to conventional binary designs, the area
and power consumption of these simple stochastic circuits are
significantly smaller.

III. DESIGN OF THE SC-DBN

In the SC-DBN, an approximate SC activation unit (A-
SCAU) that is immune to signal correlations, is proposed to
implement different types of activation functions.

A. Neuron design

To implement the forward propagation algorithm, a neuron
requires four components in the SC-DBN: two SNG arrays for
the input signals and the layer weights, a bipolar SC multiplier
array implemented by XNOR gates and an A-SCAU array
(Fig. 1). The SNG arrays convert the binary input signals and
the layer weights to stochastic sequences. Each signal in a
D-dimensional input is converted into q parallel stochastic
sequences to reduce latency. In a conventional SC design,
the sharing of RNGs causes correlations between the output
sequences, thus reducing the computation accuracy. In the
SC-DBN, however, an RNG is shared to produce stochastic
sequences for the inputs and a total of q RNGs are required for
a parallelization of q levels. Therefore, the number of RNGs
is changed to 1/D of those required in a conventional design
with the same level of parallelization but no sharing structure.

Fig. 1. Design of the neuron. I is the input signal and W is
the layer weight. K is the output of the SC multiplier array.

Fig. 2. Design of the A-SCAU.

B. Reconfigurability of the A-SCAU

The A-SCAU consists of an accumulative parallel counter
(APC), a linear approximation unit (LAU), an RNG and
a comparator (Fig. 2). The A-SCAU implements a linear
function to approximate different activation functions such as
(2), (3) and (4). The linear function of the A-SCAU has the
generalized form of

ψ(x) = min(1,max(p,
1

r
x+ s)), (5)

where p, r and s are parameters that can be configured to
implement different activation functions.

For the sigmoid function (2), for example, the output range
is [0,+1]. If x = 0, ψ(x) = ϕ(x) = 1/2. Therefore, p and s
are set to 0 and 1/2, respectively, and a search is conducted
to find the optimal value of r. Assume r varies in [+2,+10]
with a step size of 0.01, r = 5.27 leads to the minimum
mean squared error (MSE), 6.16 × 10−4, between ψ(x) and
ϕ(x). The value of r is set to 4 to simplify the hardware
implementation. As a result, (2) is approximated by

ψ(x) = min(1,max(0,
1

4
x+

1

2
)). (6)

Thus, the sigmoid function is approximated by using the
configuration p = 0, r = 4, and s = 1/2 in the A-SCAU.

The rectifier linear function (3) can be directly implemented
by the A-SCAU with the configuration p = 0, r = 1 and s = 0.
The pure line function (4) is implemented by the configuration
p = −1, r = 1 and s = 0.

Note that the A-SCAU implements an approximate model of
the sigmoid function but accurate models of the rectifier linear
and pure line functions. Fig. 3 shows the simulation results of
the A-SCAU with different configurations. The range of the
input signal x is set to [−10, 10]. With a sequence length of
4096 bits, the MSEs of the implementations are 1.1 × 10−3,
6.1 × 10−4 and 8.9 × 10−4 for the sigmoid, ReLU and pure
line functions.

C. Immune-to-correlation feature

As the core component in the A-SCAU, the LAU computes
the output of the A-SCAU using a binary circuit (Fig. 4).
As a result, the accuracy of the LAU is not affected by the
correlations in the stochastic sequences.

In the A-SCAU, each input is implemented by a paralleliza-
tion of q levels. For a D-dimensional input K encoded in



(a) (b) (c)

Fig. 3. The simulation results of the A-SCAU for (a) the sigmoid function, (b) the ReLU function and (c) the pure line function.

Fig. 4. Circuit design of the LAU. CMP: comparator. <<:
shift register. The width of the output signal is set to m.

stochastic sequences, the APC converts every qD-bit input
combination into a binary vector of m bits (m = dlog2(qD)e).

For n-bit stochastic sequences, the APC outputs n m-bit
binary integers in series (denoted by C in Fig. 4). Then, the
LAU accumulates n cycles of the output from the APC. Note
that the range of ψ(x) is [0, 1] for the sigmoid and ReLU
functions, and [−1, 1] for the pure line function. The LAU
converts the accumulated value into an integer for the desired
ψ(x), and a stochastic sequence is generated by the RNG and
comparator as the output of the A-SCAU (Fig. 2). The circuit
design of the LAU is shown in Fig. 4. The sequence length n
and the parameter r are set to values in powers of 2, so the
multipliers and dividers are simplified to shift registers.

Note that the output of the LAU is only determined by the
number of 1’s computed by the APC in the input sequences,
regardless of the bit correlations. Therefore, the computation
accuracy is not affected by the correlations due to the sharing
of RNGs in the circuit.

This immune-to-correlation feature of the A-SCAU makes
it possible to dramatically reduce the number of RNGs in
the circuit. In the simulation, sequences for 10-dimensional
input signals are generated by shared RNGs but different
comparators. The parallelization is set to 16× and sequence
length is set to 256 bits, so in total 256 × 16 = 4096 bits
for each input. The simulation results of the A-SCAU and
the bounded random walking based tanh (Btanh) [16] based
sigmoid functions are shown in Fig. 5. As can be seen, the

Fig. 5. Simulation results of the A-SCAU and the Btanh based
sigmoid functions. Both use shared RNGs.

Btanh circuit does not produce correct results, whereas the A-
SCAU achieves a good accuracy. The RNGs are shared among
parallel A-SCAU components without loss of computation
accuracy. Therefore, the RNGs can not only be shared among
the signals in a single neuron, but also among all neurons in
the same layer.

IV. EVALUATION

A. Accuracy

The SC-DBN is evaluated on the MNIST dataset [20].
The samples are grayscale images with 28 × 28 pixels of 10
different hand written characters labeled as ’0’ to ’9’. The
structure of the network is optimized by the pruning algorithm
[21], consisting of one input layer with 784 neurons, two
hidden layers with 100 and 200 neurons, and one output layer
with 10 neurons. An 8-bit fixed-point and a 32-bit floating-
point implementation with the same configuration are also
evaluated on the dataset.

The classification error rates of the different implementa-
tions are shown in Table I. It can be seen that the classification
accuracy improves rapidly when the sequence length is under
256 bits, increasing from 89.9% (by 32 bits) to 98.9% (by
128 bits). Using 64-bit sequences (×16 parallel processes), the
proposed design achieves a higher accuracy than the results in
the literature [15] [16] [17] [22]. Note that most of the designs
in the literature require larger latency than the proposed design
(from 1024 bits to 4096 bits) except for the integral stochas-
tic implementation [17]. Moreover, with a 256-bit sequence
length, the SC-DBN achieves a higher classification accuracy
than an 8-bit fixed-point implementation, which is only 0.12%
lower than a 32-bit floating-point implementation.



TABLE I. Accuracy Comparison

Network sequence length (bit) accuracy (%)

SC-DBN
(16× parallelization)

32 89.90
64 97.78
128 98.90
256 99.15

8-bit fixed point – 98.10
32-bit floating-point – 99.27

integral stochastic NN [17] 64 97.73
SC DNN [16] 1024 97.59

FPGA-RBM [22] 1024 94.28
FPGA-DBN [15] 4096 94.10

TABLE II. Hardware Efficiency Comparison

SC DBN Fixed-point
(8 bits)

Floating-point
(32 bits)

area (µm2) 23062.61 86875.05 437767.22
power (mW) 1.12 4.01 24.86

frequency (MHz) 134.7 167.3 159.7
cycle (/sample) 256 296 412

latency (µs/sample) 1.90 1.77 2.58
Energy (pJ/sample) 2.12 7.10 64.14

B. Hardware efficiency

ASIC implementations of the DBNs are assessed in area,
power and energy consumption using VHDL synthesized by
the Synopsys Design Compiler with ST’s 28 nm technology
library. The sequence length of the SC-DBN is set to 256 bits
with 16× parallelization. As shown in Table II, the simulation
results indicate that the SC-DBN requires the smallest area,
lowest power and energy consumption among the different
implementations. It takes 5.27%, 4.49% and 3.31% of the
area, power and energy consumption of the 32-bit floating-
point implementation. These figures of merit are 26.55%,
27.82% and 29.89% when compared to the 8-bit fixed-point
implementation. The SNGs take 16.92% and 19.31% of the
circuit area and power consumption of the SC-DBN, and
achieve approximately reductions of 1.5× in area and 2× in
energy consumption when compared to the design in [16].
Overall, the proposed design is 2× smaller in area and 2.5×
lower in energy consumption compared to the design in [16].

In spite of the latency challenge for SC [6] [23], the SC-
DBN achieves a similar performance with 16× parallelization
compared to conventional binary designs, thus significantly
reducing the latency of an SC circuit.

V. CONCLUSION

In this paper, an energy-efficient stochastic computational
deep belief network (SC-DBN) is proposed to implement the
forward propagation process for inference. An approximate
SC activation unit (A-SCAU) is reconfigurable to implement
different activation functions. It also leverages the shared use
of RNGs among neurons in the same layer, so significantly
smaller area and lower energy consumption are obtained for
the proposed design. The classification accuracy of the SC-
DBN is higher than a fixed-point implementation and slightly
lower than a floating-point implementation. Compared to the
conventional binary implementations, however, the proposed

design achieves significantly smaller area, lower power and
energy consumption with a similar processing speed.
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