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Logic circuits built using nanoscale technologies have significant reliability limitations due to fundamen-
tal physical and manufacturing constraints of their constituent devices. This paper presents a probabilis-
tic gate model (PGM), which relates the output probability to the error and input probabilities of an
unreliable logic gate. The PGM is used to obtain computational algorithms, one being approximate and
the other accurate, for the evaluation of circuit reliability. The complexity of the approximate algorithm,
which does not consider dependencies among signals, increases linearly with the number of gates in a
circuit. The accurate algorithm, which accounts for signal dependencies due to reconvergent fanouts
and/or correlated inputs, has a worst-case complexity that is exponential in the numbers of dependent
reconvergent fanouts and correlated inputs. By leveraging the fact that many large circuits consist of
common logic modules, a modular approach that hierarchically decomposes a circuit into smaller mod-
ules and subsequently applies the accurate PGM algorithm to each module, is further proposed. Simula-
tion results are presented for applications on the LGSynth91 and ISCAS85 benchmark circuits. It is shown
that the modular PGM approach provides highly accurate results with a moderate computational com-
plexity. It can further be embedded into an early design flow and is scalable for use in the reliability eval-
uation of large circuits.

� 2010 Elsevier Ltd. All rights reserved.
1. Introduction

As CMOS technology enters the nanometer regime, shrinking de-
vice dimensions, lower design tolerances and fabrication variability
have negative impacts on reliability and result in increased device
failure rates [1]. The effects of process variations, due to random
dopant fluctuations or sub-wavelength lithography, are expected
to reduce transistor reliability as technology further scales. Perma-
nent faults can be caused by time-dependent dielectric breakdown
of materials, hot carrier injection effects and negative bias
temperature instability in transistors [2]. Electromigration
becomes a major concern for interconnect reliability and can lead
to faults due to connection shorts and opens. Furthermore,
transient (soft) errors may result from temporary environmental
influences [3]. Higher integration densities and lower voltage/
current thresholds have increased soft error rates in VLSI circuits.

Non-conventional nanotechnologies, currently being investi-
gated as potential alternatives to CMOS, are expected to have lower
reliability than current CMOS technology. This is a result of manu-
facturing processes and sensitivity to environmental factors – non-
deterministic behaviors will be present due to quantum effects,
environmental noise and, in some cases, inexpensive but inaccu-
rate chemical self-assembly [4]. The imprecision and randomness
inherent to the stochastic nature of chemical self-assembly will
ll rights reserved.
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inevitably raise the density of defects in molecular devices, which
subsequently cause malfunctions of logic gates and interconnects
in circuits. The reliability limitations of nanoscale devices have be-
come first-order issues and probabilistic designs, rather than
deterministic ones, will be necessary to account for the stochastic
behavior of nanoscale circuits and systems [5].

The design of ‘‘probabilistic logics” has been of interest since the
early days of electronic computers when von Neumann proposed to
synthesize reliable systems from unreliable components [6]. In his
study, errors are treated probabilistically and a system is consid-
ered reliable if the probability of its correct output is greater than
a threshold. As von Neumann stated, when the probability of output
error reaches this threshold, the results from computation become
irrelevant to the inputs and restoration of the outputs to their cor-
rect signal values is not possible. von Neumann’s work has moti-
vated many efforts to characterize the reliability of fault-tolerant
architectures in both conventional [7] and nanotechnology [8] sys-
tems. In light of the continuous scaling of CMOS and the emergence
of new nanoscale technologies, reliability has increasingly been a
concern and is expected to become a major design metric as perfor-
mance and power are for today. This increasing demand on reliabil-
ity design calls for accurate and efficient evaluation tools for the
analysis of circuit reliability. Reliability evaluation through analysis
and/or simulation also serves as the first step towards understand-
ing when fault-tolerance needs to be added to a system and what
the resulting reliability gains are.
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To this end, various approaches based on probabilistic analysis
have been proposed for the evaluation of circuit reliability [9,10].
Recent researches have focused on the use of Markov random
fields [11], probabilistic model checking (PMC) [12], probabilistic
transfer matrices (PTMs) [13], Bayesian networks [14], analytical
and scalable approaches [15], probabilistic decision diagrams
(PDDs) [16], Boolean difference calculus [17], signal probabilities
[18], circuit transformations [19] and multiple passes for sequen-
tial circuits [20]. Several of these approaches, such as those using
PMC [12], PTMs [13] and PDDs [16], provide accurate evaluation
results, however, they are affected by the problems of state space
explosion and an exponential complexity, which make them prac-
tically infeasible to be used for large circuits. While the other tech-
niques can be more efficient in terms of runtime or memory usage
[14,15,17–19], they generally provide approximate results. In [14],
an approximate inference scheme is proposed for the handling of
large circuits using a probabilistic model based on Bayesian net-
works. A novel approach using Boolean difference calculus is ap-
plied to the probabilistic analysis of logic circuits in [17]. In [18],
several algorithms based on the straightforward application of sig-
nal probabilities are presented to estimate circuit reliability. In
[19], the signal probabilities of all internal nodes of logic circuits
are calculated using techniques of circuit transformation. In [15],
three scalable algorithms are proposed for reliability analysis. Par-
ticularly, a so-called single-pass method is able to accurately eval-
uate circuits without reconvergent fanouts and is applicable to
other circuits by computing the correlation coefficients of depen-
dent signals. This single-pass method is extended in [20] in the
form of multiple passes for the reliability evaluation of sequential
circuits.

In this paper, we present computational algorithms using
probabilistic gate models (PGMs) for the reliability analysis of logic
circuits. A simple algorithm, directly applicable on the interconnec-
tions of gates as specified in a circuit’s netlist, provides highly accu-
rate results when the circuit has no or few reconvergent fanout, as
well as when the fanouts originate from the primary inputs and
the primary inputs are highly reliable. An accurate algorithm is able
to determine the exact reliability of a circuit, while in the worst case,
its complexity increases exponentially with the number of depen-
dent reconvergent fanouts. Based on these algorithms, a modular ap-
proach is further investigated to explore the tradeoff between the
speed and the accuracy in reliability evaluation. It is shown that
the hierarchical modular approach can be embedded into a design
flow and is potentially useful for the reliability evaluation of VLSI cir-
cuits and systems. Incorporated with various gate characteristics,
these algorithms can be used to evaluate the necessity of using fault
mitigation techniques on circuit and logic levels. Although it is illus-
trated using non-redundant circuits, the proposed methodology is
general and thus also applicable to circuits where redundancy and
voting are used for fault-tolerance purposes.

This paper is organized as follows. In Section 2, the notions of
PGMs, as well as a general procedure to produce PGMs, are pre-
sented. Section 3 presents PGM-based analytical approaches to
reliability modeling and reports computational results of applying
them to benchmark circuits. Section 4 investigates a modular
approach that trades off accuracy for efficiency in evaluating
reliability. Section 5 concludes the paper.
2. Probabilistic gate models for unreliable logic gates

2.1. Probabilistic gate models (PGMs)

We follow the definitions in what von Neumann called ‘‘prob-
abilistic logics,” where Boolean signals are considered probabilis-
tic and a logic gate is assumed to fail independently with a
Please cite this article in press as: Han J et al. Reliability evaluation of log
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constant probability e [6,21–24]. A PGM is based on such a
model of unreliable gates. While simplistic, this error model
can be extended to consider technologies used to build gates
by incorporating their fault mechanisms and gate structures.
For instance, one could develop more accurate models based
on a gate’s transistor-level structure [25,26], its physical area
or its robustness to errors, and then incorporate these factors
into the expression of e.

We further assume that each binary signal of a gate’s input or
output is associated with a random variable, which denotes the
probability of this signal, defined as follows:

Definition 1. The signal probability of an input or output of a gate
is defined as the probability that the signal is a logical ‘‘1.”

Given a gate error rate e, it then becomes possible to relate a
gate’s output probability to its input probabilities, according to
the function and malfunction of the gate. Given an output’s signal
probability, P(‘‘1”), and its complement, P(‘‘0”) = 1 � P(‘‘1”), the
reliability of the output is given by:

R ¼ Pð\1"Þ�Peð\1"Þ þ Pð\0"Þ�Peð\0"Þ; ð1Þ

where Pe(‘‘1”) and Pe(‘‘0”) are the probabilities that the output is ex-
pected to be a ‘‘1” and ‘‘0” respectively, provided that the gate is
fault-free.

If the output is expected to be a ‘‘1,” i.e. Pe(‘‘1”) = 1 and
Pe(‘‘0”) = 0, Eq. (1) reduces to R = P(‘‘1”), i.e., the obtained
probability is the reliability of the output. If the output is expected
to be a ‘‘0,” i.e. Pe(‘‘1”) = 0 and Pe(‘‘0”) = 1, Eq. (1) reduces to
R = P(‘‘0”) = 1 � P(‘‘1”), i.e., the output reliability is the complement
of the obtained probability.

For convenience, we shall mean ‘‘the probability (of a signal)
being a ‘‘1” by using the simple term ‘‘probability” throughout
the text, unless it is otherwise noted.

The PGM for a NAND gate is given as follows. For a single
NAND gate, let X1 and X2 be the signal probabilities of its two
independent inputs. By assuming first that the NAND gate is
fault-free, the output probability Z is given by 1 � X1X2. If the
gate has a probability e of making an error, the output probabil-
ity is then

Z ¼ Pð\1"jgate faultyÞ�Pðgate faultyÞ
þ Pð\1"jgate not faultyÞ�Pðgate not faultyÞ: ð2Þ

For gate errors of the von Neumann (inversion), stuck-at-0 and
stuck-at-1 types, the output probabilities are, respectively,

Zm ¼ ð1� eÞð1� X1X2Þ þ eX1X2 ¼ ð1� eÞ þ ð2e� 1ÞX1X2; ð3Þ
Z0 ¼ ð1� X1X2Þð1� eÞ; ð4Þ
Z1 ¼ 1� ð1� eÞX1X2: ð5Þ

In a PGM, a gate failure is actually modeled as an error at a
gate’s output, while an interconnect failure can be modeled as
an input error of the gate into which this interconnect leads.
Thus an input, or an interconnect, can be seen as an identity
gate, which reproduces its input as output and is subject to
the same error rate as other logic gates. Hence, the output prob-
ability of an unreliable interconnect for a von Neumann error is
given by:

Zv ¼ X þ eð1� 2XÞ: ð6Þ

The PGMs of interconnect and several logic gates are given in
Table 1. Note that in a nanoelectronic circuit, it may not be true
that all gates and interconnects have the same error rate – the fault
mechanisms and the rates of fault occurrence vary greatly depend-
ing on the actual implementation.
ic circuits using probabilistic gate models. Microelectron Reliab (2010),
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Table 1
Probabilistic gate models (PGMs) of Logic Gates.

von-Neumann (Zv) Stuck-at-0 (Z0) Stuck-at-1 (Z1)

NAND (1 � e)+(2e � 1)X1X2 (1 � X1X2)(1 � e) 1 � (1 � e)X1X2

NOR 1 � X2 � X1 + X1X2(1–2e)+e(2X1 + 2X2 � 1) 1 � X2 � X1 + X1X2 + e(X1 + X2 � X1 + X2 � 1) 1 � X2 � X1 + X1X2 + e(X1 + X2 � X1X2)
Majority X1X2 + X1X3 + X2 + X3 � 2X1X2X3 + e(4X1X2X3 �

2X1X2 � 2X1X3 � 2X2X3 + 1)
(1 � e)(X1X2 + X1X3 + X2X3 � 2X1X2X3) (1 � e)(X1X2 + X1X3 + X2X3 � 2X1X2X3)+e

XOR X2 + X1 + 2X1X2 + e(4X1X2 � 2X2 � 2X1 + 1) X2 + X1 + 2X1X2 + e(2X1X2 � X2 � X1) X2 + X1 + 2X1X2 + e(2X1X2 � X2 � X1 + 1)
NOT 1 � X � e + 2eX 1 � X � e + eX 1 � X + eX
Interconnect X + e(1–2X) X(1 � e) X(1 � e)+e
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2.2. A general procedure for the generation of PGMs

For a circuit that performs an arbitrary logic function, we can
derive a probabilistic equation for this function, regardless of the
specific structure of the circuit. A PGM of an arbitrary function
can be constructed as follows.

As the symbolic logic (Boolean) operations map into the opera-
tions of a Boolean ring, the operations of binary functions can be
mapped into a set of probability values in the real interval [0, 1]
as follows [9,11]:

X ! 1� X;

X1 ^ X2 ! X1X2;

X1 _ X2 ! X1 þ X2 � X1X2:

These rules assign signal probabilities to the inputs and output
of a gate or a functional unit, thus mapping the Boolean logic vari-
ables and operations into real-valued probabilities and arithmetic
operations.

A general procedure to generate PGMs is as follows:

1. Construct a truth table that describes the Boolean function of
the circuit (here, as a functional unit);

2. Use the Boolean ring mappings to obtain a sum of the minterms
that produce a ‘‘1.” The complement of this sum will produce a
‘‘0” when the unit is fault-free.

3. Consider the effect of the malfunction of the unit and, according
to formula (1), sum over the conditional probabilities with and
without function errors.

Let us take a 1-bit full adder as an example. The function for its
sum output (shown in Table 2) can be described as:

S ¼ ðA ^ B ^ CinÞ _ ðA ^ B ^ CinÞ _ ðA ^ B ^ CinÞ _ ðA ^ B ^ CinÞ:

According to the Boolean ring mappings, the sum of the min-
terms for output ‘‘1” and output ‘‘0” are

S¼ ð1�AÞð1�BÞCinþð1�AÞBð1�CinÞþAð1�BÞð1�CinÞþABCin;

ð7Þ

and 1 � S respectively.
Table 2
Truth table for the sum of an adder.

A B Cin S

0 0 0 0
0 0 1 1
0 1 0 1
0 1 1 0
1 0 0 1
1 0 1 0
1 1 0 0
1 1 1 1

Please cite this article in press as: Han J et al. Reliability evaluation of log
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If the adder has a probability ec of making a von Neumann error,
the output probability is given by:

Sv ¼ Sð1� ecÞ þ ð1� SÞec

¼ ð1� ecÞðð1� AÞð1� BÞCin þ ð1� AÞBð1� CinÞ
þ Að1� BÞð1� CinÞ þ ABCinÞ þ ecð1� ðð1� AÞð1� BÞCin

þ ð1� AÞBð1� CinÞ þ Að1� BÞð1� CinÞ þ ABCinÞÞ: ð8Þ

For stuck-at-0 and stuck-at-1 faults, the output probabilities
are:

S0 ¼ ð1� ecÞðð1� AÞð1� BÞCin þ ð1� AÞBð1� CinÞ
þ Að1� BÞð1� CinÞ þ ABCinÞ; ð9Þ

S1 ¼ ð1� ecÞðð1� AÞð1� BÞCin þ ð1� AÞBð1� CinÞ
þ Að1� BÞð1� CinÞ þ ABCinÞ þ ec: ð10Þ
3. Reliability evaluation using probabilistic gate models (PGMS)

3.1. A simple algorithm

We first present a simple approach to reliability modeling. It is
based on the iterative execution of PGMs guided by a specific cir-
cuit structure [27]. Consider a gate indexed i in a circuit. For von
Neumann faults, the procedure to obtain the gate’s PGM can be for-
mulated as:

Xi ¼ ½pi 1� pi� �
1� e

e

� �
; ð11Þ

where pi is the sum of the minterms of inputs that produce a ‘‘1.”
For example, pi ¼ 1� Xi�1Xi�2 for a NAND gate with inputs Xi�1

and Xi�2. Here Xi is the output of gate i and thus an input to another
gate in the circuit. Since every gate can be modeled by Eq. (11), an
iterative execution of this procedure from a circuit’s primary inputs
to an output will produce an output probability.

A procedure for this simple algorithm is as follows:

1. Partition the circuit into m sub-circuits for each output, with m
being the number of outputs of the circuit.

2. Assign initial signal probabilities to the primary inputs as well
as error rates to the gates.

3. Proceeding from primary inputs to outputs, compute the signal
probability of each output following the gates’ PGMs.

4. Apply Eq. (1) to obtain the reliability of each output from the
computed output probability.

In this method, a circuit is actually divided into small modules
of single gates, and input/output signals are assumed to be statis-
tically independent. Hence, an ‘‘overall” reliability for a circuit can
be obtained by multiplying the individual reliabilities for each out-
put. In a circuit that includes fanouts, however, signals are usually
correlated rather than independent. Thus in the general case, this
simple algorithm using PGMs will lead to approximate results.
ic circuits using probabilistic gate models. Microelectron Reliab (2010),
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3.2. An accurate algorithm

3.2.1. Handling disjoint reconvergent fanouts
The statistical dependence among signals comes from several

sources. In a circuit without feedbacks, reconvergent fanouts are
the only topological structure that induces signal dependence, pro-
vided that the inputs are independently distributed. Take the cir-
cuit in Fig. 1a as an example [28].

This circuit contains a fanout that originates from input B and
reconverges at the output of gate G3. Because of the possible cor-
relations caused by the fanout, the inputs of the gate G3 may not
be statistically independent. However, if the signal probability of
B is 0 or 1, i.e., B has a deterministic value (B = 0 or 1), the statistical
dependence of the two inputs of gate G3 is actually eliminated.
This is due to the removal of the probabilistic characteristics of
the fanout. In effect, the circuit becomes one that does not contain
the reconvergent fanout, as shown in Fig. 1b. The following lemma
states when the signal dependence can be removed in a circuit
containing reconvergent fanouts.

Lemma 1. In a circuit without feedbacks, where all primary inputs
are mutually independent, if the input to each reconvergent fanout is
either ‘‘0” or ‘‘1,” then all inputs to all gates in the circuit are mutually
independent.
Proof. Assume that an input to a reconvergent fanout is given by I
and its branches are X1, X2, . . . , Xn, where n is the number of fanout
branches. We show that X1, X2, . . . , Xn are mutually independent by
proving that P(X1, X2, . . . , Xn) = P(X1) P(X2) . . . P(Xn) when I = 0 and
I = 1. For I = 0, we have P(X1 = x1, X2 = x2, . . . , Xn = xn) = 1 when
x1 = x2 = � � �=xn = 0, and P(X1 = x1, X2 = x2, . . . , Xn = xn) = 0 otherwise.
Since P(I) = P(X1) = P(X2) =� � �=P(Xn), we have P(X1 = x1) P(X2 = x2)
. . . P(Xn = xn) = 1 when x1 = x2 =� � �=xn = 0, and P(X1 = x1) P(X2 = x2)
. . . P(Xn = xn) = 0 otherwise. Therefore, we have P(X1, X2, . . . , Xn) =
P(X1) P(X2) . . . P(Xn) for I = 0. For I = 1, the same conclusion can be
obtained similarly. Hence, for each reconvergent fanout with input
‘‘0” or ‘‘1,” its branch signals are mutually independent. Since rec-
onvergent fanouts are the only source of signal dependence, all sig-
nals in this circuit are mutually independent. h

With the signal dependence in a circuit removed, it becomes
possible to accurately evaluate the output probability of an arbi-
trary circuit. This is explained in the following theorem:

Theorem 1. Given the input probability Pi of a reconvergent fanout Fi,
the output probability of the circuit is given by Z ¼ Z1

i Pi þ Z0
i ð1� PiÞ,

where Z1
i and Z0

i are the output probabilities when the input of the
fanout Fi is set to ‘‘1” and ‘‘0,” respectively.
G

(a)

(b)

Fig. 1. (a) A simple circuit containing a reconvergent fanout. (b) Equivalent circuit
without the fanout.
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Proof. If the input to the fanout Fi is denoted as Ii, the output prob-
ability is then given by Z = P(output ‘‘1”|Ii = 1) �
P(Ii = 1) + P(output ‘‘1”|Ii = 0) � P(Ii = 0), that is Z ¼ Z1

i Pi þ Z0
i

ð1� PiÞ. h

The single reconvergent fanout in Fig. 1a, for example, is han-
dled by calculating the output probabilities of the two auxiliary
networks in Fig. 1b – one with the input of the fanout set to ‘‘0”
(Z0) and the other with the input set to ‘‘1” (Z1) – using the simple
PGM algorithm. If the input of B has an actual probability P being a
logical ‘‘1,” the output probability is then given by
Z = Z1P + Z0(1 � P). Multiple reconvergent fanouts can be handled
in a similar way by considering each fanout individually, if the rec-
onvergent fanouts are disjoint and independent of each other.
3.2.2. Handling dependent reconvergent fanouts
More complicated scenarios arise, however, when there are

multiple reconvergent fanouts that are dependent in a circuit.
The dependence among fanouts can be through the interwoven
branches of inputs, as the one shown in Fig. 2a, or through a nested
structure of hierarchical fanouts, as the one in Fig. 2b.

A general rule to handle multiple fanouts is to sequentially pick
one fanout at a time and to treat them individually. For dependent
fanouts positioned in parallel, this selection can, in principle, be in
an arbitrary order. For the circuit in Fig. 2a, for instance, we first
take fanout I1. The output probability is then given by
J ¼ J1

1I1 þ J0
1ð1� I1Þ, where J1

1 and J0
1 are the output probabilities

when I1 is set to ‘‘1” and ‘‘0,” respectively. Due to the presence of
fanout I2; J

1
1 and J0

1 cannot be directly computed. However, further
application of Theorem 1 to the fanout I2, gives us
J1

1 ¼ J1;1
1;2I2 þ J1;0

1;2ð1� I2Þ and J0
1 ¼ J0;1

1;2I2 þ J0;0
1;2ð1� I2Þ, where J1;1

1;2

denotes the output probability when I1 = 1 and I2 ¼ 1; J1;0
1;2 denotes

the probability when I1 = 1 and I2 ¼ 0; J0;1
1;2 denotes the probability

when I1 = 0 and I2 = 1 and J0;0
1;2 denotes the probability when I1 = 0

and I2 = 0. Since I2 is the last fanout in this circuit, all the elements
in the above equations can be directly computed.

In circuits with nested fanout structures, each fanout is selected
for evaluation in an order that proceeds from the primary inputs to
the outputs of the circuit. For the circuit in Fig. 2b, by applying
Theorem 1 to fanout I2 first, we have J ¼ J1

2I2 þ J0
2ð1� I2Þ.

Proceeding to fanout P4 gives us J1
2 ¼ J1;1

2;4P4;I2¼1 þ J1;0
2;4ð1� P4;I2¼1Þ,

and J0
2 ¼ J0;1

2;4P4;I2¼0 þ J0;0
2;4ð1� P4;I2¼0Þ, where J1;1

2;4 denotes the output
probability when I2 = 1 and P4 ¼ 1; J1;0

2;4 denotes the probability
when I2 = 1 and P4 ¼ 0; J0;1

2;4 denotes the probability when I2 = 0
and P4 = 1 and J0;0

2;4 denotes the probability when I2 = 0 and P4 = 0;
P4;I2 ¼ 1 is the conditional probability of P4 when I2 = 1, and
P4;I2 ¼ 0 is the conditional probability of P4 when I2 = 0.
Fig. 2. Circuits that contain dependent, reconvergent fanouts: (a) parallel structure
and (b) nested structure.
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A generalization of this analysis is stated as follows:

Corollary 1. In a circuit with n dependent reconvergent fanouts, its
output probability is given by Z ¼

P2n�1
j¼0 ZjPj, where Pj = P(inputs = j),

i.e., the probability that the input vector to the fanouts has the jth
value, and Zj = P(output = 1|inputs = j), i.e., the conditional probability
that the output is ‘‘1,” given that the input vector is j.

The proof is straightforward from Theorem 1 and the above
analysis. For the two parallel fanouts in Fig. 2a, for example, by
Corollary 1 we obtain an output probability of J ¼ J1;1

1;2I1I2

þJ1;0
1;2I1ð1� I2Þ þ J0;1

1;2ð1� I1ÞI2 þ J0;0
1;2ð1� I1Þð1� I2Þ. In the nested case

of Fig. 2b, a similar expression can be obtained, however, the input
probability of the intermediate fanout P4 is in the form of the con-
ditional probability that is dependent on and calculated from the
first fanout I2.

3.2.3. A general procedure and an example
In general, by each application of Theorem 1 over a fanout, the

original circuit is effectively reduced to two auxiliary circuits, each
of which has one less fanout. An iterative execution of this process
over all dependent fanouts produces a total of 2Nf auxiliary circuits,
where Nf is the total number of reconvergent fanouts that are
dependent in the circuit. As a result, the conditional input proba-
bility of each reconvergent fanout PðXNi

j XNi�1; XNi�2; . . . ;X1Þ for
Ni 6 Nf, given the inputs of its previous dependent fanouts
(XNi�1; XNi�2; . . . ;X1) set to ‘‘0” and ‘‘1,” and the output probability
of the last reconvergent fanout for each combination of the inputs
of all dependent fanouts PðJNf

j XNf
; XNf�1; . . . ; X1Þ, are indispens-

able. The procedure therefore involves the computation of the con-
ditional input probabilities of all dependent fanouts and the
conditional output probabilities of the last fanout, both of which
now can be obtained using the simple PGM algorithm.

For an arbitrary circuit with m outputs, a general procedure for
the accurate algorithm to obtain the output reliabilities is as
follows:

1. Partition the circuit into m sub-circuits for each output.
2. Separate the fanouts into two groups: single reconvergent fan-

outs that are disjoint to others and multiple reconvergent fan-
outs that are dependent on each other.

3. Compute the input probability and then the output probability
of each disjoint reconvergent fanout.

4. For each set of dependent reconvergent fanouts, compute an
output probability for each combination of the inputs of all fan-
outs, which have been set to ‘‘0” and ‘‘1,” using the simple
algorithm.

5. For each set of dependent reconvergent fanouts, proceeding
from inputs to the output, compute a conditional probability
for the input of each fanout, given the inputs of its previous fan-
outs set to ‘‘0” and ‘‘1,” using the simple algorithm.

6. For each set of dependent reconvergent fanouts, proceeding
from the output to inputs, compute the output probability by
a recursive procedure as specified in Theorem 1, using the ini-
tial output probabilities obtained in Step 4 and the conditional
input probabilities obtained in Step 5.

7. Compute the overall probability of each output of the circuit,
using the simple algorithm.

8. Apply Eq. (1) to obtain the reliability of each output from the
computed output probability.

An algorithmic flowchart of the accurate PGM approach is shown
in Fig. 3. We further illustrate it using a simple ISCAS85 benchmark
circuit C17 as follows. As shown in Fig. 4, C17 has two primary out-
puts, so it is first partitioned into two sub-circuits for each output.
Tracing back from each primary output, the reconvergent fanouts
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F1 and F2 are identified with respect to outputs N22 and N23
respectively. Then, by decomposing each fanout into sub-circuits
with inputs ‘‘0” and ‘‘1,” we compute the conditional output and
input probabilities of each fanout. With these conditional probabil-
ities, the probability and reliability of N22 and N23 can be obtained
by applying Theorem 1 and the simple PGM algorithm.

Given the netlist of a circuit, which specifies the circuit’s char-
acteristics such as the numbers of inputs and outputs, the number
of gates and their connectivity, the fanout identification and
decomposition inevitably lead to revised netlists of the circuit
and its sub-circuits. Once generated, however, the new netlists re-
flect and trace the signal dependencies introduced by reconvergent
fanouts. The evaluation process becomes then straightforward
based on these new netlists, and can readily be implemented into
a software package.
3.2.4. Handling correlated inputs
So far we have assumed that the inputs of circuits are indepen-

dent. However, correlations in inputs can be modeled in a similar
way as are the correlations due to reconvergent fanouts. When cor-
related, the inputs share joint distributions and Corollary 1 can be
adapted to apply to correlated inputs.

Corollary 2. In a circuit with n inputs that may be correlated, its
output probability is given by Z ¼

P2n�1
j¼0 ZkPk; where Pk = P(in-

puts = k), i.e., the probability that the input vector to the circuit has
the kth value, and Zk = P(output = 1|inputs = k), i.e., the conditional
probability that the output is ‘‘1,” given that the input vector is k.

When the correlations in inputs are accounted for, the circuit is
left with correlations that are only due to reconvergent fanouts and
can thus be modeled by the procedure outlined in Section 3.2.3.

3.3. Complexity issues

The PGM algorithms compute circuit reliability for each input
combination and each output. For a circuit with n inputs and m
outputs, therefore, time complexities of the PGM algorithms are
polynomial in the number of outputs and exponential in the num-
ber of inputs, that is a complexity of O(m � 2n).

For each output and input pattern, the time complexity can be
evaluated by assessing the number of computational steps involved
in each algorithm. For the simple algorithm, a circuit’s reliability is
calculated by an exhaustive implementation of the PGMs over all
gates in the circuit. Since a logic gate typically has a few inputs
and one output, we can consider, for the purpose of complexity
evaluations, that the time complexity of each gate model is similar
and only requires a limited number of computation steps. Hence,
the time complexity of the simple PGM algorithm increases linearly
with the number of gates in a circuit, i.e. a polynomial complexity of
O(N), where N is the total number of gates in a circuit.

For the accurate algorithm, since disjoint, reconvergent fanouts
are considered individually, the computation steps needed in-
crease in a polynomial order with the number of disjoint fanouts.
For dependent, reconvergent fanouts, there are three major steps:
the computation of output probabilities for all input combinations
(Step 4 in the algorithm procedure), the computation of condi-
tional probabilities of the inputs of intermediate fanouts (Step 5)
and the recursive computation of the final output probability (Step
6). For Nf dependent, reconvergent fanouts in the worst case, there
are a total of 2Nf output probabilities that need to be computed in
Step 4. Since the complexity involved in computing one output
probability is O(N) by using the simple algorithm, the complexity
of Step 4 is:

OðN2Nf Þ: ð12Þ
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Fig. 3. An algorithmic flowchart of the accurate PGM approach.

Fig. 4. Schematic of C17.
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For each fanout in Step 5, there are 2Ni (Ni < Nf) conditional
probabilities due to its previous Ni reconvergent fanouts. Therefore,
the number of computation steps is given by:

XNf�1

Ni¼1

ðCNi
2Ni Þ; ð13Þ

where CNi
is the number of computations needed for computing the

conditional probability for fanout Ni. Since CNi
is not larger than

O(N), (13) is bounded by

OðN
XNf�1

Ni¼1

2Ni Þ: ð14Þ
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The last step involves the computation of the circuit output
probability using Theorem 1. For each intermediate fanout, the
number of computation steps, as specified in Theorem 1, depends
on the number of reconvergent fanouts that precede it, given by
Oð2Ni Þ. So the total number of computations is given by:

Oð
XNf

Ni¼1

2Ni Þ: ð15Þ

Suppressing the components of lower powers in (12), (14), and
(15) gives us a complexity of

OðN2Nf Þ; ð16Þ

i.e., in the worst case when all of the reconvergent fanouts in a cir-
cuit are dependent, the time complexity of the accurate PGM algo-
rithm is polynomial in the number of gates and exponential in the
number of reconvergent fanouts.

3.4. Simulation results

To demonstrate the accuracy and efficiency of the proposed
algorithms, we first show simulation results on a number of small
circuits. The overall reliabilities obtained using the simple and
accurate PGM algorithms, as well as the circuits’ characteristics,
are listed in Table 3 for a gate error rate of 0.05 (von Neumann
errors). The results from the PTM approach are also shown for
comparison. The simulations were run on a 2.66-GHz Pentium
microprocessor with 2 GB memory. It can be seen that the accurate
Table 3
Comparisons of evaluation results using the simple PGM, accurate PGM and PTM algorith

Circuit Characteristics Simple PGM algorithm

Gates Inputs Outputs Reliability Runtim

C17 6 5 2 0.7621 0.004s
Majority 10 5 1 0.8623 0.02s
Full adder (Majority) 8 3 2 0.7904 0.01s
Full adder (XOR/NAND) 6 3 2 0.7879 0.01s
Full adder (NAND) 12 3 2 0.5933 0.001s
Comparator 4 2 3 0.7292 0.0002
Decoder2 6 2 4 0.7397 0.009s
MUX4 7 6 1 0.8222 0.002s

Table 4
Evaluation results for the LGSynth91 benchmark circuits using the PGM algorithms (e = 0.

Circuit Characteristics Accurate PGM alg

Gates Inputs Outputs Reliability

cu 43 14 11 0.3865
z4 ml 45 7 4 0.2546
pcle 61 19 9 0.2342
decod 22 5 16 0.3426
parity 15 16 1 0.6029
pm1 41 16 13 0.3886
x2 38 10 7 0.3822
mux 50 21 1 0.7920

Table 5
Evaluation results for the 74X-Series circuits using the PGM algorithms (e = 0.05).

Circuits Characteristics

Gates Inputs Outputs

74182 19 9 4
74283 36 9 5
74181 61 14 8

Please cite this article in press as: Han J et al. Reliability evaluation of log
doi:10.1016/j.microrel.2010.07.154
PGM algorithm provides the same results as those obtained by the
PTM approach, but generally requires a smaller runtime. The sim-
ple PGM algorithm requires an even shorter runtime, and provides
highly accurate reliability estimates for circuits of such sizes. In the
special cases of majority, full adders (Majority and XOR/NAND) and
decoder2, where the reconvergent fanouts originate at the primary
inputs and the primary inputs are assumed to be fault-free, the
simple algorithm produces the same reliability with the same run-
time as those of the accurate algorithm.

We further present our investigation on the LGSynth91 bench-
mark circuits. The results are shown in Table 4. The inputs were as-
sumed to be uniformly distributed and up to 1000 random samples
were used for each circuit. As revealed in the table, the simple PGM
algorithm that does not consider signal dependencies introduced
by fanouts provides very good approximations of the exact
reliabilities obtained by using the accurate PGM algorithm that
does model fanout behavior. For some of the circuits, namely, the
pcle, decod, parity and pm1, the simple algorithm provides the
same evaluation results as those obtained by the accurate
algorithm. This is because (1) the parity has a tree structure and
thus does not contain any reconvergent fanout and (2) in the other
circuits, all reconvergent fanouts originate at the primary inputs of
the circuit, except for the pcle that has parallel recovergent fan-
outs. In case (2), since perfectly reliable inputs were considered,
the reconvergent fanouts that started from the primary inputs
did not cause any signal correlation (per Lemma 1) and were there-
fore ignored in our simulations. As a result, the simple and accurate
PGM approaches produced the same reliability and runtime values
ms (e = 0.05).

Accurate PGM algorithm The PTM approach

e Relative error Reliability Runtime Reliability Runtime

0.51% 0.7582 0.013s 0.7582 0.02s
0% 0.8623 0.02s 0.8623 0.06s
0% 0.7904 0.01s 0.7904 0.24s
0% 0.7879 0.01s 0.7879 0.01s
1.26% 0.6009 0.01s 0.6009 0.02s

s 0.96% 0.7363 0.005s 0.7363 0.01s
0% 0.7397 0.009s 0.7397 0.013s
0.01% 0.8221 0.01s 0.8221 0.44s

05).

orithm Simple PGM algorithm

Runtime Reliability Runtime Relative error

0.100625s 0.3812 0.027655s 1.37%
0.051828s 0.2522 0.003893s 0.943%
0.068082s 0.2342 0.033649s 0%
0.000996s 0.3426 0.000996s 0%
0.012509s 0.6029 0.012509s 0%
0.026850s 0.3886 0.026850s 0%
0.218194s 0.3802 0.022748s 0.523%
0.098271s 0.7961 0.028193s 0.518%

Average reliability

Simple PGM algorithm Accurate PGM algorithm

0.867 0.867
0.784 0.757
0.725 0.697
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for these circuits. Although not shown here, highly accurate results
were also obtained from our evaluations of these circuits using
imperfect inputs.

In general, the relative errors introduced by the simple algo-
rithm are less than 1% with an exception of 1.37%. While offering
accurate evaluation results, the accurate algorithm requires a sig-
nificantly increased runtime of up to 13-times of the time required
by the simple algorithm. Plus, the runtime reported in Table 4 does
not include the much longer time needed in identifying fanout
paths and decomposing the circuit according to the sometimes
complicated circuit topologies. For the LGSynth91 circuits, as has
been seen, the simple algorithm provides highly accurate evalua-
tion results, especially for those without or with only a few recon-
vergent fanouts.

The PGM algorithms were also used to evaluate benchmark
circuits from the 74X-Series including a 4-bit carry-look ahead
generator (74182), a 4-bit adder (74283) and a 4-bit ALU
(74181). The average reliabilities obtained for these circuits are
shown in Table 5. It can be seen that the accurate and simple
algorithms produce the same result for the 74182 circuit (in which
fanouts originate at primary inputs), while for the other two
circuits, the simple PGM only gives an approximation of the
reliability obtained by the accurate algorithm.
Fig. 5. Common logic modules found in circuits include: (a) 2-input XOR, (b) 6-
input M1, and (c) carry generator for third bit of CLA [29].
4. A modular approach

In this section, we present a modular approach as a tradeoff be-
tween the simplicity of the simple PGM algorithm and the accuracy
of the accurate PGM algorithm. As noted in [29], many large cir-
cuits such as the ISCAS85 benchmarks contain a limited number
of simple logic components that are used repeatedly throughout
a design. Some benchmarks frequently utilize functional modules
such as those shown in Fig. 5. Generally, an accurate evaluation
of the reliability of such large circuits is time-intensive as complex-
ity grows with the number of gates and signal dependencies. How-
ever, due to the presence of common logic components used
throughout a design, the analysis of reliability can be simplified.

As in most practical applications, the modules contained in a
circuit are known a priori, reliability equations can be constructed
for such modules by using the accurate PGM algorithm. With these
equations, a reliability estimate for an output, denoted by X, can be
obtained by determining the logic modules that lie along the path
from the primary inputs to X. The equations for these modules can
then be applied in a topological order without regard for signal
dependencies between different modules. Finally, the output of
the last module is used to estimate the reliability of X as well as
the reliability of the circuit path from the primary inputs to X. This
method, hence, does not only give us estimates for reliability, but
also finds the most vulnerable outputs and paths in a circuit, which
is often useful when evaluating the necessity to apply fault tolerant
techniques to improve reliability. For circuits that contain large
modules, this method can be applied recursively by first decom-
posing the large modules into smaller components which them-
selves may be composed of even smaller blocks of logic. Thus,
the hierarchical structure of a circuit can be exploited to efficiently
apply this modular approach.

To illustrate this technique, we consider the 74283 circuit, a 4-
bit adder with 9 inputs, 5 outputs and 36 gates. In our evaluation,
we set e = 0.05 and assume that all 29 input combinations are
equally probable. We note that this circuit is composed of two
common logic components, M1 (Fig. 5b) and a carry-lookahead
generator (CLA). The CLA itself is a large module, so it is broken
down further into four smaller functional blocks, CLA1–CLA4
(Fig. 5c). In this way, the circuit outputs can be obtained by
modeling the combinations of the M1 and CLA1–CLA4 modules.
Please cite this article in press as: Han J et al. Reliability evaluation of log
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Our evaluation results indicate that the modular approach gives
an average relative error of 0.4% compared to the accurate
approach, while the runtime is reduced by 97.3% for the 74283.
With this reduced complexity, this approach can be used to
estimate the reliability of large circuits, as well as to identify the
most vulnerable path in a circuit.

The modular approach has been applied to the evaluation of the
larger ISCAS85 benchmark circuits. The average reliabilities of the
circuits are shown in Table 6 and are compared to those obtained
by Monte Carlo (MC) simulations. MC simulations have been used
as the standard method and known to provide the best estimate of
circuit reliability when accurate analytical approaches are not
applicable. As revealed in Table 6, the modular PGM approach pro-
vides fairly accurate reliability estimates while it only requires a
runtime that is several orders of magnitude (103–105) lower than
that of the MC simulations. In the MC simulation, a total of one mil-
lion random patterns were generated for each circuit in order to
guarantee a relatively stable evaluation result. This stability can
be measured by the standard deviation of the data. In our simula-
tion, the standard deviation is in the order of 10�4 for one million
runs, which indicates an error rate of less than 0.1% in the obtained
reliability value. The runtime can be reduced by using a smaller
number of runs, however, this would introduce more fluctuations
into the evaluation results obtained by the MC simulations. For
the modular approach, the breaking down in complexity due to
the decomposition of the circuits into smaller modules signifi-
cantly reduces the runtime, as well as the evaluation effort,
required by the analyses of large circuits. These results demon-
strate the accuracy and efficiency of the modular approach. This
technique is especially useful for circuits that have a regular struc-
ture of common modules, such as the C6288 composed of half and
full adders in a grid structure. It was also shown in our results that
the modular approach correctly predicted the least reliable outputs
of the circuits.

Since reliability is becoming a major design metric in nanoscale
VLSI circuits and systems, the modular approach is especially use-
ful and is ready to be incorporated into the early design flow. In
ic circuits using probabilistic gate models. Microelectron Reliab (2010),
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Table 6
Evaluation Results for the ISCAS85 benchmark circuits using the modular approach and Monte Carlo (MC) simulation (e = 0.05 and 1 million runs for the MC simulation).

Circuits Characteristics Modular PGM approach Monte Carlo simulation

Gates Inputs Outputs Average reliability Runtime Relative error Average reliability Runtime

C432 160 36 7 0.7434 0.25s 9.21% 0.6807 49m
C499 202 41 32 0.8764 2.15s 0.11% 0.8754 52.6m
C1355 546 41 32 0.8078 2.98s 4.2% 0.7752 181.7m
C2670 1193 157 64 0.8011 4.26s 0.43% 0.8046 461.7m
C6288 2416 32 32 0.5626 2.06s 4.57% 0.5380 693.3m
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current digital design, a critical tool for managing complexity is
through the use of hierarchy – a large system is hierarchically par-
titioned into less complex sub-systems, a process that can be re-
peated to obtain modular functional blocks of processors,
circuits, gates and transistors. At each level of the abstraction,
hence, reliability analysis can readily be implemented following
the procedure of the modular PGM approach. In addition to the
hierarchical abstraction, modular regularity has also been explored
for further reducing the complexity of a design, which makes the
application of the modular approach even more efficient and
effective.

5. Conclusions and discussion

As CMOS approaches its scaling limits and new nanoelectronics
emerge, reliability becomes a major concern. To meet the need for
reliability evaluation techniques, we present the notion of probabi-
listic gate models (PGMs) to obtain computational algorithms for
evaluating circuit reliability. The approximate PGM algorithm pro-
vides an efficient way to estimate the reliability of logic circuits. It
is suitable for the reliability evaluation of small circuits as well as
large circuits where there are no or few reconvergent fanouts. The
accurate PGM algorithm is able to accurately evaluate circuit reli-
ability, while in the worst case it requires a time complexity that is
exponential in the number of reconvergent fanouts.

Since many large circuits are composed of a limited number of
sub-modules, a hierarchical, modular approach is proposed for
practical applications. Large modules can be decomposed into their
smaller components and then reliability estimates can be obtained
by recursively applying the PGM algorithm to this hierarchy of
modules. Our results indicate that this approach produces reason-
ably accurate estimates for reliability with a significantly reduced
runtime. Thus, the modular approach presents a tradeoff between
accuracy and complexity in reliability evaluation.

Although not discussed in detail, the modular PGM approach
can also be used for the reliability evaluation of sequential circuits.
By using a so-called time-frame expansion technique [30], a
sequential circuit is unrolled into a series of identical combina-
tional modules connected in the spatial domain. The number of
time-frames is determined by the specific clock cycles that are of
one’s interest. This is a particularly efficient procedure for the
modeling of commonly used single-clock synchronous sequential
circuits. Given the accuracy and scalability of the modular
approach, the reliability of such a sequential circuit for an arbitrary
time-frame can be obtained by considering the circuit as a number
of modules connected in series. Hence, the proposed modular
approach is potentially useful in the reliability analyses of both
combinational and sequential circuits, as well as design-for-
reliability applications where it is important to identify critical
paths in a circuit.
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