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Abstract—Reliability is fast becoming a major concern due to the nanometric scaling of CMOS technology. Accurate analytical approaches for the reliability evaluation of logic circuits, however, have a computational complexity that generally increases exponentially with circuit size. This makes the reliability analysis of large circuits intractable. This paper presents novel computational models based on stochastic computation; using these stochastic computational models (SCMs), a simulation-based analytical approach is then proposed for the reliability evaluation of logic circuits. In this approach, signal probabilities are encoded in the statistics of random binary bit streams and non-Bernoulli sequences of random permutations of binary bits are used for initial input and gate error probabilities. By leveraging the bit-wise dependencies of random binary streams, the proposed approach takes into account signal correlations and evaluates the joint reliability of multiple outputs. Therefore, it accurately determines the reliability of a circuit; its precision is only limited by the random fluctuations inherent in the stochastic sequences. Based on both simulation and analysis, the SCM approach takes advantages of ease in implementation and accuracy in evaluation. The use of non-Bernoulli sequences as initial inputs further increases the evaluation efficiency and accuracy compared to the conventional use of Bernoulli sequences, so the proposed stochastic approach is scalable for analyzing large circuits. It can further account for various fault models as well as calculating the soft error rate (SER). These results are supported by extensive simulations and detailed comparison with existing approaches.


1 INTRODUCTION

The nanometric scaling of CMOS technology has introduced substantial challenges in circuit design; the higher integration density and lower voltage/current thresholds have increased the likelihood of soft errors. Process variations have prominently emerged to impact the performance and degrade the reliability of electronic circuits [1]. Process variations are due to random dopant fluctuation or manufacturing imprecision in the CMOS fabrication process. These physical-level characteristics have subsequently resulted in probabilistic device and circuit behavior. Novel nanoelectronic devices (such as carbon nanotubes, silicon nanowires, graphene and molecular electronics) have non-deterministic characteristics due to the uncertainty inherent in their operational behavior, so the stochastic modeling techniques have significant limitations for reliable operation. Reliability has, therefore, become a major concern and probabilistic design methodologies are needed for assembling reliable circuits and systems out of unreliable devices [2-4].

To meet this increasing demand on reliable design, several analytical approaches have been proposed for the reliability evaluation [5-15] and soft error rate (SER) analysis of logic circuits [16-26]. Soft errors are typically caused by temporary environmental phenomena, such as external radiation or power supply noise [23]. In contrast to the general definition of reliability, i.e., the probability of the correct functioning of a circuit, SER has been used as a measure on the vulnerability of a circuit under the influence of soft errors. While reliability evaluation techniques are essential at the core of an SER analysis, an SER analyzer often considers various technology-dependent factors such as the electrical and timing effects of single event upsets.

An analytical evaluation can be readily accomplished for small circuits with no loss of accuracy. As a circuit becomes large, it becomes difficult, if not impossible, to implement an exact analysis of its reliability. This is due to the signal correlation caused by reconvergent fanouts in combinational circuits and/or feedback loops in sequential circuits. Usually, a compromise is made on the accuracy of the evaluation, and simulation has emerged as a possible solution. In a simulation-based approach, experimental data are gathered to characterize the behavior of a circuit by randomly sampling its activity. As an example, Monte Carlo simulation (MCS) has been widely used when an analytical approach is not available or easy to use. A disadvantage of simulation using random vectors is that numerous pseudo-random numbers need to be generated and a large number of simulation runs must be executed to reach a stable output, so making the evaluation of large circuits a very time-consuming pro-
The design of nanometric integrated circuits requires tools that accurately and efficiently compute reliability; this is a stringent requirement in mission critical applications. For space systems, SER is often concerned. Hence, there is an urgent need to develop a unifying technical framework by which reliable design can be assessed with respect to different metrics (such as reliability and SER), while still retaining flexibility (as technology independence). A computational framework should also be applicable to a variety of fault models that can be encountered when designing such systems. Hence, permanent faults (such as stuck-at) and errors (such as of a transient/soft nature) should be handled. The proposed approach meets these objectives.

In this paper, a simulation-based analytical approach is presented for an accurate and efficient evaluation of the reliability of a circuit. Using random binary bit streams to encode signal probabilities, this approach originates from the mathematical formulations of stochastic computation [27, 28] and probabilistic gate models (PGMs) [7-9]. Stochastic computational models (SCMs) are constructed to implement the probabilistic analysis performed by PGMs, thus enabling an accurate analysis of circuit reliability. Differently from a traditional application of stochastic computation [29-32], this approach employs and leverages the bit-wise dependencies in the random binary streams to efficiently handle signal correlations caused by recovergent fanouts or feedback loops in logic circuits. Hence, this approach avoids the large complexity typically encountered in a traditional analytical approach. Although the SCM approach implements accurate analytical algorithms with an efficient simulation, its evaluation precision is limited by inherent features of stochastic computation, such as the quantization and resolution in the representation of the binary bit streams and the random permutation in the stochastic sequences. A detailed analysis and an extensive comparison with existing approaches show that the SCM approach offers considerable advantages with respect to accuracy, execution efficiency and flexibility, especially in the evaluation of large circuits.

In contrast to methods based only on the simulation of random vectors, SCMs explicitly carry out the computation of signal probabilities, so they are generic and versatile for use in both algorithmic development and applications. This feature is shown by modeling various fault types and evaluating the joint signal probability. In contrast to the conventional use of Bernoulli sequences in stochastic computation, non-Bernoulli sequences (as random permutations of fixed numbers of 1’s and 0’s) are used in this paper for initial input and gate error probabilities. It is shown by both analysis and simulation that the use of non-Bernoulli sequences significantly increases the efficiency and accuracy of the stochastic approach. The proposed approach is therefore advantageous in terms of evaluation efficiency and accuracy when compared to a random sampling method, such as the Monte Carlo simulation.

This paper is a significant expansion of [15] and is organized as follows. Section 2 reviews PGMs. Section 3 presents the new stochastic logic. Section 4 discusses the stochastic computational approach for circuit reliability analysis. Its efficiency and accuracy are assessed in Sections 5 and 6 respectively. Extensive simulation results are provided in Section 7 with a detailed comparison with existing approaches. Section 8 presents a discussion and Section 9 concludes the paper.

2 Probabilistic Gate Models (PGMs)

2.1 Probabilistic Logic

Most faults in nanometric logic circuits either are inherently probabilistic, or can be modeled probabilistically. Therefore, the reliability analysis of logic circuits has been based on the probabilistic treatment of signals [2]. The signal probability of an input or output of a logic gate is usually defined as the probability that the signal is logical “1.” A logic function transforms its inputs to its output probability. The reliability of an output is defined as the probability of the output with an expected logic value of “1,” or its complement otherwise. Given independent inputs, Boolean functions can be mapped to arithmetic operations of signal probabilities, by the following rules [2, 3]:

Rule I: Boolean “NOT,” or \( B = \bar{A} \), corresponds to
\[
b = 1 - a,
\]
where \( b = P(B = 1) \) and \( a = P(A = 1) \).

Rule II: Boolean “AND,” or \( C = AB \), corresponds to
\[
c = a \cdot b,
\]
where \( c = P(C = 1) \), \( b = P(B = 1) \) and \( a = P(A = 1) \).

Rule III: Boolean “OR,” or \( C = A + B \), corresponds to
\[
c = a + b - a \cdot b,
\]
where \( c = P(C = 1) \), \( b = P(B = 1) \) and \( a = P(A = 1) \).

However, if the input signals are not mutually independent, then the corresponding probability function may change. For example, the following rule maps the Boolean “AND” with two input signals that are totally dependent.

Rule IV: Boolean “AND” of a signal \( A \) with itself, or \( C = AA \), corresponds to
\[
c = a,
\]
where \( c = P(C = 1) \), and \( a = P(A = 1) \).

Proof:
\[
\]

By applying “AND,” “OR” and “NOT,” any Boolean logic function can be mapped to an arithmetic equation of signal probabilities.

2.2 PGMs for Reliability Evaluation

A probabilistic gate model (PGM) relates the output probability of a gate to its input and error probabilities; this is accomplished according to the function and malfunction (such as in the presence of an error) of the gate [9]. In general, the output probability of a gate can be calculated by the following equation,
\[
Z = P(\text{output “1” | gate faulty}) \cdot P(\text{gate faulty}) + P(\text{output “1” | gate not faulty}) \cdot P(\text{gate not faulty}).
\]

\[ (5) \]
Consider a von Neumann fault, i.e., a fault that flips the correct output of a gate and resembles the behavior of a soft error. Let $\varepsilon$ denote the error rate, i.e., $\varepsilon = P(\text{gate faulty})$, and $p$, the fault-free output probability, i.e., $p = P(\text{output } "1"|\text{gate not faulty})$. The following equation is then applicable to any logic gate/function for the calculation of its output probability,

$$Z_v = (1 - p) \cdot \varepsilon + p \cdot (1 - \varepsilon). \quad (6)$$

Stuck-at-faults can also be modeled in a PGM. For a stuck-at-1 fault, (6) becomes

$$Z_{SA1} = \varepsilon + p \cdot (1 - \varepsilon). \quad (7)$$

For a stuck-at-0 fault, this is given by

$$Z_{SA0} = p \cdot (1 - \varepsilon). \quad (8)$$

An accurate algorithm using the PGMs accounts for signal dependencies in a circuit \[9\]. If all inputs are mutually independent, reconvergent fanouts are the only topological structures that introduce signal correlations in a circuit with no feedback. Signal correlations can be eliminated by decomposing a circuit into two subcircuits for each reconvergent fanout. When all reconvergent fanouts are eliminated by this fanout decomposition, the gate PGMs can then be applied to obtain the reliability of the original circuit. As the required computation almost doubles for each reconvergent fanout, however, the PGM algorithm has a computational complexity that increases exponentially with the number of dependent reconvergent fanouts \[9\]. As applicable to any analytical approach, the accurate analysis of large circuits is therefore likely to be intractable due to its very large computational overhead.

### 3 Stochastic Logic Using Non-Bernoulli Sequences

#### 3.1 Stochastic Logic

In stochastic computation, signal probabilities are encoded into binary bit streams, i.e., serially in the time domain. Randomly generated bit streams are used to encode signal probabilities; a specific probability is represented by a number of bits set to a value that is usually in proportion to the mean number of 1’s in a bit stream. Fig. 1 shows a stochastic encoding and an inverter. As Boolean operations can be mapped to arithmetic operations, the inverter probabilistically implements the complement operation of Rule I. Note that in Fig. 1, a sequence length of 10 bits is used for illustration purposes; a larger sequence length is usually needed in practice.

![Fig. 1. An inverter and a stochastic encoding.](Image)

Bernoulli sequences are often used as binary bit streams in stochastic computation \[28, 29\]. In a Bernoulli sequence, every bit is independently generated with a probability $p$. The mean and variance of the number of 1’s in an $N$-bit Bernoulli sequence are respectively given by

$$\mu = Np,$$  
and  
$$\nu = Np(1 - p). \quad (10)$$

For the inverter of Fig. 1, if the input probability is $a$, the mean number of 1’s in its output sequence is

$$\mu_1 = N(1 - a), \quad (11)$$

and the variance is

$$\nu_1 = Na(1 - a). \quad (12)$$

This is the same as the variance of the input sequence.

Complex arithmetic operations can be implemented by simple stochastic logic. According to Rule II, for instance, multiplication can be implemented by an AND gate, as shown in Fig. 2(b). In this multiplication, the input binary streams must not be correlated for a correct computation. However, the bit-wise dependencies between the input random binary streams can be used to yield new stochastic logic models that account for the statistical correlation in input signals. This is shown in Fig. 2(a) as a general stochastic model of AND in which the two input signals may be correlated.

![Fig. 2. Stochastic AND logic: (a) the general model; (b) the special case of multiplication, when the two inputs are statistically independent.](Image)

If the inputs of the AND are two independent Bernoulli sequences with generating probabilities $a$ and $b$ respectively, the mean number of 1’s in the output sequence is:

$$\mu_2 = Nab,$$  
and the variance is given by

$$\nu_2 = Nab(1 - ab). \quad (14)$$

For the AND gate in Fig. 2(a) with possibly correlated inputs,

$$P(C = 1) = P(A = 1, B = 1) = P(A = 1)P(B = 1|A = 1). \quad (15)$$

Let $a = P(A = 1)$, $b = P(B = 1)$ and $p_c = P(B = 1|A = 1)$; then

$$P(C = 1) = ap_c. \quad (16)$$

The use of Bernoulli sequences as inputs results in a Bernoulli sequence at the output with a generating probability given by (16); therefore, the mean number of 1’s in the output sequence and its variance are given by:
\[
\mu_{2, g} = N a p_c,
\]
and
\[
v_{2, g} = N a p_c(1 - a p_c),
\]
respectively.

The use of Bernoulli sequences however incurs a large computational overhead that severely limits its application for reliability analysis. This aspect is addressed through the use of non-Bernoulli sequences, as discussed next.

### 3.2 Non-Bernoulli Sequences

In this work, non-Bernoulli sequences are used for reducing the computational overhead and inaccuracy. Specifically, each initial input stochastic sequence contains a fixed number of 1’s and the positions of the 1’s are determined by a random permutation. For a given probability \( p \) and a sequence length of \( N \) bits, the number of 1’s to be generated is given by \( N p \). When \( N p \) is not an integer, it must be rounded to an integer, thus introducing a quantization error into the representation. The effect of quantization errors is discussed in a later section; the output distributions of the inverter and AND gate when non-Bernoulli sequences are used as inputs, are treated in more detail next.

For an inverter, assume that the input has a probability of \( a \) to be “1”; so \( N a \) is the number of 1’s in the input sequence of \( N \) bits. Then the expected value of 1’s in the output sequence is given by:
\[
\mu'_1 = N(1 - a).
\]
Since there is no variation in the input, the variance in the output is considered to be 0, i.e.,
\[
v'_1 = 0.
\]

For an AND gate, the use of the non-Bernoulli sequences resembles von Neumann’s NAND multiplexing technique, as discussed in [33 – 37, 40] for fault-tolerant logic design. The following Lemma shows that its output follows approximately a Gaussian distribution when the sequence length \( N \) is large.

**Lemma 1:** For an AND gate, assume that the two inputs are “1” with probabilities \( a \) and \( b \) and represented by non-Bernoulli sequences of \( N \) bits (as random permutations of fixed numbers of 1’s and 0’s). For a large \( N \), the output sequence follows a Gaussian distribution with a mean number of 1’s given by:
\[
\mu'_2 = N a b,
\]
and a variance:
\[
v'_2 = N a(1 - a)b(1 - b).
\]

**Proof:** The two input probabilities \( a \) and \( b \) give \( r = a N \) and \( s = b N \) as the numbers of 1’s in the input sequences. In these two inputs, the numbers of possible permutations are:
\[
C_a = \binom{N}{r} = \frac{N!}{r!(N-r)!}
\]
and
\[
C_b = \binom{N}{s} = \frac{N!}{s!(N-s)!}
\]
respectively. Assume that the AND gate produces \( t \) 1’s in the output sequence; then, the number of permutations that causes this occurrence, \( C_o \), can be obtained by combinatorial analysis [33, 40]. This leads to:

\[
C_o = \binom{N}{t} \binom{N-t}{r-t} \binom{N-r}{s-t} = \frac{N!}{t!(r-t)!(s-t)!(N-r-s+t)!}.
\]

The probability that \( t \) 1’s result in the output sequence, is given by the number of output permutations divided by the total possible number of input permutations, i.e.,
\[
P(t) = \frac{C_o}{C_a C_b} = \frac{r!(N-r)!s!(N-s)!}{(r-t)!(s-t)!(N-r-s+t)!N!}.
\]
Assume that the expected output probability is \( z \), and therefore
\[
z = \frac{t}{N}.
\]

As per [33], the application of Stirling’s formula results in:
\[
P(z) \sim \frac{1}{\sqrt{2\pi N}} e^{-\beta N},
\]
where
\[
\beta = \frac{1}{a(1-a)b(1-b)}
\]
and
\[
\theta = \frac{1}{2a(1-a)b(1-b)}.
\]

(28), (29) and (30) indicate that the output sequence follows approximately a Gaussian distribution with a mean number of 1’s given by (21) and a variance given by (22).

### 3.3 Non-Bernoulli vs. Bernoulli Sequences

Next, the comparison between the use of Bernoulli and non-Bernoulli input sequences in stochastic logic is pursued. For an inverter, it is easy to find that (19) = (11) and (20) = 0. This indicates that the use of non-Bernoulli input sequences results in a deterministic output value equal to the mean value of the one by using Bernoulli input sequences. For an AND gate, the following theorem applies for independent inputs.

**Theorem 1:** Compared to the case when Bernoulli sequences are used to represent input probabilities, the use of large non-Bernoulli sequences as random permutations of fixed numbers of 1’s and 0’s results in an output sequence with the same mean number of 1’s and a smaller variance for an AND gate when its inputs are independent.

**Proof:** From Lemma 1, it can be seen that (21) = (13) and
\[
v'_2 = Na b(1 - a) - Na(1 - a)b(1 - b) = Na b(1 - b) + b(1 - a) \geq 0,
\]
so proving the theorem.

The general case of correlated inputs is considered as follows. When non-Bernoulli sequences are used as inputs, the random permutation allows for some randomness in the inputs, albeit with a correlation between them. Without loss of generality, assume that input \( A \) is first generated; input \( B \) is then generated conditionally on \( A \). For the 1’s in the sequence of \( A \), further assume that the corresponding bits in \( B \) are generated as a Bernoulli sequence with probability \( p_c \). For the 0’s in the sequence of \( A \), subsequently, the number of 1’s in the corresponding bits in \( B \) is actually determined due to the nature of the non-Bernoulli sequence used to represent the input \( B \). Since the number of 1’s in the sequence of \( A \) is \( Na \), the mean number of 1’s in the corresponding bits in \( B \) and its variance are given by:
\[
\mu'_2 = N a p_c,
\]
and

\[ v_{2,g} = N a p_c (1 - p_c). \quad (33) \]

The combinations of 1's in inputs and B produce the 1's in the output sequence, so the mean number of 1's at the output and the variance are given by (32) and (33) respectively for an AND gate with non-Bernoulli input sequences that may be correlated.

Hence, it can be seen that (17) = (32) and from (18) and (33),

\[ v_{2,g} - v'_{2,g} = N a p_c (1 - a p_c) - N a p_c (1 - p_c) = N a p_c^2 (1 - a) \geq 0. \quad (34) \]

This indicates that, when compared to Bernoulli input sequences, the use of non-Bernoulli input sequences as random permutations of fixed numbers of 1's and 0's results in an output sequence with the same mean number of 1's and a smaller variance for an AND gate when its inputs may be correlated.

As in [29], the accuracy of an evaluation result can be measured by the coefficient of variation (CV). The CV is defined as the ratio between the standard deviation and the mean, i.e.,

\[ CV = \frac{\sigma}{\mu}. \quad (35) \]

For an AND gate, the following corollary applies for independent inputs.

**Corollary 1:** For a specific accuracy given by a CV, the use of large non-Bernoulli sequences as random permutations of fixed numbers of 1's and 0's requires a smaller sequence length than using Bernoulli sequences for the independent input probabilities of an AND gate.

**Proof:** As per (21), (22) and (35), the required sequence length for the use of non-Bernoulli sequences is given by:

\[ N_{NB} = \frac{1}{a b (C V)^2}. \quad (36) \]

Similarly, the required sequence length for using Bernoulli sequences is given by:

\[ N_B = \frac{1}{a b (C V)^2}. \quad (37) \]

It is easy to show that \( N_B > N_{NB} \) for \( a \neq 1 \) or \( b \neq 1 \), thus proving the corollary. \( \Box \)

Based on the analysis leading to (34), it can be shown that the use of non-Bernoulli sequences requires also a smaller sequence length than using Bernoulli sequences for an AND gate with correlated inputs.

Any logic function can be implemented with inverters and AND gates; so, a smaller variance in the output of AND gates (as achieved by using the non-Bernoulli inputs) will result in a smaller variance in the output of a function implemented with inverters and AND gates. Also, the same mean value results from the use of non-Bernoulli and Bernoulli inputs. In a logic network, therefore, the use of non-Bernoulli and Bernoulli sequences as initial inputs will produce evaluation results with the same mean, but different variance; the former method results in a smaller variance than the latter method.

We conjecture this result as follows: compared to the case when Bernoulli sequences are used to represent initial input probabilities, the use of large non-Bernoulli sequences as random permutations of fixed numbers of 1's and 0's results in an output sequence with the same mean number of 1's and a smaller variance for a combinatorial logic network. Therefore, the use of non-Bernoulli sequences requires a smaller sequence length at a desired accuracy.

### 3.4 Signal Correlations in Stochastic Logic

Signal correlations are accounted in stochastic logic, as shown as follows. If an AND gate has two independent random bit streams \( X_1 \) and \( X_2 \) as inputs, then its output will be a sequence encoding \( Z = X_1 X_2 \) for \( X_1 = X_2 = 0.9 \). If the inputs are not independent, the output will depend on the correlation of the two input signals. If the two inputs are fully dependent, as shown in Fig. 3, then it results in \( Z = X_1 = X_2 = 0.9 \). This complies with **Rule IV**.

**Fig. 3. Signal correlation in stochastic logic processing: \( X_1 \) and \( X_2 \) are fully correlated inputs.**

A more general case of signal correlation is caused by a reconvergent fanout, as shown in Fig. 4. In this case, even though the inputs \( A, B \) and \( C \) are independent, the random binary streams carrying the signals of \( X_1 \) and \( X_2 \) originate from the same root \( B \); therefore, they are statistically correlated. Due to the bit-wise dependency in the two correlated stochastic sequences, the signal correlation is accounted in the output sequence when the signals reconverge at the output \( D \). This output probability can be calculated as

\[ D = P(X_1 \text{ and } X_2) = P((A \text{ and } B) \text{ and } (B \text{ and } C)) = P(A \text{ and } B \text{ and } C) = 0.5 \times 0.8 \times 0.5 = 0.2. \]

This is different from the independent case; if \( X_1 \) and \( X_2 \) were independent, the output probability would be \( D = X_1 X_2 = 0.1 \).

This feature of stochastic computation is applicable to any logic function. For example, a stochastic OR gate implements the probabilistic analysis given by **Rule III** as a special case for independent inputs; in the general case, it computes \( P(C) = P(A \text{ or } B) \).

**Fig. 4. A general case of signal correlation in stochastic logic processing: the correlated signals are \( X_1 \) and \( X_2 \).**

A stochastic XOR gate computes \( P(C = 1) = P((A = 1 \text{ and } B = 0) \text{ or } (A = 0 \text{ and } B = 1)) \text{ in general;} \) for independent inputs, it computes \( P(C = 1) = P(A = 1) \cdot (1 - P(B = 1)) + (1 - P(A = 1)) \cdot P(B = 1) \text{ as} \)
a special case. Hence, stochastic logic implements a corresponding probabilistic operation as dictated by a mapping rule or a combination of rules; at the same time, it maintains the signal correlations present in the random binary bit streams.

4 A STOCHASTIC APPROACH FOR CIRCUIT RELIABILITY EVALUATION

4.1 Stochastic Computational Models (SCMs)

This computational capability of stochastic logic allows the numerical evaluation of circuit reliability using stochastic computational models (SCMs). SCMs are based on the operation of stochastic logic and are built on the notions of PGMs. As discussed previously, any gate affected by a von Neumann fault can be modeled by (6). In fact, (6) can be implemented by the stochastic logic of an XOR gate [15], as follows:

\[
XOR_{sto}(p, \epsilon) = p(1 - \epsilon) + (1 - p)\epsilon.
\]

where \( p \) is the fault-free output probability and \( \epsilon \) is the gate error rate. The special case of a stochastic XOR is used to compute (6) because gate errors are assumed to occur independently. The general model must be used if there is correlation between the gate error and the input signals. (38) shows that regardless of the type of logic gate modeled by PGM, (6) can be implemented by a stochastic XOR logic. Therefore, an SCM can be obtained by adding an XOR gate to an unreliable gate and using an input of XOR to implement the gate error rate. This is shown in Fig. 5, in which an unreliable AND gate (Fig. 5(a)) is implemented by a general stochastic structure (Fig. 5(b)) and an SCM with an XOR gate (Fig. 5(c)). In this case,

\[
p = P(X_1 = 1 \text{ and } X_2 = 1),
\]

and the XOR gate computes (38).

In addition to the von Neumann fault that was originally modeled in [15], the stuck-at faults can also be modeled by SCMs. For (7) considering a stuck-at-1 fault, an SCM can be constructed by adding an OR gate to the unreliable gate and using an input of the OR to implement the gate error rate, as

\[
OR_{sto}(p, \epsilon) = p + \epsilon - p \cdot \epsilon = \epsilon + p \cdot (1 - \epsilon).
\]

For a stuck-at-0 fault, AND and NOT gates are used to implement the function of (8):

\[
AND_{sto}(p, \epsilon) = p \cdot (1 - \epsilon).
\]

The SCMs for an unreliable AND gate affected by stuck-at-1 and stuck-at-0 faults are shown in Fig. 5 (d) and (e) respectively.

As indicated in (38), (40) and (41), an SCM is universal, because it can be constructed for an arbitrary logic gate. Moreover, it also masks errors through the function of a logic gate; so logic masking is explicitly considered in an SER analysis. Signal correlations are inherently accounted, so the use of SCMs significantly reduces the computational complexity of a probabilistic analysis by using redundancy in the time domain and stochastic logic for processing and calculating the gate error rate.

\[
AND_{sto}(A, B, C, D) = P(A = 1, B = 1, C = 1, D = 1).
\]

By (42), a stochastic AND gate produces an output sequence containing the common 1’s in all outputs; so it evaluates the joint output probability of \( A, B, C \) and \( D \), i.e., the probability that all outputs are “1.” A joint probability of the outputs can thus be calculated by applying a stochastic AND, that takes into account the signal correlations among output signals. (42) is still applicable when signal correlations among a few (but not all) outputs are of interest [22], i.e., by specifying the irrelevant outputs as sequences of all 1’s.

As the output signal probability is the probability of the output being “1,” the output reliability is the output signal probability if the fault-free output is expected to be 1 (or, the complement of the output signal probability otherwise). Hence, a stochastic XOR gate with one inverted input is used to convert the output probability

Fig. 5. (a) An unreliable AND gate; (b) A stochastic logic implementation; (c) A stochastic computational model (SCM) for the von Neumann fault; (d) An SCM for the stuck-at-1 fault; (e) An SCM for the stuck-at-0 fault.

4.2 Reliability Evaluation by SCMs

A stochastic computational network can be constructed using the SCMs for reliability evaluation of a circuit. The output probabilities are obtained by using stochastic sequences as inputs and propagating them from the primary inputs to the outputs. A logic circuit may contain more than one primary output. Individual output reliabilities have been considered in [15]; in this paper, we consider the joint output reliability. As output signal probabilities are encoded by the proportion of 1’s in the output stochastic sequences, signal correlation is preserved in the distribution pattern. Let \( A, B, C, D \) be the output signals that may be correlated, then the output of a stochastic AND logic is given by

\[
AND_{sto}(A, B, C, D) = P(A = 1, B = 1, C = 1, D = 1).
\]
into reliability by either keeping or flipping the output sequence from each output of an unreliable circuit according to the correct output value (as generated by the equivalent fault-free circuit). The joint output reliability can then be obtained by the output sequence of the AND gate that takes the outputs of the XOR gates as (correlated) input probabilities. The proposed SCM approach is demonstrated by an example of the benchmark circuit C17, as shown in Fig. 6. The von Neumann fault is used for illustration purposes.

![Fig. 6. A stochastic architecture using SCMs for the evaluation of circuit reliability (for C17). Sub-circuit 1: the stochastic computational circuit; sub-circuit 2: the original fault-free circuit.](image)

A general evaluation procedure is as follows:
1. Construct the stochastic computational architecture by adding stochastic logic gates according to a specific type of fault (Fig. 5), as well as XOR and AND gates for obtaining the joint output reliability;
2. Generate initial random bit streams encoding signal probabilities of the primary inputs and gate error rates in the circuit;
3. Propagate the binary streams from the primary inputs to the output and obtain the stochastic bit stream at the output;
4. Decode the signal probability as the joint output reliability of the circuit from the obtained output sequence.

In SCMs, signal probabilities are carried in random binary bit streams, while signal dependencies are preserved in the stochastic logic network. Hence, the reliability found using the SCM approach is accurate. However, the precision of the obtained result is limited due to the inevitable random fluctuations in stochastic computation. The efficiency and accuracy of the SCM approach are discussed next.

5 Efficacy

In this section, the efficiency of the proposed SCM approach is analyzed. Efficiency is affected by various features as related to the circuit structure and the simulation process itself.

5.1 Signal Correlation

Due to signal correlation, an accurate analytical approach requires a computational complexity that increases exponentially with the number of reconvergent fanouts. This makes it difficult, if not impossible, to evaluate the reliability of large circuits. A significant feature of the SCM approach is that it efficiently handles signal correlation introduced by reconvergent fanouts, as discussed in Section 3, thus significantly reducing the computational complexity. Although not explicitly presented, signal correlation due to feedbacks in sequential circuits can similarly be handled; hence, the proposed SCM approach is also applicable to the analysis of sequential circuits.

5.2 Simulation Efficiency

5.2.1 Pseudo-random number generation

A simulative approach such as Monte Carlo simulation (MCS) is based on fault injections and random pattern simulations. In MCS, pseudo-random numbers are independently generated for each gate and input to produce a random pattern that mimics the behavior of an erroneous circuit. Typically, a large number of random patterns must be simulated; the circuit reliability is then calculated based on the resulting statistical outcome. The efficiency of MCS is therefore limited by two factors: 1) the required number of pseudo-random number generations in a single simulation run and 2) the required number of simulation runs to obtain a stable output. As an example, consider a circuit with \( N_{in} \) primary inputs and \( N_f \) gates; if a total number of \( M \) simulations are required to achieve convergence in the statistical output, then the required number of pseudo-random number generations is given by \( N_{MCS} = (N_f + N_{in}) \times M \).

In contrast, the proposed SCM approach explicitly and efficiently implements analytical algorithms as well as taking advantage of statistical randomness in simulation. As discussed in Section 3, however, it is sufficient to use non-Bernoulli sequences with fixed numbers of 1’s (and 0’s) as initial random binary streams rather than the Bernoulli sequences usually required in a random simulation approach. For a sequence length of \( N \) bits and a gate error rate \( \epsilon \), only \( N \epsilon \) pseudo-random numbers must be generated (for the positions of 1’s) in the representation of the error probability \( \epsilon \). An equivalent MCS would require the generation of \( N \epsilon \) pseudo-random numbers. As \( \epsilon \) usually has a (very) small value, the number of required generations of pseudo-random numbers is significantly reduced in the SCM approach.

5.2.2 Convergence rate

The use of non-Bernoulli sequences as random permutations of fixed numbers of 1’s (and 0’s) does not only produce accurate evaluation results (as discussed in Section 3), but also leads to a smaller variance and thus, to a faster convergence of the output value compared to the conventional use of Bernoulli sequences in MCS.

Fig. 7 shows a comparison of the simulation results for C432 using SCM with the non-Bernoulli sequences and MCS (as equivalent to the use of Bernoulli sequences). While both approaches produce the same evaluation result (given by the mean value of 0.7969 for SCM and 0.7970 for MCS), there is a clear difference in the output distributions of the evaluation results: each approach leads to a Gaussian distribution with a different standard deviation. Specifically, the SCM approach results in a standard deviation of 0.0054 (as shown in Fig. 7(a)), while for MCS, 0.0128 (as shown in Fig. 7(b)). This indicates that for the same number of simulations, it is likely
to have a more accurate evaluation result by using SCM compared to MCS. Equivalently, a shorter sequence length in SCM is required to achieve an evaluation accuracy by utilizing an equivalent number of MCS runs. Hence, the SCM approach is more efficient because it reduces both the number of required pseudo-random number generations and the total number of required simulation runs (as equivalent to the required sequence length). Therefore, it requires a significantly shorter runtime compared to MCS.

The quantization error in the output reliability is due to the rounding of real values to the nearest integer. For a sequence length of 1000 bits, a real value is rounded to the nearest value that can be represented by this sequence (in units of 1/N). Therefore, the maximum error due to quantization (by an appropriate rounding scheme) is limited by 1/2N bits, i.e.,

$$\epsilon_q \leq \frac{1}{2N}. \quad (43)$$

In the SCM approach, the stochastic representation of inputs and the gate error rate can both lead to quantization errors. Some of these errors are propagated through the circuits, while others are attenuated or masked due to the logic operations in the evaluation process. The quantization error at the output can be estimated as follows. Initially assume that the circuit reliability represented by the output sequence is a function of the input and gate error probabilities, i.e.,

$$R = R_q(p_1, p_2, \ldots, p_{N_{in}}, e_1, e_2, \ldots, e_{N_g}), \quad (44)$$

where $p_i$ is the input probability of the $i$th input, $e_j$ is the error rate of the $j$th gate, and $N_{in}$ and $N_g$ are the input and gate numbers, respectively.

The quantization error in the output reliability is determined by the collective effect of the inputs and the gate error rates; therefore it is given by a first-order approximation as follows:

$$E_q = \sum_{i=1}^{N_{in}} \frac{\partial R}{\partial p_i} \cdot e_{q,pi} + \sum_{j=1}^{N_g} \frac{\partial R}{\partial e_j} \cdot e_{q,eq}, \quad (45)$$

where $e_{q,pi}$ is the quantization error in the $i$th input and $e_{q,eq}$ is the quantization error in the error rate of the $j$th gate. Furthermore, assume that each quantization error has a maximum negative effect on the evaluation result; so as per (45),

$$E_q \leq \frac{1}{2N}(N_{in} + N_g). \quad (46)$$

(46) gives an upper bound of the quantization error as dependent on the numbers of inputs and gates, i.e. the bound is larger for a larger circuit. However, this bound can only be reached by circuits in which an output is dependent on every input and internal signal. Therefore, this estimate of the quantization error is pessimistic for most practical applications. In practice, however, most quantization errors can be avoided by using an appropriate sequence length if the input probability and gate error rate can be represented by rational numbers. For example, for perfect inputs and a gate error rate of 0.05, a sequence length of 1000 bits suffices to avoid the generation of quantization errors.

Note that in this paper, the discussion of quantization errors is limited to those due to the stochastic representation of the initial inputs and gate error rates; there are no further sources of quantization errors. The errors that occur during the evaluation of a circuit and are also due to the effect of quantization, are referred to as resolution errors and discussed next.

6.1 Error Analysis

6.1.1 Quantization Error

A quantization error is due to the loss of precision in the process of converting a probability into the representation of a stochastic binary sequence [31]. It is determined by the length of the sequence, i.e., the number of bits used in a stochastic sequence. For a sequence length of $N$ bits, a real value is rounded to the nearest value that can be represented by this sequence (in units of 1/N). Therefore, the maximum error due to quantization (by using an appropriate rounding scheme) is limited by 1/2N, i.e.,

$$\epsilon_q \leq \frac{1}{2N}. \quad (43)$$

In the SCM approach, the stochastic representation of inputs and the gate error rate can both lead to quantization errors. Some of these errors are propagated through the circuits, while others are attenuated or masked due to the logic operations in the evaluation process. The quantization error at the output can be estimated as follows. Initially assume that the circuit reliability represented by the output sequence is a function of the input and gate error probabilities, i.e.,

$$R = R_q(p_1, p_2, \ldots, p_{N_{in}}, e_1, e_2, \ldots, e_{N_g}), \quad (44)$$

where $p_i$ is the input probability of the $i$th input, $e_j$ is the error rate of the $j$th gate, and $N_{in}$ and $N_g$ are the input and gate numbers, respectively.

The quantization error in the output reliability is determined by the collective effect of the inputs and the gate error rates; therefore it is given by a first-order approximation as follows:

$$E_q = \sum_{i=1}^{N_{in}} \frac{\partial R}{\partial p_i} \cdot e_{q,pi} + \sum_{j=1}^{N_g} \frac{\partial R}{\partial e_j} \cdot e_{q,eq}, \quad (45)$$

where $e_{q,pi}$ is the quantization error in the $i$th input and $e_{q,eq}$ is the quantization error in the error rate of the $j$th gate. Furthermore, assume that each quantization error has a maximum negative effect on the evaluation result; so as per (45),

$$E_q \leq \frac{1}{2N}(N_{in} + N_g). \quad (46)$$

(46) gives an upper bound of the quantization error as dependent on the numbers of inputs and gates, i.e. the bound is larger for a larger circuit. However, this bound can only be reached by circuits in which an output is dependent on every input and internal signal. Therefore, this estimate of the quantization error is pessimistic for most practical applications. In practice, however, most quantization errors can be avoided by using an appropriate sequence length if the input probability and gate error rate can be represented by rational numbers. For example, for perfect inputs and a gate error rate of 0.05, a sequence length of 1000 bits suffices to avoid the generation of quantization errors.

Note that in this paper, the discussion of quantization errors is limited to those due to the stochastic representation of the initial inputs and gate error rates; there are no further sources of quantization errors. The errors that occur during the evaluation of a circuit and are also due to the effect of quantization, are referred to as resolution errors and discussed next.

6.1.2 Resolution Error

The sequence length is an important parameter because it determines the resolution of the computation result. Due to a limited resolution, a resolution error occurs in the result of a stochastic computation. As an example for a sequence length of 10 bits, the resolution is 0.1, i.e., any probability with a precision higher than that of 0.1 cannot be represented. A computational error due to a limited resolution is illustrated in Fig. 8. Fig. 8 (a) shows a scenario in which there are two independent inputs: $X_1=0.2$ and $X_2=1$. As $Z=X_1X_2$, it can be found from the output binary stream that $Z=0.2$. This is an accurate result. Fig. 8 (b) shows a scenario in which $X_1=0.8$ and $X_2=0.8$. The correct output is therefore 0.64. However, due to the limited resolution, it is found that $Z=0.6$ by this computation.

As a further example, a sequence of 1000 bits can be used to give a resolution of $10^{-3}$. A computational result is rounded to its nearest available representation, so the maximum error due to this resolution is $5\times10^{-4}$. This indicates that the result obtained in a single computation can have a precision error of up to $1/2N$ for a sequence length of $N$ bits, i.e.,

$$e_r \leq \frac{1}{2N}. \quad (47)$$

where $e_r$ is the resolution error in a single computation.

For a given input vector and a gate error rate, the resolution error incurred at each evaluation step (i.e., for each logic gate) contributes to the precision error in the evaluation result. The error due to this precision loss in the
computation at the $i$th logic gate is given by:

$$E_{r,i} = \frac{\partial R}{\partial r_i} \cdot e_{r,i},$$  \hspace{1cm} (48)$$

where $R$ is the reliability function, $r_i$ is the evaluation result at the $i$th gate, and $e_{r,i}$ is the incurred resolution error at this evaluation step.

$$E_r \approx \sum_{i=1}^{2N_g} \frac{\partial R}{\partial r_i} \cdot e_{r,i}. \hspace{1cm} (49)$$

Since each single bit flip in the output of the $i$th gate may or may not cause a change in the final output sequence, then

$$\left| \frac{\partial R}{\partial r_i} \right| \leq 1. \hspace{1cm} (50)$$

and thus

$$E_r \leq \frac{1}{N} N_g. \hspace{1cm} (51)$$

Again, (51) gives an upper bound and is often pessimistic when used as an error estimate. Therefore, a stochastic sequence with a length that satisfies the maximum resolution error requirement of (51), is usually sufficient for the evaluation of a circuit of certain size (as determined by the number of gates $N_g$).

For example, if quantization errors can be avoided and a maximum precision loss of 0.01 is acceptable due to resolution errors, the minimum sequence length can be determined by (51), i.e.,

$$N \geq 100N_g. \hspace{1cm} (52)$$

A sequence length of one million bits would meet this precision requirement for a circuit with thousands of gates. In practice, a shorter sequence length can often produce a result at a desired accuracy. This is shown by the simulation results in Section 7.

### 6.1.3 Random Permutation

Errors can also be caused by the random permutation of bits in a sequence. Fig. 9 illustrates an example of a randomized permutation; the logic operation in Fig. 9 (a) gives the desired output value, while the operation in Fig. 9 (b) gives an output that is considered to be in error. In general, longer sequences tend to be better randomized; however, random permutations are probabilistic in nature and therefore, they do not always provide the desired results. The error due to a random permutation occurs in each stochastic computation and is considered as “noise.” It also contributes to the stochastic fluctuation in the evaluation result of a probabilistic logic network.

$$x_1=0.4, \hspace{1cm} x_2=0.5, \hspace{1cm} x_3=0.2 \hspace{1cm} \text{and} \hspace{1cm} x_4=0.3$$

Fig. 9. Random permutations in stochastic computation: (a) The desired permutation; (b) A permutation resulting in an error.

### 6.2 Random Fluctuations

A random fluctuation is a result of the aforementioned precision errors; it is an inherent feature of stochastic computation. For example, simulation of C17 has shown that the result of each experiment fluctuates around the expected mean value [15]; the output follows approximately a Gaussian distribution, similar to the one shown in Fig. 7(a) for C432. This fluctuation can then be analyzed quantitatively by investigating the mean and variance of the output distribution. A detailed discussion of different relations (such as between sequence length and accuracy, error rate and circuit size) is presented in the next section.

### 7 Simulation Results

In this section, the proposed SCM approach is compared to the following reliability evaluation techniques: the accurate PGM algorithm, the PTM approach, the signature-based SER analyzer and the Monte Carlo simulation. Simulations have been performed on a computer with a 2.66-GHz Pentium microprocessor and a 2 GB memory.

#### 7.1 SCM vs. PGM and PTM

To validate the model, the proposed SCM approach is initially compared with the accurate PGM and PTM approaches on several small circuits. While individual output reliabilities are reported in [15], only joint output reliabilities are reported in this section. Table 1 shows the evaluated circuit reliability and the relative error for a von Neumann fault with $\epsilon=0.05$. The relative error is defined as the ratio of the difference between an approximate value and the accurate value over the accurate value. A maximum of 1000 randomly-selected inputs are used in the simulation. As shown in Table 1, the SCM approach yields highly accurate results; the maximum relative error is around 0.2% by using a sequence length of 1000 bits. The results for stuck-at faults are shown in Table S1 in the supplementary material, with a maximum relative error around 0.1% for both stuck-at-1 and stuck-at-0 faults.
Although the runtime of the SCM approach appears mostly longer than that of the PGM and PTM approaches, the longer time required for identifying and decomposing reconvergent fanouts in PGM (required in excess of several hours), as well as the time required for analyzing the circuit structure in PTM, is not included in the runtime reported in the tables. For the SCM approach, accuracy can further be improved by increasing the sequence length. As the stochastic simulations are independent processes, it would be possible to further reduce the runtime by using a parallelized procedure.

7.2 SCM vs. Signature-based approach

The SCM approach is further compared with the signature-based approach [25] for SER analysis of the LGSynth91 benchmarks [41]. For a gate affected by soft errors, the SER is defined as its output error probability while for a circuit, the SER is defined as the complement of its joint output reliability. The simulation results are shown in Table 2. The signature-based SER analyzer finds the testability of a circuit by using bit-parallel simulation for SER calculation; this process is similar to the stochastic simulation as used in the SCM approach. Only temporary single stuck-at (TSA) faults are analyzed in [25].

In most previous studies, the SER is expressed in Failures in Time (or FIT, usually in the number of failures in 10⁹ hours) [16–19], [25], [26]. Since the effect of multiple errors is considered in the SCM approach, probabilities are instead used in this section as SER values. In Table 2, the stuck-at faults are assumed to be uniformly distributed with a gate SER $\varepsilon = 10^{-6}$ and $\varepsilon = 10^{-2}$. Although an SER is generally considered small, a rather large value ($10^{-2}$) is used in the simulation to show the difference between the approaches. The overall circuit SER is given by the sum of the stuck-at-0 and stuck-at-1 SER values. Table 2 shows that the two approaches produce very close results for most circuits when $\varepsilon = 10^{-6}$; however, the relative differences of the SER increases at $\varepsilon = 10^{-2}$. A signature-based approach considers the sensitivity of each gate separately and sums over the resulting circuit SER for each gate. This is different for the SCM approach that accounts for multiple error occurrences as well as their correlation by considering the joint effects of multiple errors in the evaluation of a circuit.

These two approaches model a similar error scenario as long as the node (or gate) SER is small. In this case, the probability that more than one error occur is even smaller and thus negligible. This is confirmed by the simulation results for $\varepsilon = 10^{-6}$. As the circuit size or the SER of each node increases, however, the probability of independent multiple-error occurrence increases. This may result in large discrepancies using these two evaluation methods, as indicated in the reported simulation results for $\varepsilon = 10^{-2}$.

In the scenario of multiple dependent transient faults caused by a single radiation upset [22], the SCM approach can readily be adapted to model the correlated multiple errors by using dependent stochastic sequences. Although the SCM approach needed a longer runtime due to its use of the redundant stochastic sequences, the signature-based approach required a greater effort in execution due to the complicated programming and algorithms involved. The SER analysis by both approaches primarily considers logic masking; however the results obtained can be enhanced by modeling technology-dependent factors such as the electrical and timing effects on SER.

7.3 SCM vs. Monte Carlo simulation

Finally, large benchmarks of ISCAS’85 are simulated to compare the efficiency of the SCM approach with Monte Carlo simulation (MCS). As more computational power is required, these simulations were performed on a computer with a 3.10 GHz i3-2100 microprocessor and a 6 GB memory.

For MCS (equivalent to the use of Bernoulli sequences), the number of simulation runs required at a given CV can be estimated by considering (9), (10) and (35), i.e.,

$$N_{mcs} = \frac{\varepsilon^R}{R}, \frac{1}{(CV)^2},$$

where $R$ is the output reliability of a circuit. Since reliability usually decreases with circuit size (at a constant component failure rate), (53) indicates that the number of required MCS runs may increase with circuit size at a given accuracy. Next, simulations are performed at a specified accuracy to find the least required sequence length for SCM, as well as the least number of runs for MCS. The results at a CV of 0.001 are shown in Table 3 for $\varepsilon = 10^{-3}$ and in Table S2 in the supplementary material for $\varepsilon = 5\times10^{-4}$ respectively. The same randomly-selected input vector is used for an accurate and fair comparison. Twenty experiments are run for each circuit to obtain the reported statistics. It can be seen that both methods produce similar results; however, the SCM requires a significantly shorter runtime (by several orders of magnitude) compared to MCS.

As the number of MCS runs is a function of circuit reliability, then the relationship between the sequence length of SCM (as well as the number of MCS runs) and circuit reliability is plotted in Fig. 10(a) and compared to the analytical results provided by (53). It can be seen that the MCS results are in good agreements with those found by (53). Also, the sequence length of SCM is significantly smaller than the number of MCS runs; this is consistent with the analysis in Section 3. The runtimes of these two approaches are compared in Fig. 10(b); a significantly longer runtime (by several orders of magnitude) is encountered for MCS compared to SCM at the desired evaluation accuracy.
8 DISCUSSION

8.1 Sequence length vs. Circuit reliability

It has been observed that a longer sequence is required for evaluating a circuit with lower reliability to achieve a specific accuracy. This is primarily due to the use of the coefficient of variation (CV) as metric of accuracy, because CV is determined by the standard deviation and the mean value of the obtained circuit reliability. The reliability of a circuit usually decreases by increasing its size (i.e., the number of gates) when a constant gate error rate is assumed [36], so it is generally believed that a longer sequence is required for evaluating a larger circuit. In fact, this is a result of the decreasing reliability (given by $\mu$) and increasing random fluctuations due to various analysis errors (as indicated by $\sigma$). However, a larger circuit may not necessarily have a reduced reliability and therefore, it may not require a larger sequence length in SCM. Hence, reliability appears to be a more relevant factor when determining the minimum length of the required sequence, because it considers many other factors, such as the logic function, the circuit topology and the number of inputs and outputs of a circuit.

Another factor that determines the minimum sequence length, is the gate error rate, $\epsilon$. To allow for minimum representation, at least $1/\epsilon$ bits are required in the sequences. Albeit not included (due to space limitation), the simulation results for $\epsilon = 10^{-4}$ show that this minimum requirement in sequence length has already met the accuracy requirement for most of the benchmark circuits. However, longer sequences (such as those of $k/\epsilon$ bits with $k > 1$) may be desired for a better resolution and/or proper statistical operation. When the use of this sequence length does not produce satisfactory results, the procedure outlined in the previous section can be
utilized to find the minimum sequence length at a given accuracy. Nevertheless, it remains a challenge to efficiently determine the required minimum sequence length when no prior knowledge of the circuit is available. It is also an open question if further theoretical results can be obtained on this respect.

8.2 Electrical and latching-window masking

So far we have only considered logic masking in the modeling of SERs. In [22], an analysis framework using BDDs and ADDs has been developed. The attenuation of electrical signals is computed using a glitch propagation model [42], in which the amplitude and duration of a glitch at a gate’s output are determined for several different scenarios related to the input parameters of the glitch. The probability that the propagated glitch is latched by a flip-flop, is then determined by the expected value of the duration and the timing information of the glitch.

Electrical and latching-window masking can be included in the proposed stochastic approach by integrating the attenuation and latching models developed in [22, 42] with the current SCM framework. For instance, the initial glitch duration and its distribution can be represented by a stochastic sequence of multiple values based on the discrete sampling over the full range of the possible glitch length. The attenuation process can then be implemented using stochastic logic designs [29] that selectively compute the output amplitude according to different input parameters. As logic masking is also inherently accounted for, the SCM approach can provide a unified treatment of these masking features. Due to space limitation, this topic is not further covered in this paper; it will be investigated in future work.

<table>
<thead>
<tr>
<th>Circuit</th>
<th>Characteristics</th>
<th>MCS (ε = 10⁻³)</th>
<th>SCM (ε = 10⁻³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C432</td>
<td>gates: 250, inputs: 36, outputs: 7</td>
<td>Number of Simulations: 25,000 Reliability: 0.9773 Runtime (s): 58.592</td>
<td>Sequence length (bits): 1,000 Reliability: 0.9777 Runtime (s): 0.048695</td>
</tr>
<tr>
<td>C499</td>
<td>gates: 202, inputs: 41, outputs: 32</td>
<td>Number of Simulations: 60,000 Reliability: 0.9372 Runtime (s): 142.28</td>
<td>Sequence length (bits): 4,000 Reliability: 0.9375 Runtime (s): 0.051646</td>
</tr>
<tr>
<td>C880</td>
<td>gates: 383, inputs: 60, outputs: 26</td>
<td>Number of Simulations: 150,000 Reliability: 0.8622 Runtime (s): 623.48</td>
<td>Sequence length (bits): 13,000 Reliability: 0.8624 Runtime (s): 0.14022</td>
</tr>
<tr>
<td>C1355</td>
<td>gates: 546, inputs: 41, outputs: 32</td>
<td>Number of Simulations: 500,000 Reliability: 0.6580 Runtime (s): 3019.5</td>
<td>Sequence length (bits): 110,000 Reliability: 0.6582 Runtime (s): 1.6674</td>
</tr>
<tr>
<td>C1908</td>
<td>gates: 880, inputs: 33, outputs: 25</td>
<td>Number of Simulations: 500,000 Reliability: 0.6358 Runtime (s): 4882.1</td>
<td>Sequence length (bits): 110,000 Reliability: 0.6355 Runtime (s): 3.3146</td>
</tr>
<tr>
<td>C2670</td>
<td>gates: 1193, inputs: 157, outputs: 64</td>
<td>Number of Simulations: 600,000 Reliability: 0.6120 Runtime (s): 8904.6</td>
<td>Sequence length (bits): 130,000 Reliability: 0.6118 Runtime (s): 4.9834</td>
</tr>
<tr>
<td>C3540</td>
<td>gates: 1669, inputs: 50, outputs: 22</td>
<td>Number of Simulations: 700,000 Reliability: 0.5398 Runtime (s): 12582</td>
<td>Sequence length (bits): 400,000 Reliability: 0.5396 Runtime (s): 16.409</td>
</tr>
<tr>
<td>C5315</td>
<td>gates: 2307, inputs: 178, outputs: 123</td>
<td>Number of Simulations: 1,300,000 Reliability: 0.4039 Runtime (s): 45500</td>
<td>Sequence length (bits): 700,000 Reliability: 0.4034 Runtime (s): 40.604</td>
</tr>
<tr>
<td>C6288</td>
<td>gates: 2416, inputs: 32, outputs: 32</td>
<td>Number of Simulations: 4,800,000 Reliability: 0.1207 Runtime (s): 158146</td>
<td>Sequence length (bits): 1,800,000 Reliability: 0.1207 Runtime (s): 81.382</td>
</tr>
<tr>
<td>C7552</td>
<td>gates: 3512, inputs: 207, outputs: 108</td>
<td>Number of Simulations: 2,000,000 Reliability: 0.2777 Runtime (s): 115724</td>
<td>Sequence length (bits): 1,200,000 Reliability: 0.2772 Runtime (s): 177.29</td>
</tr>
</tbody>
</table>

Fig. 10. Comparisons of SCM and MCS for different gate error rate, ε, at a fixed CV of 0.001: (a) Required sequence length in SCM and number of MCS runs vs. circuit reliability, fitted using (53) and (54); (b) Required runtime for the two methods. In (a), (54) is fitted using the data for ε = 10⁻³ and validated by the data for ε = 5×10⁻⁴.

9 Conclusion

Advances of VLSI circuits and systems into the nanometric regimes require accurate and efficient reliability evaluation techniques. In this paper, a novel stochastic approach is proposed as a computational framework for the reliability evaluation of logic circuits. Using stochastic computational models (SCMs), this approach
accurately evaluates the reliability of a circuit with a precision limited by the inherent randomness of the binary bit streams used in stochastic computation. Compared to accurate analytical approaches found in the technical literature, the proposed SCM approach efficiently handles signal correlations introduced by reconvergent fanouts and thus significantly reduces the computational complexity.

Compared to the simple simulation of random vectors, the proposed approach has the following distinguishing features: 1) Versatility. The SCM is flexible due to its pronounced arithmetic nature. 2) Generality. The SCM approach has been developed as a general computational framework to efficiently implement analytical algorithms. 3) Scalability. Compared to Monte Carlo simulation, the SCM approach is more efficient because it benefits from the use of non-Bernoulli sequences thus requiring a reduced number of pseudo-random number generations. At a specified evaluation accuracy, a procedure based on an empirical (curve-fitting) formula has been proposed for finding the required minimum sequence length in SCM for evaluating a circuit.

The runtime can further be reduced through a parallelization of the stochastic sequences, so the proposed approach is potentially useful in the design and test of reliable VLSI circuits and systems. It is shown that it is potentially applicable to account for electrical and latching-window masking in the evaluation of SERs; this topic will be pursued in future investigation.
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Table S1. Accuracy comparison of the SCM, PGM and PTM approaches for stuck-at faults.

<table>
<thead>
<tr>
<th>Circuit</th>
<th>Characteristic</th>
<th>SCM ε = 0.05 N = 1000</th>
<th>Accurate PGM ε = 0.05</th>
<th>PTM ε = 0.05</th>
<th>SCM ε = 0.05 N = 1,000</th>
<th>Accurate PGM ε = 0.05</th>
<th>PTM ε = 0.05</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R</td>
<td>Time (s)</td>
<td>Relative error</td>
<td>R</td>
<td>Time (s)</td>
<td>Relative error</td>
<td>R</td>
</tr>
<tr>
<td>C17</td>
<td>0.9152</td>
<td>0.068</td>
<td>0.03%</td>
<td>0.9149</td>
<td>0.003</td>
<td>0.9149</td>
<td>0.001</td>
</tr>
<tr>
<td>Majority</td>
<td>0.9298</td>
<td>0.158</td>
<td>0.04%</td>
<td>0.9294</td>
<td>0.003</td>
<td>0.9294</td>
<td>0.004</td>
</tr>
<tr>
<td>Full adder</td>
<td>0.8835</td>
<td>0.023</td>
<td>0.01%</td>
<td>0.8834</td>
<td>0.005</td>
<td>0.8834</td>
<td>0.015</td>
</tr>
<tr>
<td>Full adder (XOR/NAND)</td>
<td>0.9054</td>
<td>0.015</td>
<td>0.09%</td>
<td>0.9046</td>
<td>0.002</td>
<td>0.9046</td>
<td>0.001</td>
</tr>
<tr>
<td>Full adder</td>
<td>0.8250</td>
<td>0.033</td>
<td>0.11%</td>
<td>0.8241</td>
<td>0.008</td>
<td>0.8241</td>
<td>0.002</td>
</tr>
<tr>
<td>Comparator</td>
<td>0.8918</td>
<td>0.007</td>
<td>0.07%</td>
<td>0.8912</td>
<td>0.006</td>
<td>0.8912</td>
<td>0.001</td>
</tr>
<tr>
<td>Decoder2</td>
<td>0.8157</td>
<td>0.015</td>
<td>0.08%</td>
<td>0.8150</td>
<td>0.028</td>
<td>0.8150</td>
<td>0.009</td>
</tr>
<tr>
<td>MUX4</td>
<td>0.9408</td>
<td>0.153</td>
<td>0.02%</td>
<td>0.9406</td>
<td>0.001</td>
<td>0.9406</td>
<td>0.523</td>
</tr>
</tbody>
</table>

Table S2. Simulation results of ISCAS’85 benchmarks by SCM and MCS at a fixed CV of 0.001 (ε = 5 × 10⁻⁴).

<table>
<thead>
<tr>
<th>Circuit</th>
<th>Characteristics</th>
<th>MCS (ε = 5 × 10⁻⁴)</th>
<th>SCM (ε = 5 × 10⁻⁴)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>gates</td>
<td>inputs</td>
<td>outputs</td>
</tr>
<tr>
<td>C432</td>
<td>250</td>
<td>36</td>
<td>7</td>
</tr>
<tr>
<td>C499</td>
<td>202</td>
<td>41</td>
<td>32</td>
</tr>
<tr>
<td>C840</td>
<td>383</td>
<td>60</td>
<td>26</td>
</tr>
<tr>
<td>C1355</td>
<td>546</td>
<td>41</td>
<td>32</td>
</tr>
<tr>
<td>C1908</td>
<td>880</td>
<td>33</td>
<td>25</td>
</tr>
<tr>
<td>C2670</td>
<td>1193</td>
<td>157</td>
<td>64</td>
</tr>
<tr>
<td>C3540</td>
<td>1669</td>
<td>50</td>
<td>22</td>
</tr>
<tr>
<td>C5315</td>
<td>2307</td>
<td>178</td>
<td>123</td>
</tr>
<tr>
<td>C6288</td>
<td>2416</td>
<td>32</td>
<td>32</td>
</tr>
<tr>
<td>C7552</td>
<td>3512</td>
<td>207</td>
<td>108</td>
</tr>
</tbody>
</table>
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