Abstract — This paper proposes a flexible energy- and reliability-aware application mapping approach for network-on-chip (NoC)-based reconfigurable architecture. A parameterized cost model is first developed by combining energy and reliability with a weight parameter that defines the optimization priority. Using this model, the overall mapping cost could be evaluated. Subsequently, a mapping method using branch and bound with a partial cost ratio is employed to find the best mapping by enumerating all the possible patterns organized in a search tree. To improve the search efficiency, nonoptimal mappings are discarded at early stages using the partial cost ratio. Using the proposed approach, applications can be mapped onto most NoC topologies and running with various routing algorithms when considering both energy and reliability. Other state-of-the-art works have also done substantial research for the same topic but only limited to a specific topology or routing algorithm. Even for the same topology and routing algorithm, the proposed approach still shows considerable advantages in many aspects. Experiments show that this approach gains not only significant reduction in energy but also improvement in reliability. It also outperforms other approaches in throughput and latency with competitive run time.
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I. INTRODUCTION

EQUIPPED with the flexibility of general-purpose processors (GPPs) and the efficiency of application-specific integrated circuits, reconfigurable architectures have proven their advantages in tremendous application areas [1], [2]. As a promising communication infrastructure, the network on chip (NoC) has a significant impact on the energy consumption and reliability of reconfigurable systems. Previous work has shown that the energy consumption of a NoC is more than 28% of the total system energy [3], [4], so it must be considered seriously. As critical for system interconnections, the reliability of an NoC is also of great importance. For example, a super parallel computer requires that its interconnection operates without a packet loss for 10000 h [5]. However, it is difficult for the NoC to remain reliable due to the effects of various faults including alpha and neutron particle strikes [6], electromagnetic interference [7], power supply disturbances [8], and crosstalk [9]. Moreover, some real GPPs, such as the future payload data processing cores for science, earth, and telecommunication missions identified by the European and American space agencies [10]–[12], require the communication infrastructure to be both low power consumption and high reliability by fault tolerance. Hence, it becomes important to optimize both the energy and reliability of the NoC in a reconfigurable system during an application mapping.

While it is already challenging to meet both energy and reliability requirements for a specific topology and routing algorithm, it is mandatory for an application mapping in reconfigurable architectures to be applicable to diverse topologies and routing algorithms. This is because the flexibility of the reconfigurable architecture is achieved by dynamically changing the configuration of processing element (PE) functions and interconnections. Thus, the topologies and routing algorithms for NoC are different from one another in various applications scenarios. Consequently, a highly flexible application mapping is desired to meet the requirement of a reconfigurable system. In addition, run-time reconfiguration is also crucial for a reconfigurable architecture because faults must be avoided within a very short time during dynamic reconfiguration. This means that the computational overhead of an application mapping needs to be minimized and thus, the speed of the application mapping is of great importance as well.

Much effort has recently been made to optimize the energy consumption during a mapping process [13]–[16]. Work has also been done for maximizing the reliability of various mapping patterns [17]–[19]. In addition, optimizations have been considered for both energy and reliability [6], [20], [21]. In [6], a fault-tolerant mapping technique is proposed for optimizing both system performance and communication energy. A best mapping pattern, which achieves the highest reliability and minimal energy, for multiple applications has been obtained in [20]. In [21], a quantitative model of energy and reliability is proposed for finding the best mapping pattern. Although energy reduction and reliability improvement can be
obtained by these approaches, a common disadvantage is
the low flexibility that limits their applications to a specific
NoC topology and/or a routing algorithm. This indicates that
these application mappings are not best suited for reconfig-
urable systems.

To provide an optimum application mapping method for
NoC-based reconfigurable systems, two major contributions
are made in this paper.

1) A parameterized cost model (PCM) that combines
energy and reliability is developed. Most importantly,
PCM is independent on the topologies of the NoC or the
routing algorithms. The model is the fundamental factor
that guarantees the flexibility of the mapping approach
and the accuracy of the metrics, which include both
energy consumption and reliability. In other words, the
cost model is both energy and reliability aware and
flexible. A performance constraints model is utilized to
reduce the overheads in terms of throughput and latency.
By integrating the performance constraints into PCM,
it provides a flexible and accurate cost model for the
mapping approach to select the best candidates.

2) A mapping approach called branch and bound with
partial cost ratio (BBPCR) is proposed to figure out the
best mapping pattern using PCM with a low computa-
tional overhead. The computation complexity is reduced
significantly, but the accuracy of the search results is
not sacrificed. Substantial experiments are performed to
compare this paper with state-of-the-art approaches and
quasi-theoretical boundary. Results not only show the
high flexibility of the proposed approach, but also show
the advantages of BBPCR in terms of energy, reliability,
throughput, latency, and run time.

The rest of this paper is organized as follows. Section II
introduces design considerations. In Section III, both
the cost model PCM and the performance model are analyzed.
Section IV discusses the mapping approach BBPCR in detail.
Experimental results are presented in Section V. Section VI
concludes this paper and discusses future work.

II. DESIGN CONSIDERATION

The primary objective of this paper is to propose a highly
flexible mapping approach on the premise that it will not incur
extra overheads. This method can be applied to NoC-based
reconfigurable architecture, which requires the flexibility of
the mapping approach to be fit for various NoC topologies
and routing algorithms. Meanwhile, the best mapping pattern
is expected to have an optimal tradeoff between energy,
reliability, and performance, or at least it does not incur
significant extra cost. In addition, the dynamic reconfiguration
requires a configuration to be implemented in runtime. This
brings up a time limit for finding the best mapping pattern.
In other words, the computation complexity of the approach
needs to be carefully controlled.

However, it is difficult to simultaneously optimize several
metrics such as energy, reliability, and performance. When
faults occur in a system, reliability can be enhanced by
bypassing the faulty components. However, it adds more

Fig. 1. One example of the topology of NoC.

components on the new communication path that leads to a
larger energy consumption. Meanwhile, longer communication
path may also cause increased latency and reduced throughput.
The conflict between flexibility and computation complexity
is an even more difficult challenge. A general model without
utilizing the characteristics of some special topologies and
routing algorithms can result in an increase in the computa-
tional complexity. Therefore, it is very challenging to obtain
an acceptable tradeoff between these metrics.

To simultaneously optimize energy and reliability, a unified
model is needed to measure energy and reliability quantitatively. Moreover, the unified model is required
to be general for most topologies and routing algorithms.
Since the performance evaluation is essential in the process
of application mapping, a performance constraint model is
required to estimate the throughput and latency of the system.
When designing the mapping approach, the first question is
how to accurately find the best mapping pattern based on
these two models. Subsequently, how to efficiently choose
the best pattern among a large number of candidate mapping
patterns is also important to be considered.

III. MODEL ANALYSIS

In this section, the backgrounds of the application and
NoC architectures are first outlined; then, a unified cost model
and a performance model are introduced.

The application used in this paper is presented as an appli-
cation characteristic graph (APCG) \( G(C, A) \) \[22\]. \( G(C, A) \)
is a directed graph, where each vertex \( c_i \in C \) represents an
intellectual property (IP) core, each edge \( a_{ij} \in A \) represents
the communication between source core \( c_i \) and destination
core \( c_j \), and the weight of each edge \( V^{ij} \) represents the
communication volume in bits from source core \( c_i \) to destination
core \( c_j \). An example for the topology considered in this paper
is shown in Fig. 1. Vertices and edges of the graph stand
for the nodes and links of the NoC, respectively. Each node
is composed of a PE and a router. Every PE performs its
own computation and storage or input/output (I/O) processing
functionality, and it communicates with the routers that are
responsible for forwarding data packets to other routers. Links
connect the routers and for a specific topology, the total
number of links is defined as \( L \), e.g., for the topology shown
in Fig. 1, \( L = 12 \).

The reliability of an NoC can be affected by the errors
in PEs, routers, or links. When PEs are faulty, spare PEs are
often used to replace the faulty ones [6], [20], [23] so that the
faults can be tolerated. In this way, the mapping is altered to
work on a different topology and routing algorithm. Therefore, PEs can be assumed to be fault free in this paper. As routers are connected to each other by the links around them, the faults in routers can be classified into the faults that occur in links around them [23]. In this way, only faults in links are considered, and they consist of the raw errors in links and the classified errors in routers.

Although links can have permanent faults and transient faults, only transient faults (soft errors) in links are considered in this paper. Permanent fabrication errors are not in the scope of discussion. Transient errors in links have been modeled to evaluate the reliability of NoC in [24]–[26], but the probability of faulty links are assumed to be the same, which is not true in the real world. Therefore, in the design of the proposed cost model, all the links can have different probabilities being faulty. When \( l \) (\( l < L \)) links are reported to be faulty, we have \( M = \binom{L}{l} \) different conditions considering the different positions of the \( l \) faulty links. All \( M \) conditions are considered when evaluating the energy and reliability, which will be discussed in detail in the following sections.

### A. Unified Cost Model

In different application mapping scenarios, the requirement for energy and reliability varies. In some cases, the minimum energy consumption is desired, while in some other cases, the priority is to obtain the maximum reliability. Hence, an effective cost model must differentiate the significance of energy and reliability. In fact, as discussed above, reliability enhancement is often obtained at a cost of increased energy consumption. Thus, a weight parameter \( a \in [0, 1] \) is introduced. This parameter gives the weight between energy and reliability as the major consideration in a joint optimization. Since the energy consumption is desired to be as low as possible while the higher the reliability the better a system is, reliability is replaced by reliability cost in this model. Therefore, the overall cost can be evaluated using this unified model as follows:

\[
\text{Cost} = (1 - a)EN + aRN \tag{1}
\]

where \( EN \) and \( RN \) are the normalized energy and reliability cost, respectively. The measurements of energy and reliability cost are described as follows.

1) **Measurement of Communication Energy:** The energy consumption usually consists of the static energy and the dynamic energy. The static energy is mainly influenced by the working temperature, the level of process technology, and the gate–source/drain–source voltages. In this paper, energy model is used for evaluating different mapping patterns for a certain application to be mapped onto the same NoC. This means that the temperature and process technology are all the same for different patterns. The variation of gate–source/drain–source voltages is quite small and therefore, the static energy is not considered in the proposed model.

On the contrary, it is the dynamic energy (i.e., communication energy) that different mapping patterns have considerable impact on. As a result, the communication energy is the main concern to evaluate a certain mapping pattern. The energy in (1) is considered to be communication energy consumption and in the following discussion energy is referred to communication energy. The bit energy metric in [27] that gives the energy consumed by 1 bit of data transporting through a link and a router is used to model the communication energy. Consider the \( i \)th condition of all \( M \) possibilities when \( l \) links are defective. We use \( d_{i}^{SD} \) to represent the number of links that the data go through from the source node \( S \) to the destination node \( D \). Then the energy consumed by communications between \( S \) and \( D \) can be calculated by

\[
E_{i}^{SD} = V_{i}^{SD}(E_{L\text{bit}}d_{i}^{SD} + E_{R\text{bit}}(d_{i}^{SD} + 1)) \tag{2}
\]

where \( V_{i}^{SD} \) is the communication volume in bits from source node \( S \) to destination node \( D \), and \( E_{L\text{bit}} \) and \( E_{R\text{bit}} \) are the energy consumed by 1 bit of data transporting through a link and a route, respectively. The energy consumed by a specific mapping pattern of the network when \( l \) links are faulty can be expressed by

\[
E_{l}^{SD} = \sum_{i=1}^{M} V_{i}^{SD}(E_{L\text{bit}}d_{i}^{SD} + E_{R\text{bit}}(d_{i}^{SD} + 1))p_{i}^{SD} \tag{3}
\]

where \( p_{i}^{SD} \) is set to be 1 when there is a communication between \( S \) and \( D \); otherwise, it is set to be 0, i.e., as expressed in

\[
p_{i}^{SD} = \begin{cases} 1, & a_{SD} \in A \\ 0, & a_{SD} \notin A \end{cases} \tag{4}
\]

where \( a_{SD} \) represents the communication between \( S \) and \( D \) and \( A \) indicates the collection of all the communication of the APCG. Equation (3) shows that \( E_{l}^{SD} \) changes with \( i \) or \( l \) as once \( i \) or \( l \) changes and the communication path between source and destination becomes different, which leads to a change in energy consumption. Therefore, to accurately evaluate the energy consumption, \( E_{i}^{SD} \) is regarded as a discrete variable on the number of faulty links \( l \) and condition \( i \).

The total energy consumption by an NoC under a specific mapping pattern is expressed as (5). The model can give accurate energy estimation close to the reality because all the faulty scenarios are taken into consideration

\[
E = \sum_{l=0}^{L} \sum_{i=1}^{M} E_{i}^{l}p_{i}^{l} \tag{5}
\]

where \( P_{i}^{l} = \prod_{j=0}^{l-1} p_{j} \times \prod_{j=0}^{L-1}(1 - p_{j}) \) is the probability that \( l \) links are faulty, and \( p_{j} \) is the corresponding faulty probability of each link that is independent of each other.

Subsequently, the absolute value of \( E \) in (5) is normalized with a normalization factor \( EN' \), which is obtained by considering the worst case of \( d_{i}^{SD} \) being the maximum

\[
EN = E / EN'. \tag{6}
\]
possible mapping patterns when soft errors exist. In this way, the reliability model helps the mapping approach select the best mapping candidate by providing accurate reliability cost. The relationship between the reliability cost and reliability is that the higher the reliability cost is, the lower the reliability is. The reliability cost of a communication pair is defined to be zero if the pair can tolerate all the defective links; otherwise, it is one. For example, if the links 0, 10, and 20 are faulty in Fig. 2(a), no path from R3 to R4 can tolerate all the faults for transporting data. In this case, the reliability cost is considered to be one. However, if the links 10, 12, and 13 are faulty, as shown in Fig. 2(b), the path R3 → R0 → R1 → R4 is available to tolerate all the faults, so the reliability cost is zero. By this definition, for a specific mapping pattern when \( l \) links have errors, the reliability cost is given by

\[
R_l = \sum_{SD} R_{lSD} P_{lSD}
\]

(7)

where \( R_{lSD} \) is the reliability cost of each path from source node \( S \) to destination node \( D \), and \( P_{lSD} \) is the binary function to tell if there is a communication between \( S \) and \( D \), as defined in (4). Similar to the energy model, \( R_l \) is a discrete variable on the number of faulty links \( l \) and condition \( l \). By considering all the faulty scenarios, the accuracy of the model is ensured. The reliability cost of an NoC for a specific mapping pattern is then expressed as

\[
R = \sum_{i=0}^{L} \sum_{j=1}^{M} R_i P_i
\]

(8)

where \( P_i \) is defined as that in (5) and

\[
RN = \frac{R}{RN'}
\]

(9)

where \( RN' \) is the reliability cost when the number of faulty links reaches the maximum value that can be tolerated; it is used in (9) as a normalization factor.

By substituting (6) and (9) into (1), the total cost for a mapping pattern can be estimated. This cost model is applicable to various different NoC topologies and routing algorithms. The reasons are as follows. First, previous models require to know either the communication path in advance [21], which is only limited to deterministic routing algorithm, or the Manhattan distance of the source–destination pair [6], [20], which may not work in topologies other than mesh. In contrast, in this paper, only the number of routers and links on the communication path is required in the energy estimation. The energy is measured dynamically, so the evaluation can be done as soon as the communication path changes. In this way, the energy can be evaluated no matter which topology and routing algorithm the NoC is. Second, the reliability is enhanced by mapping the source–destination pair to make the bounding box close to a square [21]. However, this requirement may not be satisfied in topologies other than a mesh. The proposed method only needs to ensure that the communication path can avoid faulty links, which boarded the use of NoC topology. Finally, the proposed approach considers the joint optimization of both energy and reliability. Efforts are made in [6] and [20] to repair faulty PEs with minimum energy consumption, but no quantitative analysis has been presented. In our model, both the energy and reliability cost are considered as discrete variables and the cost is evaluated with their probabilities. This ensures that the measurement is independent of the NoC topology and routing algorithm, thus achieving an accurate measurement of overall energy and reliability. To conclude, the PCM is not only flexible, but also energy and reliability aware.

B. Performance Model

The performance measures, such as throughput and latency, are also important metrics of a system and cannot be neglected when energy and reliability are optimized in the mapping process. Consequently, in addition to the unified cost model, a performance model is also proposed. As latency is greatly influenced by the congestion in the network, to avoid congestion in each node is an effective way to reduce latency. At the same time, less congestion can lead to higher throughput. Therefore, the performance constraint is considered to be given by the bandwidth requirement, which is closely related to the congestion [7]. The bandwidth constraints are given in (10) and they are exploited to balance the communication volumes in every node, such that the congestion can mostly be avoided to guarantee the performance including both throughput and latency

\[
\sum_{a_{ij}} \left[ f(P_{map(c_i),map(c_j)}, l_{ij}) \times V^{ij} \right] \leq B(l_{ij})
\]

(10)

where \( B(l_{ij}) \) is the bandwidth of the link \( l_{ij} \). The binary function \( f \) indicates whether the link \( l_{ij} \) is utilized by the path \( P_{map(c_i),map(c_j)} \), as defined by

\[
f(P_{map(c_i),map(c_j)}, l_{ij}) = \begin{cases} 0, & l_{ij} \notin P_{map(c_i),map(c_j)} \\ 1, & l_{ij} \in P_{map(c_i),map(c_j)} \end{cases}
\]

(11)

IV. ENERGY AND RELIABILITY ORIENTED MAPPING

A. Problem Definition

Using the models described previously, the problem of an energy- and reliability-aware mapping under certain performance constraints is defined as follows.

Given an APCG and an NoC of routers and PEs with any topology and routing algorithm, finding a mapping function...
that maps an IP core $c_i \in C$ in the APCG to a PE in the NoC such that the following conditions are satisfied:

$$\text{Min: Cost} = (1 - \alpha) EN + aRN$$

$$\text{s.t. } \text{map}(c_i) \neq \text{map}(c_j) \forall c_i \neq c_j \in C$$

$$\sum_{ij} [f(P_{\text{map}(c_i), \text{map}(c_j)}, I_{ij}) \times V^{ij}] \leq B(I_{ij}).$$

### B. BBPCR Mapping

1) Branch- and Bound-Based Mapping: A branch and bound (BB)-based algorithm efficiently maps a given application onto PEs interconnected by an NoC [7]. The best mapping with the minimum energy consumption is found by establishing a search tree, as shown in Fig. 3. The root node represents the mapping that none of the IPs in the APCG is mapped onto the PEs. The internal nodes indicate the partial map with some IPs mapped onto some of the PEs and a leaf node represents the complete mapping that all IPs are mapped. In the search tree, a child node is based on its mother node. When building the searching tree, the BB algorithm uses the upper bound cost (UBC) and lower bound cost (LBC) of each internal node to decide whether this node should be created or not. For each node, if its LBC is larger than its minimal UBC, the node will be discarded and all the child nodes based on this node will be discarded too; otherwise, this node will be created for further comparison. In this way, a large number of candidate mappings that are not likely to be the best mapping pattern can be discarded early without calculating its cost; thus, the computational overhead can be reduced.

In the BB algorithm, the UBC of an internal node is defined as the cost of a leaf node created by a temporary greedy mapping of the remaining IP cores. For an internal node, the LBC is divided into three parts, as shown in the following:

$$\text{LBC} = \text{LBC}_{m,m} + \text{LBC}_{u,u} + \text{LBC}_{m,u}$$

where $\text{LBC}_{m,m}$ is the partial cost calculated by (1) for the mapped IP cores. $\text{LBC}_{u,u}$ is the partial cost due to communications among the cores that are not mapped yet. It is calculated by assuming the closest possible locations of the unmapped cores. $\text{LBC}_{m,u}$ is the partial cost caused by the communication among the already mapped and unmapped cores. It is also calculated by assuming the best mapping of the unmapped cores onto the unoccupied PEs with respect to the mapped ones.

2) BBPCR: As shown in Fig. 3, an internal node closer to the root node incurs a larger computational load. Therefore, if those internal nodes with a shorter distance to the root node are discarded as many as possible, the best mapping can be found more efficiently. However, the BB algorithm treats all the internal nodes equally and this will incur a large computational complexity. In this paper, a mapping algorithm using BBPCR is used to expedite the process of finding the best mapping pattern by differentiating the priorities of the internal nodes. Special care is also taken to protect those optimal candidates from undesired deletion during the acceleration of the searching. As defined in (13), the ratio between two adjacent partial costs is utilized to improve the efficiency of discarding the candidate nodes that cannot lead to the best mapping

$$\text{ratio}_{l+1,l} = \frac{\text{Cost}_{l+1}}{\text{Cost}_l}. \quad (13)$$

Taking (5), (6), (8) and (9) into (13) gives a specific expression, as shown in the following:

$$\text{ratio}_{l+1,l} = \frac{\frac{B(I_{lj})}{\sum_{i=1}^{l} \left( (1 - \alpha) E_{i}^{l+1} / EN' + a R_{i}^{l+1} / RN' \right) P_i}}{\frac{B(I_{lj})}{\sum_{i=1}^{l} \left( (1 - \alpha) E_{i}^{l} / EN' + a R_{i}^{l} / RN' \right) P_i}}. \quad (14)$$

In (14), the faulty probabilities of the links are independent of each other. The proposed model is applicable to links with multiple faulty probabilities. To demonstrate the nonunified faulty probabilities, an example of two values, $p$ and $p_{a}$, is made in this paper for simplicity. The difference of faulty probabilities is based on the communication volumes passing through the link because large volumes of data passing lead to high energy consumption. Hotspots in thermal mainly result from high energy consumption, and this high temperature is more likely to cause the errors in links [28], [29]. Therefore, when the link is in the high communication volumes region, $p_j$ is considered to be $p_{a}$; otherwise, it is considered to be $p$. This is a simple example to show the variance of faulty probabilities and the proposed model can be integrated with more sophisticated thermal model.

Then $P_i$ in (14) is substituted by $p_{a}$ and $p$. Referring to (3), $E_i^l$ is determined by the path of each source–destination pair for a given mapping pattern. Therefore, $E_i^l$ will not change much as $l$ changes. When $l$ changes, the variation of $R_i^l$ is only limited to a small set of paths, so $\text{ratio}_{l+1,l}$ can be estimated by (the explicit derivation is included in the Appendix)

$$\text{ratio}_{l+1,l} < \frac{L - l}{l + 1} \left( 1 - 1 \right)^2. \quad (15)$$

Since $p$ is typically less than 0.5, $\text{ratio}_{l+1,l}$ decreases rapidly as $l$ increases. When $l$ is large enough, $\text{ratio}_{l+1,l}$ becomes very small. The $l$th partial cost can be expressed by

$$\text{Cost}_l = \text{Cost}_0 \times \prod_{k=1}^{l} \text{ratio}_{k,k-1}. \quad (16)$$

Here $\text{Cost}_0$ is the cost of the mapping pattern when no links are faulty. In this way, $\text{Cost}_l$ is small enough to be ignored when $l$ is large enough. Accordingly, the condition for deleting as many as possible the internal nodes that are close to the root node is set by

$$\text{LBC} > \min\{\text{UBC}\} \times (1 + \text{ratio}_{0,l}). \quad (17)$$
TABLE I
COMPUTATION COMPLEXITY COMPARISONS

<table>
<thead>
<tr>
<th></th>
<th>Optimistic case</th>
<th>Typical case</th>
<th>Pessimistic case</th>
</tr>
</thead>
<tbody>
<tr>
<td>BB</td>
<td>$o(2^{n+1} \times n^2)$</td>
<td>$o(n^2)$</td>
<td>$o(n)$</td>
</tr>
<tr>
<td>BBPCR</td>
<td>$o(n^2)$</td>
<td>$o(\frac{(n-1)^{k+1}-n^k}{n^k})$</td>
<td>$o(n^3)(\sum_{i=0}^{n-1} \prod_{j=0}^{i}{(n-j)}(n-j)^2+n)$</td>
</tr>
</tbody>
</table>

For each internal node, once this condition is met, this node and all its child nodes are discarded; otherwise, the internal node is saved as a candidate node for further comparison.

3) Simplification of Partial Cost Ratio Evaluation:

As discussed in the Section II, computational overhead needs to be constrained when optimizing energy and reliability during mapping. In this paper, special care is taken to reduce the computational complexity of BBPCR.

The computational complexity of BBPCR is mainly due to two sources: the first is the comparison between all candidate mapping patterns, which has been simplified in the previous subsection and the second is the computation of ratios $\frac{1}{0}$ for each internal node. In this subsection, a simplification method is utilized to reduce the complexity in calculating ratios $\frac{1}{0}$ for each internal node. $\frac{1}{0}$ is the ratio between the cost when one link is faulty and the cost when no link is faulty; therefore, it does not change significantly for different mapping patterns. Consequently, it is estimated as the average value of the ratios for a set of different mapping patterns instead of including all the possible mapping patterns. In this way, the computational complexity for this ratio is significantly reduced.

To show the reduction of computational complexity, it is compared with the BB mapping algorithm. Since it is difficult to find out the accurate number of the internal nodes and when these internal nodes can be discarded, three different conditions are considered for estimating the complexity: an optimistic case, a typical case and a pessimistic case. In the optimistic case with the least computation load, it is assumed that the majority of the internal nodes can be discarded and only one node at each branch of the search tree is left. The other extreme is the pessimistic case as it is expected that in the worst scenario, only one node can be discarded for each branch. This results in the most complex computation. In the more likely typical case, it is assumed that $k$ nodes are left at each branch. Compared with the BB algorithm, the proposed algorithm focuses on discarding more nodes that are closer to the root node, so in all three cases, the BB algorithm is expected to have at least one more node left in each branch than BBPCR. In this paper, the number of the loops is considered as a measure for the computational complexity, because in each loop, the computation is quite simple and the complexity is similar. Hence, the computational complexity for three cases is compared in Table I, where $n$ is the number of PEs in a reconfigurable architecture.

For reconfigurable architectures of different sizes, Fig. 4 shows the reduction in computational complexity of the proposed approach in comparison with BB. As can be seen, this reduction is positive in all cases, which indicates that the proposed method reduces the computational complexity of a mapping. It can also be seen that the reduction increases when the size of the NoC becomes larger. This indicates that the proposed method is preferable for use in a large NoC system. Further experiments confirm this theoretical analysis (as shown in the next section).

V. EXPERIMENTAL RESULTS

As discussed in Section III-A, the proposed approach has a high flexibility for various NoC topologies and routing algorithms. In this section, four different combinations of NoC topology and routing algorithm are implemented to show the flexibility of the proposed approach. In addition, this approach is also compared with the state-of-the-art approaches [6], [20], [21] and a classical algorithm in terms of energy, reliability, performance and computational complexity.

The best mapping pattern is found using a C++ program and the time consumed can be obtained as well. Using the best mapping pattern, simulations are performed on a cycle accurate simulator implemented by SoC Designer [30]. In the simulator, each node of the NoC is constructed by a router and a PE. The experimental environment of the router is shown in Table II. Our mapping method is independent of the switch technology, the arbitration policy, and the use of virtual channels. The experimental environment of the router is chosen to be the same as those in [21] for a fair comparison. $E_{Rhit}$ and $E_{Lhit}$ are the energy consumed by 1 bit of data transporting through a router and a link, as given in an open source simulator [31].

For all of the following simulations, the experiment conditions are identical. The energy is computed by counting the number of links and routers in the communication path. The total energy obtained from that is then divided by
the total flits to estimate the average energy of a mapping pattern [7]. Although this method does not return the accurate value of energy consumption, it provides an effective means to compare the energy consumption by different mapping patterns. Link errors are randomly injected with the probability \( p \) and \( p_{\text{a}} \) and the reliability of a mapping pattern is then calculated by accurately evaluating the probability of a flit transportation [32].

A. Flexibility

To demonstrate the flexibility of the proposed approach, different combinations of topology and routing algorithm can be utilized for experiments. A survey of 60 papers that includes 66 topologies and 67 routing algorithms [33] shows that 56.1% of the networks are mesh/torus, 12.1% are custom, and 7.6% are ring. It also shows that 62.7% of the networks use a deterministic routing and the remaining 37.3% use an adaptive routing. Therefore, four common topologies and routing algorithms are selected for the simulation as shown in Table III. For the adaptive routing algorithm, both partial and fully adaptive routing algorithms are considered. Odd-even is chosen as an example of partial adaptive, while force-directed wormhole routing [37] is chosen for fully adaptive one. The chosen topologies are also illustrated with a 16-node example in Fig. 5.

Fourteen commonly used application benchmarks, as shown in Table IV, are mapped onto the NoC described above. Twelve out of the fourteen benchmarks are from real applications. The other two are random benchmarks generated by task graphs for free [45]. To show the flexibility, it is not required to set a weight on energy or reliability, so the weight parameter \( \alpha \) is set to 0.5. The failure probabilities of links are assumed to have two values considering different communication volumes passing the links, as discussed in Section IV. When the probability of a link being faulty is larger than 0.5, the NoC is unlikely to operate normally, so the probability of fault is chosen to be no larger than 0.5 (i.e., \( p_{\text{a}} = 0.5, 0.5, 0.1, 0.01, \) and \( 0.001 \) and \( p = 0.5, 0.1, 0.01, 0.001, \text{ and } 0.0001 \)). Due to the lack of literature on mappings applicable to different topologies and routing algorithms, the best mapping found by BBPCR is compared with a classical algorithm simulated annealing (SA) [46]. SA is a probabilistic method to find the global minimum of a cost function, and it can be considered as a reference method which indicates the quasi-global optimal solution. SA is just a mapping approach and it is flexible but not energy and reliability aware. Therefore, the experiments compare the best mappings found by BBPCR and SA both using PCM proposed Section III.

For the four combinations of NoC topologies and routing algorithms in Table III, all the 14 benchmarks in Table IV are successfully mapped onto the NoCs with BBPCR. The computation time consumed by BBPCR and SA to find the best mapping is considered as an indicator for the computational complexity. For each best mapping, the communication energy consumption and the reliability also are simulated with respect to different probabilities of faulty links. These comparison results of BBPCR and SA are all shown in Figs. 6–10. It shows that the BBPCR outperforms the SA in terms of energy, reliability, and computation time averagely. Statistic results show that 75% of the optimum mapping found by SA is worse than BBPCR by up to 97% in terms of reliability. Although the energy consumption of less than a half of optimum mappings generated by BBPCR is slight larger than SA by no more than 10%, the time of searching for the best mapping consumed by SA is more than 80 times of that of BBPCR in average. The reason is that SA searches for the best mapping with minimum cost calculated by (1) at the expense of searching time. In this way, less than a half of the best mappings found by BBPCR are of larger cost than that of SA by 3.5% averagely. For these cases, the energy consumption is slightly larger than SA, but some of them are still of better reliability compared with SA. Meanwhile, the rest of best mappings found by BBPCR have considerable advantages in terms of cost compared with SA. For these cases, both energy consumption and reliability are superior to SA. To summarize, the average energy reduction, reliability enhancement, and the ratio of computation time of the optimum mappings found by BBPCR are better than or at least the same as that obtained by SA for different probabilities of faulty links, as shown in Fig. 11. These results show that the amount of energy reduction changes little with the decrease of the probability of

---

**Table III**

**Topology and Routing Algorithm Combinations Used for the Demonstration of Flexibility**

<table>
<thead>
<tr>
<th>NoC</th>
<th>Topology</th>
<th>Category</th>
<th>Routing Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Torus[34]</td>
<td>Mesh/Torus</td>
<td>Odd-even Adaptive</td>
</tr>
<tr>
<td>2</td>
<td>Spidergon[35]</td>
<td>Ring</td>
<td>Cross/First</td>
</tr>
<tr>
<td>3</td>
<td>de Bruijn Graphs</td>
<td>Custom</td>
<td>Deflection</td>
</tr>
<tr>
<td>4</td>
<td>Mesh</td>
<td>Mesh/Torus</td>
<td>Full-adaptive</td>
</tr>
</tbody>
</table>

Fig. 5. Examples of three different topologies with 16 nodes. (a) Torus. (b) Spidergon. (c) Binary de Bruijn Graph.

**Table IV**

**Benchmarks Used in the Simulation**

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Number of IPs</th>
<th>Application</th>
</tr>
</thead>
<tbody>
<tr>
<td>DVOPD[38]</td>
<td>32</td>
<td>Dual video object plane decoder</td>
</tr>
<tr>
<td>VOPD[39]</td>
<td>16</td>
<td>Video object plane decoder</td>
</tr>
<tr>
<td>MPEG[40]</td>
<td>9</td>
<td>MPEG decoder</td>
</tr>
<tr>
<td>PIP[39]</td>
<td>8</td>
<td>Picture in picture</td>
</tr>
<tr>
<td>MDW[39]</td>
<td>12</td>
<td>Multi-window display</td>
</tr>
<tr>
<td>mp3enc mp3dec[41]</td>
<td>13</td>
<td>MP3 encoder &amp; mp3 decoder</td>
</tr>
<tr>
<td>H.264 encoder &amp; mp3 decoder</td>
<td>12</td>
<td>H.264 encoder &amp; mp3 decoder</td>
</tr>
<tr>
<td>H.264 decoder &amp; mp3 decoder</td>
<td>14</td>
<td>H.264 encoder &amp; mp3 decoder</td>
</tr>
<tr>
<td>HEVC[43]</td>
<td>16</td>
<td>High Efficiency Video Coding decoder</td>
</tr>
<tr>
<td>Firewire[44]</td>
<td>12</td>
<td>Data mining application</td>
</tr>
<tr>
<td>Swaption[44]</td>
<td>15</td>
<td>Compute portfolio prices using Monte-Carlo simulation</td>
</tr>
<tr>
<td>random1[45]</td>
<td>16</td>
<td>Generated by TQFF</td>
</tr>
<tr>
<td>random2[45]</td>
<td>16</td>
<td>Generated by TQFF</td>
</tr>
</tbody>
</table>
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Fig. 6. Comparison of energy consumption, reliability, and computation time between BBPCR and SA when $p = 0.5$ and $p_a = 0.5$.

Fig. 7. Comparison of energy consumption, reliability, and computation time between BBPCR and SA when $p = 0.1$ and $p_a = 0.5$.

Fig. 8. Comparison of energy consumption, reliability, and computation time between BBPCR and SA when $p = 0.01$ and $p_a = 0.1$.

A faulty link. As shown in Fig. 11(b), the reliability improvement decreases with the probability of a faulty link because all mapping patterns are highly reliable when $p$ is small. In terms of computation time, BBPCR spends less time dealing with the faulty links when the probability of a faulty link decreases, and therefore, the time of finding the best mapping...
Fig. 9. Comparison of energy consumption, reliability, and computation time between BBPCR and SA when $p = 0.001$ and $p,a = 0.01$.

Fig. 10. Comparison of energy consumption, reliability, and computation time between BBPCR and SA when $p = 0.0001$ and $p,a = 0.001$.

Fig. 11. Average energy reduction, reliability enhancement, and ratio of computation time with respect to the probability of a faulty link ($p$). (a) Average energy reduction. (b) Average reliability enhancement. (c) Average ratio of computation time.

decreases accordingly. Unlike BBPCR, the computation time of SA is independent of the probability of a faulty link, so in most cases the computation time remains the same. Hence, the difference in computation time between BBPCR and SA increases when $p$ becomes smaller, as shown in Fig. 11(c).

All these results show that the proposed BBPCR approach is applicable to various NoC topologies and routing algorithms. This ensures the flexibility of the proposed mapping approach.

B. Comparison to the State of the Art

As our approach has been confirmed to be highly flexible for various topologies and routing algorithms, the BBPCR approach is compared with other state-of-the-art methods in this section. This evaluation includes energy, reliability,
performance, and computational complexity. As discussed previously, the methods in [6], [20], and [21] have considered both energy and reliability, but they are only applicable to a 2-D mesh topology with deterministic routing algorithms. In other words, they are all energy and reliability aware, but not flexible. The experimental results in [20] give the overhead comparison with global optimal mappings for both [6] and [20]. The applications used in these experiments include MPEG4 decoder, video object plane decoder, 263 decoder, 263 encoder and Mp3 encoder. They all consist of less than 9 IPs and therefore can be mapped on 3 × 263 decoder, 263 encoder and Mp3 encoder. They all consist of energy and reliability overhead, but they are only applicable to a 2-D mesh topology with deterministic routing algorithms. In this case, the computation time for the exhaustive searching is very large. Therefore, the best mappings found by BBPCR for the same applications are also compared with the global optimal mappings. The average speedup, energy consumption overhead, and reliability overhead for these three methods are listed in Table V. It can be observed clearly that the proposed BBPCR has the largest speedup among these three methods. In other words, these mappings found by BBPCR are the ones that are the closest to the global optimal mappings.

For the BB algorithm in [21], a series of in-depth comparisons with more complicated benchmarks are made with the benefit of open source code. Since all the benchmarks used here have more than nine IPs, the computation time for exhaustive searching becomes highly demanding. Instead, SA is utilized to indicate the margin between the quasi-global optimal solution and results obtained by BB and BBPCR. For a fair comparison, the same routing algorithm and topology are used in the simulations, as those in [21]. Besides the test cases in [21], four additional benchmarks of high communication load volume and computation complexity are also included for further comparison, as shown in Table VI. The same assumption about link failure possibility is made as the experiment of flexibility in Section V-A. Extensive experiments are carried out to evaluate the best mapping obtained by BBPCR, BB, and SA with respect to energy consumption, reliability, throughput, and latency. In addition, the time consumed by finding the optimum mapping is also compared. The runtime is also a good indicator to the computational complexity of each method, which is important to consider for the dynamic reconfiguration during run time. Table VII summarizes the overall results of these experiments including the average, minimum, and maximum values of two weight parameters selected from the results in [21]. As shown in Table VII, on average, BBPCR shows significant advantages in all aspects compared with BB. Statistic results show that the energy consumption of less than 45% of the best mappings obtained by BBPCR is not as good as those of SA. In terms of reliability, 70% of best mappings found by BBPCR are better than SA by up to 43%. In average, both the latency and throughput of the best mappings found by BBPCR outperform those of SA. More importantly, the simulation time consumed by SA is far more than BBPCR and ratio between them ranges between 17.2 and 1667.9. Table VIII compares the results generated by BB and SA and it shows that the BBPCR is further away from quasi-global optimum solutions SA compared with BB. To conclude, BBPCR makes greater tradeoff between energy, reliability, throughput, latency, and run time than the other two algorithms (BB and SA). The detailed experiments for α = 0.2 is discussed in the following.

1) Energy Reduction: Fig. 12 compares the energy consumption of the best mapping patterns with respect to different probabilities of faulty links and the x-axis is the p, as defined in the Section V-A. For all eight benchmarks, the energy consumed by the mapping patterns found by BBPCR is much less than that found by BB. The best mapping found by BBPCR consumes almost the same energy as SA does, but on average, the energy still reduces by 5.82%.

2) Reliability Enhancement: The reliability of the best mapping patterns found by BBPCR, BB, and SA are compared in Fig. 13. In general, the reliability of BBPCR is better than the other two. For the benchmarks ami25 and ami49, the reliability is quite similar for BB and BBPCR. The reason is that the communication volumes of ami25 and ami49 are relatively smaller than the other six benchmarks (in Table VI), and therefore, less communication path is used. In this case, when the errors are generated randomly, an alternative path can be easily found. A reliability enhancement of such NoC mappings is quite difficult. Even for the other six benchmarks, the reliability enhancement is also quite small when p ≤ 0.04. When the probability of a faulty link is very small, the reliability of any mapping pattern is very high, so little difference can be obtained between the proposed approach and BB. Meanwhile, the reliability improvement becomes rather obvious when p ≥ 0.0625, which confirms the advantage of the proposed approach. To summarize, approximately an average of 8.69% enhancement in reliability is obtained using BBPCR. The reliability of the best mapping pattern found by BBPCR is quite similar to that of SA, which means that results obtained by BBPCR are quite close to the quasi-global optimal solutions.

3) Performance: As discussed in Section III-B, performance constraints are imposed to ensure the performance of the
obtained mapping when optimizing energy and reliability. The performance evaluation includes two measures: throughput and latency. Fig. 14 shows the throughput comparison among BBPCR, BB, and SA. These comparisons clearly show that BBPCR is superior to the other mapping algorithms in terms of the throughput in most cases. As one of the most important metrics for a mapping pattern, an average increase in throughput by 8.91% and 5.77% is achieved compared with BB and SA, respectively.

Since the latency of a specific mapping is closely related to the throughput, the latency of a mapping pattern obtained by BBPCR, BB, and SA for each benchmark is compared with respect to throughput using $p = 0.01$ as an example. As shown in Fig. 15, when the throughput is small, the latency for each benchmark remains 20 cycles/flit approximately. However, as the throughput increases, the network comes into saturation, thus resulting in a latency wall. The average latency of the BBPCR outperforms that of BB by 11.98%.

4) Run-Time Reduction: The run time of finding the best mapping pattern is used to approximate the computational complexity of each mapping approach. The program is run on a platform, as described in Table IX.

Fig. 16 shows the run time to find best mapping patterns for BBPCR, BB, and SA. For all the benchmarks but mpeg4, BBPCR takes much less time to find the desired mapping compared with BB. As for mpeg4, since there are only 9 IPs, the run times for both BB and BBPCR are very short and similar. With an increased number of IPs, for example, with 25 IPs in ami25 and 49 IPs in ami49, the proposed approach shows a significant advantage in the run time of finding the best mapping pattern. This result is consistent with the theoretical analysis in previous sections. In summary, more than 200% speed up has been obtained using BBPCR on average. Although SA can find the better mapping pattern than BBPCR in some certain cases as discussed above, the time consumed by SA is averagely 300× of BBPCR uses, and to
be more explicit, it takes SA about 2 h to find an optimum mapping in some cases. This is unacceptable in a dynamically reconfigurable system.

### TABLE IX

<table>
<thead>
<tr>
<th>PLATFORM FOR RUNNING SIMULATIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU</td>
</tr>
<tr>
<td>2 × Intel(R) Xeon(R) E5520</td>
</tr>
<tr>
<td>Main Frequency</td>
</tr>
<tr>
<td>2.27GHz</td>
</tr>
<tr>
<td>Memory</td>
</tr>
<tr>
<td>16GB</td>
</tr>
<tr>
<td>Operating System</td>
</tr>
<tr>
<td>Linux</td>
</tr>
</tbody>
</table>

C. Discussion of $\alpha$ and Area

1) **Discussion of $\alpha$:** The influence of weight parameter $\alpha$ is discussed to present the tradeoff between energy consumption and reliability. An example of benchmark ami25 when $p = 0.025$, $p_{-a} = 0.01$ is shown in Fig. 17. As expected, experimental results show that when $\alpha$ increases, the reliability is monotonic increasing. In the meanwhile, energy consumption is also increasing as the sacrifice of reliability enhancement. Therefore, a tradeoff between energy and reliability has to be made in the real application and this can be achieved by choosing a proper value of $\alpha$.

2) **Discussion of Area:** The area of NoC used in this paper is estimated and provided for fabrication cost reference. All the mapping approaches (BBPCR, BB, and SA) have the same NoC and router structure, and therefore, the fabrication cost is the same as well. A typical NoC router always has the following six components: routing computation logic, virtual channel allocation logic, switch allocation logic, crossbar, input/output buffer, and interrouter link. As shown in Table X, the area of fabricating such a router will approximately be 0.33 mm$^2$ with the technology of 65-nm Taiwan Semiconductor Manufacturing Company. Moreover, compared with the
intel’s 80-core NoC [48], whose router area is approximately 0.34 mm², the fabrication cost in terms of area in this paper is not large. the total tie area of the biggest NoC used in this paper of 49 cores is about 169 mm², as die area of the Intel’s 80-core NoC is 275 mm², whose core contains a router and a processor element.

VI. Conclusion

When dealing with the problem of finding the best application mapping pattern, it is of great importance to select the appropriate metrics for evaluation. In this paper, a highly flexible and accurate cost model PCM with energy and reliability awareness is proposed. Based on this model, an efficient approach BBPCR is created for finding the optimum mapping solution with minimal energy consumption and maximal reliability. To the best of our knowledge, the proposed method is the only one with both flexibility as well as energy and reliability awareness. In addition to that, experimental results show that for a certain mapping found by BBPCR still outperforms other state-of-the-art approaches in terms of energy, reliability, performance, and efficiency.

The proposed mapping approach is independent of the detailed structure of an NoC system, so it is applicable to a broad category of topologies and routing algorithms. This is a unique feature of the proposed approach and it is particularly useful in the application mapping of reconfigurable architectures. The performance in terms of throughput and latency is guaranteed by posing bandwidth constraints. However, this could be further improved by measuring both latency and throughput with quantitative models. In this way, a comprehensive cost model could then be developed for optimizing various metrics of energy consumption, reliability, and performance (for both latency and throughput). Moreover, the faulty probability of each link is assumed to be two values as an example in this paper. In addition, the faulty probability for each link is differentiated by considering different communication volumes for simplicity. A more accurate model of faulty links, such as considering the hotspots, can also be included in the future work.

Table X
Scale and Area Estimation of a Router

<table>
<thead>
<tr>
<th>Component</th>
<th>Scale (10^9 gates)</th>
<th>Area (mm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I/O Channel</td>
<td>1.0</td>
<td>0.012</td>
</tr>
<tr>
<td>Crossbar</td>
<td>0.9</td>
<td>0.014</td>
</tr>
<tr>
<td>Virtual Channel Controller</td>
<td>14.5</td>
<td>0.232</td>
</tr>
<tr>
<td>Azbiter</td>
<td>0.7</td>
<td>0.011</td>
</tr>
<tr>
<td>Total</td>
<td>20.7</td>
<td>0.35</td>
</tr>
</tbody>
</table>

where \( n \) means there are \( n \) links whose fault probability is \( p_a \), and \( \xi_l \) means the average cost. Then

\[
\text{ratio}_{l+1} = \frac{\text{Cost}_{l+1}}{\text{Cost}_l} = \frac{\xi_l}{\xi_l} \times \frac{1}{2} \sum_{i=0}^{n} \left( \frac{p}{1-p} \right)^{L-l-i} \left[ p_a \frac{(1-p)}{(1-p)} \right]^i.
\]

as \( p < p_a < 0.5 \), so

\[
1 < \frac{p_a(1-p_a)}{(1-p)} < \frac{4p(1-p)}{4p(1-p)}.
\]

and then

\[
\text{ratio}_{l+1} < \frac{\xi_{l+1}}{\xi_l} \times \frac{1}{2} \sum_{i=0}^{n} \left( \frac{p}{1-p} \right)^{L-l-i} \left[ p_a \frac{(1-p)}{(1-p)} \right]^i.
\]

Then

\[
\text{ratio}_{l+1} < \frac{\xi_{l+1}}{\xi_l} \times \frac{L-l}{L-l+1} \times \frac{1}{4(1-p)^2} \approx \frac{L-l}{L-l+1} \times \frac{1}{4(1-p)^2}.
\]

Therefore, we can get (15) from (13).
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