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Abstract—In the nanoscale era, leakage/static power dissipation
has become an inevitable and important issue for CMOS devices.
To alleviate this issue, we propose to use spintronic devices with
near-zero leakage power and non-volatility as key components
in arithmetic circuits for error-resilient applications. To this end,
spintronic threshold devices are first utilized to construct highly-
scalable majority gates (MGs) based on spin-CMOS technology.
These MGs are then used in the design of compressors for construct-
ing multipliers and accumulators. For an MG-based compressor, the
truth table of a conventional compressor is transformed to ensure
that the outputs depend only on the number of input “1”s. To
synthesize and optimize the MG-based circuits, a heuristic majority-
inverter graph (HMIG) is further proposed for the design of an
accurate and two approximate non-volatile 4-2 compressors (denoted
as MG-EC, MG-AC1 and MG-AC2). Due to the high scalability
of the MGs, approximate compressors with a larger number of
inputs can be devised using the same method. Compared to previous
designs, the proposed 4-2 compressors show shorter critical path
delays and lower energy consumption; MG-AC1 and MG-AC2 also
achieve a higher accuracy than state-of-the-art approximate designs.
For achieving a similar image quality in image compression, the
multiplier implementations using MG-AC1 and MG-AC2 result in
more significant reductions in delay and energy than those using
other approximate designs.

Index Terms—Compressor, approximate computing, spin-CMOS
majority gate, non-volatility, low leakage power, heuristic majority-
inverter graph (HMIG).

I. INTRODUCTION

With the scaling of CMOS technology, the increasing leakage
(static) power consumption has become a severe issue to CMOS
devices [1]. As an effective method, power gating has widely
been considered to reduce leakage power [2]. However, sleep
transistors and power-gating control circuits are required to switch
off some parts of a system so they can be in a standby mode.
As a result, the benefit of using power gating is reduced due to
the power and area penalties introduced by the circuit, especially
in deep-submicron technologies that suffer from more significant
leakage power [3]. As a potential alternative to CMOS technolo-
gy, spintronic devices possess promising complementary features
including near-zero static power consumption, non-volatility, high
integration density, and easy integration with CMOS process-
es [4].

As many arithmetic circuits in a large system do not need to
work all the time, such as those in an Internet-of-Things (IoT)
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system, normally-off computing techniques have been developed
for low-power designs. In such designs, the non-volatile elements
play a key role [5], [6]. In a normally-off system, the non-volatile
elements significantly improve the performance and energy ef-
ficiency by simplifying the boot-up step that is required for a
conventional design after sleeping [7], [8]. Specifically, a large
number of initialization operations are required to resume the
operations in a conventional system from the sleeping mode,
resulting in significant time and power loss. As non-volatile
arithmetic circuits can retrieve the information after power-on,
they can significantly simplify the resume process and save
time and power dissipation. A fully non-volatile system can
be powered on and off instantly without additional operations,
resulting in no delay and very low power consumption [8]. A
non-volatile processor has been explored to tolerate intermittent
power supply [9]. Besides non-volatile memory, various non-
volatile devices including flip-flops [7], adders [4], [10]–[15] and
4-2 compressors [16] have been proposed.

In addition, spintronic devices store the states in magnetic
tunnel junctions (MTJs); thus, no additional register is required
for pipelined designs [17]. Compared to a conventional CMOS-
based system, spintronic circuits can improve the throughput with
significantly lower hardware overhead.

Taking advantage of the inherent error tolerance of many
applications such as multimedia processing and machine learning,
approximate computing has been considered as a promising
paradigm for improving the performance and/or energy efficiency
of computing systems, with acceptable loss of accuracy [18].
Various CMOS-based approximate arithmetic circuits including
adders, multipliers and dividers have been proposed [19]. As a
key element in the partial product accumulation of a multiplier,
compressors have been investigated for the design of approximate
multipliers [16], [20]–[24].

To benefit from the synergy of spintronic devices and ap-
proximate computing, several approximate full adders (or 3-2
compressors) [11], [13], [16] and 4-2 compressors [16] have been
developed using spin-CMOS technology. However, the existing
spin-CMOS based approximate full adders show very low accu-
racy. The 4-2 compressors are usually designed by connecting
two approximate (or accurate) full adders in series, resulting in
a significantly low accuracy and long critical paths.

In this paper, non-volatile arithmetic circuits using spintronic
device-based majority gates (MGs) are investigated for approxi-
mate computing. Although (2m+1)-input (m is a positive integer)
scalable MGs have been presented in [16], only 3- and 5-input
MGs are discussed and utilized in the circuit designs. Compared
to the previous works, the new contributions are as follows.
• In addition to 3- and 5-input MGs, MGs with larger numbers

of inputs such as 7 and 9 are exploited to achieve an efficient
circuit design.



2

• To synthesize the compressor circuits based on the MGs with
versatile inputs, the concept of a heuristic majority-inverter
graph (HMIG) is proposed. Also, several transformation
rules of (2m+1)-input MGs are introduced to simplify the
HMIG.

• An accurate and two approximate 4-2 compressors (denoted
as MG-EC, MG-AC1 and MG-AC2) are designed using the
scalable MGs. Compared with the existing accurate designs,
MG-EC consumes the lowest energy. MG-AC1 and MG-
AC2 are more accurate and energy efficient than the other
approximate designs. As the best design trade-off, MG-AC2
achieves 76.3% reduction in power dissipation, and 81.0%
reduction in energy consumption with a 0.39% error rate,
compared to the accurate design.

• The design methodology is generalized to compressors with
larger number of inputs.

• Serving as the basic elements in non-volatile arithmetic
circuits, the compressors are then used to construct multipli-
ers and accumulators in an image processing application.
For a similar processing result, MG-AC1 and MG-AC2
achieve more significant reductions in delay and energy than
previous designs.

The remainder of this paper is organized as follows. Section
II introduces the basic structure of spintronic threshold devices.
Section III presents the design of scalable MGs based on hybrid
spin-CMOS technology. The HMIG is described in Section IV
for synthesizing the compressor designs using the scalable MGs.
An accurate and two approximate 4-2 compressors are then
obtained. In addition, a generalization of the proposed design
approaches is discussed in this section. Section V evaluates the
power dissipation and delay of MGs and compressors. Moreover,
the accuracy of the compressors is assessed by using them
in the multiplication and accumulation operations of an image
processing application, presented in Section VI. The paper is
concluded in Section VII.

II. SPINTRONIC THRESHOLD DEVICE STRUCTURE

Fig. 1(a) shows the structure of the utilized spintronic threshold
device (spin-TD), consisting of a thin and short (50 nm × 20 nm
× 2 nm) domain wall strip (DWS), a tunneling oxide layer and a
small fixed magnetic layer (20 nm × 20 nm) with a fixed polarity
[25]–[27]. The DWS is composed of a free magnetic domain in
the middle and two fixed anti-parallel magnetic domains at the
ends, where the polarity of the free magnetic domain can be
changed by the current (larger than a critical current) between
T1 and T2. Along the DWS, the magnetization transits from one
direction to the opposite direction; the transition area is referred
to as the domain wall (DW). When electrons pass through the
DWS, they are spin-polarized and exert spin-transfer torque in and
around the DW. The position of the DW depends on the direction
and magnitude of the input current (Iin), as shown in Fig. 1(b).
The free magnetic domain (Co/Ni) and the fixed magnetic layer
(Co/Ni) with a tunneling oxide (MgO) deposited between them
form a magnetic tunnel junction (MTJ), which is used to sense
the state of the DWS [25], [28]. In this work, spin-TD is a
perpendicularly magnetized CoNi/MgO heterostructure. We use
PMA devices for both the DWS and MTJ. As the strip width is
20 nm, a Neel type DW is formed [29].

As shown in Fig. 1(b), the magnetization direction of the DWS
is either anti-parallel (AP) or parallel (P) to the fixed layer on
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Fig. 1: A spintronic threshold device (spin-TD).

the top, resulting in a high and low resistance states for the MTJ,
denoted as RAP and RP, respectively. Thus, the direction and
relative value of the current passing through the DWS (compared
with the critical current) can be detected by using a sense circuit,
as shown in Fig. 1(c). There are two widely-explored methods
to realize the sense operation in spin-based devices. First method
is to leveraging the precharge sense amplifier (PCSA) [12] for
resistive comparison. To generate the output, the sense voltage
(Vhigh/Vlow) corresponding to RAP/RP at one input of the sense
amplifier is compared with a reference voltage that is typically
set as the middle of high and low voltages through a reference
resistance. Second method [16], [25] forms a resistive voltage
divider between the spin device resistor (RAP/RP) and a fixed
reference resistor typically implemented by an MTJ resistance
(Rref), on the top of Fig. 1(c). A transistor with a clock signal
(CLKsense) is used to separate the sense current (Isense) and
the input current (Iin). The sensing path goes from T2 to T3
and the ground. Considering RspinTD as the spin-TD resistance
(DWS+MTJ) and Rref as the reference MTJ resistance (typically
set as the average of RAP and RP), the voltage at T3 is given
by VT3 = RRef

RRef+RspinTD
×VT2 . Then, the output CMOS inverter

readily works as a thresholding logic to readout the spin-device
current. Specifically, Isense is low when RspinTD is high; thus,
the output voltage of the inverter VO is high. Similarly, VO is
low when RspinTD is low. In addition, the inverter works as a
buffer to ensure a sufficient drive capability to pass the output
signal to a succeeding stage. The choice between the two sensing
schemes (PCSA and resistance divider) is a trade-off between
speed and area-overhead. The resistance divider generates the
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TABLE I: Device parameters used in simulation.
Symbol Quantity Values

α Damping coefficient 0.02
Ku Uniaxial anisotropy constant 3.5×105 J/m3

Ms Saturation magnetization 6.8×105 A/m
Aex Exchange stiffness 1.1×10−11 J/m
P Polarization 0.6

tMgO MgO thickness of MTJ 1.5 nm
(L.W.t)DWS DWS dimension 50×20×2 nm3

output using a smaller number of transistors (3T) than PCSA, but
it is slower. On the other hand, PCSA is typically faster in terms
of computation as it operates through the voltage comparison with
a larger number of transistors (7T). In this work we aim for a
smaller CMOS transistor overhead; thus, the resistance divider is
used.

The minimum current magnitude required to switch the magne-
tization direction of the free layer is defined as the threshold of the
spin-TD; it is determined by the critical current density and DW
velocity. DW velocity is the speed at which the DW formed in
DWS moves from one side to the other side. DW velocity almost
linearly increases with the current density of DWS [25]. As per
the simulation results from the object oriented micromagnetic
framework (OOMMF) [30], with the device parameters shown in
Table I, the magnetization of the DWS is fully switched within 1
ns, and the threshold (Ith) of the spin-TD is 30 uA corresponding
to a DW velocity of ∼ 50 m/s. A detailed discussion for the
fabrication and calibration of the utilized spin-TD has been
shown in [16]. It is worth pointing out that, as clarified in [31],
[32], when the DW’s driving current is larger than the intrinsic
deterministic threshold, thermal fluctuations impose a negligible
impact on the DW velocity. Such effect depends almost linearly
on the driving current, similar to a zero temperature case. In spin-
TD, such driving current is way larger than the critical current of
the DW motion. Therefore, the thermal noise effect on the spin-
TD reliability is significantly smaller than the process variation
of MTJs.

III. HYBRID SPIN-CMOS MAJORITY GATE

In a (2m+ 1)-input MG (m is a positive integer), the output
is determined by the majority of its inputs, i.e., the output is
asserted to be logic “1” only when more than m of the inputs are
“1.” Using the threshold characteristic of the spin-TD, a (2m+1)-
input MG (m =1, 2, · · · ) is proposed, as shown in Fig. 2(a) [16].
The symbols of the MGs are shown in Fig. 2(b). The input port
T1 of the spin-TD is connected to a scalable CMOS input network
consisting of (2m+ 1) pairs of NMOS-PMOS input transistors.
In this structure, all transistors work in deep triode region current
sources (DTCS) by applying V +∆V and V−∆V to the source and
drain, respectively. For example, three and five pairs of NMOS-
PMOS input transistors are required to realize 3- and 5-input
MGs, respectively. The proposed circuit works under the control
of two clock signals (CLKcompute and CLKsense). We use CLKsense
to activate the sense path between T2 and T3, as explained earlier.
In addition, we use the CLKcompute to control the time interval in
which the input voltages are applied to the input networks and
accordingly current flows between T1 and T2 in each spin-TD. It
could be considered as a synchronizing clock between different
circuit levels. We did not show CLKcompute for the sake of the
simplicity in Fig. 2(a), however it readily synchronizes the output
of each spin-TD device, through a transmission gate, fed to the
inputs of the next level gate. A constant voltage V is connected to
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Fig. 2: Scalable hybrid spin-CMOS implementation of (2m+1)-
input MG.

the terminal T2 of the spin-TD. In this design, V = 500 mV and
∆V = 50 mV∼ 110 mV (depending on the number of inputs),
resulting in an ultra-small voltage drop and hence low power
consumption. Moreover, the proposed scalable MG possesses the
merits of near-zero static power and non-volatility, due to the use
of the spin-TD.

During the compute phase when CLKcompute=“1,” voltages are
applied at the gate of the input transistors, generating the input
current flowing into (positive) or out of (negative) the spin-TD.
The direction and magnitude of the total current at the intersection
node are determined by the algebraic sum of the input currents
(Ix1, Ix2, Ix3, · · · ). The sum current (Isum) then controls the DW
position in the DWS. In this design, the input transistors are
properly sized to ensure that the current from each input branch
is either +30 uA or −30 uA for a gate voltages of high (“1”) or
low (“0”) respectively. Take the 3-input MG as an example, the
input combination of (x1, x2, x3) = (1, 0, 1) leads to (Ix1, Ix2,
Ix3) = (+30 uA, −30 uA, +30 uA), and an Isum flowing into T1
of +30 uA. As Isum is larger than or equal to the threshold of
the spin-TD, the DW moves towards T1 and the bottom MTJ is
in the high resistance state. To sense the resistance sate of the
spin-TD, the CLKsense is set to “1” in the sense phase. A voltage
divider between the spin-TD’s MTJ and the fixed reference MTJ
is then formed, which results in a reliable output voltage by using
an inverter.

Without modifying the device or circuit parameters, 5-, 7- and
9- input MGs can be obtained by changing the ∆V of a 3-input
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MG. To avoid logic failure due to a large number of inputs and to
increase the reliability, the number of inputs for an MG is limited
to nine. Except for the majority function, other logic functions
can be implemented by the scalable MGs with some constant
inputs. For example, 2-input AND and OR gates can be obtained
from a 3-input MG by setting one of the inputs to “0” and “1,”
respectively. 3-input AND and OR gates are obtained by setting
two of the 5-input MG to “0” and “1,” respectively.

A spin-based device like spin-TD is a basic element for con-
structing highly reliable, high-performance, non-volatile memory
with the excellent endurance between 1014 and 1015 write cycles
[33], [34] that is much higher than other non-volatile devices,
e.g., ReRAM (1012 [35]) and PCM (106−108 [36]). Everspin’s
commercialized MRAM products, have been tested for 58 trillion
cycles with no change in critical parameters and considered as
“infinite endurance” cells [37]. While the other logic-in-memory
counterpart designs based on resistive memories proposed to
leverage ReRAM-based designs as a computing unit to fully
implement logic operations, the spin-TD proposes an alternative
way, not only taking advantage of a higher endurance memo-
ry/logic unit (spin-based device), but also providing a faster and
more energy-efficient computation solution as will be discussed
in the following sections.

IV. APPROXIMATE COMPRESSOR DESIGNS

Compressors are commonly used for a fast accumulation of
multiple signals; one of their most important applications is
accumulating the partial products in a multiplier. Among the
compressors with different numbers of inputs, the 5-input 4-2
compressor is the most widely used, except for the 3-2 compres-
sor that is, in fact, a full adder (FA) [38]. As a compressor counts
the number of “1”s in its inputs, its outputs can be independent
of the permutation of the inputs, similar to an MG. Compared
with a conventional logic gate, an MG can implement a more
complex function, e.g., the carry output of an FA can directly be
generated by using a 3-input MG instead of three AND gates and
an OR gate (Cout = x0x1 + x1Cin + x0Cin). Moreover, MG can
be the elementary element for building a digital logic circuit in
various emerging nanotechnologies such as the magnetic logic,
the quantum-dot cellular automata (QCA) and single-electron
transistors. Using the 3-input MG, accurate and approximate
FAs [39], [40], and approximate 4-2 compressors [40], [41] have
been devised based on MTJ and QCA. In [39], three MGs and
two inverters are utilized for constructing an accurate FA, whereas
only an MG and an inverter are used in the approximate FA
proposed in [40]. The approximate 4-2 compressors presented in
[40], [41] consist of two MGs and one or two inverters, resulting
in a large number of errors.

An MG with a larger number of inputs such as 5-, 7- or 9-input
MG can implement much more complex functions. Moreover, as
analyzed in Section III, increasing the number of inputs of the
scalable MG does not need to modify the device parameters of the
spin-TD in a 3-input MG. This indicates that, compared with a 3-
input MG, a 5-, 7- or 9-input MG can implement more complex
functions with only a marginally increased hardware overhead.
Thus, by using the scalable MGs with variable inputs, a non-
volatile compressor can be designed with an efficient hardware
structure. In this paper, the compressors are designed by using
majority functions implemented by MGs; the output signals are
assigned with respect to the number of input “1”s.
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Fig. 3: A heuristic majority-inverter graph for the full adder.

To efficiently synthesize and optimize Boolean functions using
exclusively 3-input majority gates and inverters, a logic repre-
sentation structure denoted as the majority-inverter graph (MIG)
has been presented [42]. In this structure, an MIG is derived
from an AND/OR/Inverter graph (AOIG) and optimized using
the transformation rules. In general, an AOIG uses AND gates,
OR gates and inverters to implement a Boolean function. An MIG
is obtained by replacing the AND and OR gates in the AOIG by
3-input MGs with a fixed input “0” and “1”, respectively. Several
transformation rules of 3-input MGs are then derived and used
to optimize the MIG. As this methodology is not efficient for
devising a circuit using MGs with more than 3 inputs, a heuristic
MIG (HMIG) is proposed in this paper to assist the synthesis of
compressors.

A. The Heuristic Majority-Inverter Graph

In an HMIG, a node denotes an MG, and its regular and
complemented outputs are represented by an edge and an edge
with a circle, respectively, as shown in Fig. 3. As the most
important parameter, the possible number of “1”s in the primary
inputs denoted as Nin plays a key role in the graph. The set of Nin
triggering an edge is marked beside it, i.e., the edge is true when
Nin belongs to the set marked beside it. For example in Fig. 3,
the sets are {2,3} and {0,1} for each of the two output edges of
the lower left M3.

Algorithm 1 presents the process of constructing an HMIG
for an MG-based compressor. The input arguments are the
numbers of the input and output signals for the circuit, and
the sets of Nin that trigger each output signal, denoted as
Oi = {ni,1,ni,2, · · · ,ni,ki}, where ki is the number of elements in
Oi. We aim to use as few MGs as possible; thus, the number of
inputs for an MG at the first stage (on the bottom of a graph) is
equal to or larger than the number of the primary inputs (line 1
in Algorithm 1). The redundant inputs are connected to “0”s and
“1”s to generate various majority functions, as shown in line 9.
Based on the current MG set Gorg, a majority function fi is then
derived to implement the Oi, where more MGs, edges and stages
can be required. When an fi can be found based on the current
Gorg, the utilized MGs and edges are recorded as Gsel and Esel ,
see lines 12 to 15. Otherwise, Gorg is expanded by appending
MGs with a larger number of inputs, see line 17. This process
is repeated until all majority functions are constructed for all the
output signals. To implement more complex majority functions,
the output edges of one stage are selected as the inputs of the
MGs at the other stages. For simplicity, 3-input and 5-input MGs
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are usually utilized in the stages higher than the first. Except for
the first stage, the set of Nin for an MG output edge is determined
by both the majority function and the sets for the input edges. For
example, the output edge of a 3-input MG has a set consisting
of the elements belonging to at least two sets of its input edges,
while it is the set with elements belonging to at least three input
sets for a 5-input MG. Note that the connections of the edges
and MGs are not limited to neighboring stages.

Algorithm 1 Algorithm of constructing a heuristic majority-
inverter graph for an MG-based compressor.

Input: nin; // the number of input signals.
nout ; // the number of output signals.
Oi = {ni,1,ni,2, · · · ,ni,ki}; // the set of Nin triggering the output
Oi, i = 1,2, · · · ,nout .

Output: HMIG = {Go,Eo}; // Go is the required MGs, Eo is the
directed edges networking MGs.
// Initialization

1: j = dnine; // dnine is the nearest odd number equal to or
larger than nin.

2: Gorg = {}; G = {}; E = {};
3: for i = 1 to nout do
4: Flag = 0;
5: while Flag = 0 do
6: if j = nin then
7: Gadd = {M j,M j}; // M j is an MG with j inputs;

M j is the complement of M j.
8: else
9: Gadd = {M j,0,M j,0,M j,1,M j,1}; // M j,0 and M j,1

are the M j with 0s and 1s for the redundant input ports,
respectively.

10: end if
11: Gorg = {Gorg,Gadd}
12: if Oi = fi(Gorg) then // fi is a majority function

implemented by using MGs
13: G = {G,Gsel}; // Gsel contains the MGs for im-

plementing function fi
14: E = {E,Esel}; // Esel contains the directed edges

connecting the MGs in Gsel
15: Flag = 1;
16: else
17: j = j+2;
18: end if
19: end while
20: end for
21: Removing the repeated MGs and edges in G and E.
22: Searching for the MGs and edges satisfying the transforma-

tion rules;
23: Simplifying the G and E using the transformation rules;
24: HMIG = {Go,Eo}; // Go and Eo are the resultant MGs and

edges after performing simplification.

Consequently, an output of a compressor is implemented by
constructing an edge with a set of Nin that is equal to its
triggering condition. Generally, by using majority functions, a
set of consecutive numbers, e.g., {2,3} or {0,1}, is easier to
be detected than that of non-consecutive numbers, e.g, {1,3}. To
simplify the circuit, thus, the numbers in the sets of Nin triggering
the output signals of a compressor should be made consecutive if

possible. In some cases, a small approximation to ensure a set of
consecutive elements for an output can save significant hardware
resources.

As the set of Nin for an output varies with the function to be
implemented, various majority functions can be required in an
HMIG, besides the regular MG with the same number of inputs
as the primary inputs. A straightforward way to implement a
different majority function is using a larger MG and setting its
redundant inputs to “0”s or “1”s. Let M2m+1 be the majority oper-
ator of (2m+1) inputs, xi be a primary input (i = 1,2, · · · ,n), and
M2m+1 be the complement of M2m+1. The following inferences
are fundamental to constructing an HMIG.

M2m+1(x1, · · · ,xn,0, · · · ,0) = 1⇒ Nin ∈ {m+1, · · · ,n}, (1)

and

M2m+1(x1, · · · ,xn,1, · · · ,1) = 1⇒ Nin ∈ {n−m, · · · ,n}, (2)

where (n−1)/2≤m≤ n−1. (1) shows that whether the number
of “1”s in the n primary inputs belongs to {m+ 1, · · · ,n} can
be detected by using a (2m+ 1)-input MG with (2m− n+ 1)
input “0”s. Likewise, M2m+1(x1, · · · ,xn,1, · · · ,1) recognizes the
input cases with an Nin ∈ {n− m, · · · ,n}. When m = n− 1,
M2m+1(x1, · · · ,xn,0, · · · ,0) and M2m+1(x1, · · · ,xn,1, · · · ,1) imple-
ment an n-input AND and OR gates, respectively. Similarly, we
can have

M2m+1(x1, · · · ,xn,0, · · · ,0) = 1⇒ Nin ∈ {0, · · · ,m}, (3)

and

M2m+1(x1, · · · ,xn,1, · · · ,1) = 1⇒ Nin ∈ {0, · · · ,n−m−1}, (4)

Thus, the Nin belongs to a set of any consecutive numbers can
be detected by using the following features.

M3

(
M2m2+1(x1, · · · ,xn,0, · · · ,0),M2m1+1(x1, · · · ,xn,1, · · · ,1),

0
)
= 1⇒ Nin ∈ {m2 +1, · · · ,n−m1−1},

(5)
M3

(
M2m2+1(x1, · · · ,xn,0, · · · ,0),M2m1+1(x1, · · · ,xn,1, · · · ,1),

0
)
= 1⇒ Nin ∈ {n−m1, · · · ,m2},

(6)
where (n−1)/2 ≤ m1,m2 ≤ n−1. m2 ≤ n−m1−2 for (5), and
m2 ≥ n−m1 for (6). To this end, an edge with a set of arbitrary
elements can be obtained by using (5) and (6) with the help of
the AND and OR operations based on (1) and (2).

Take the FA with three inputs (i.e., x0, x1, Cin) as an example,
its output signals, sum (Sum) and carry-out (Cout) are given
by: Cout = 1 if Nin ∈ {2,3}, and Sum = 1 if Nin ∈ {1,3}, i.e.,
OCout = {2,3} and OSum = {1,3} in Algorithm 1. By using Al-
gorithm 1 without the simplification (lines 22 and 23), an HMIG
is constructed for the FA, as shown in Fig. 3. By exploiting (1)
to (4), an M3 and two M5 in the first stage generate the universal
sets of Nin for the three primary inputs. Here, the universal sets
mean that any possible set can be obtained from them via proper
connections. For example, the set {1,3} triggering the Sum signal
is achieved by using an M3. Finally, two 3-input MGs and two
5-input MGs are required to implement the FA. However, this
HMIG can be simplified by using the transformation rules of
MGs introduced next.
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To simplify an HMIG, some basic transformation rules for 3-
input MGs [42] are extended to (2m+1)-input MGs in this paper.
They are
Commutativity

M2m+1(x1,x2, · · · ,x2m+1) = M2m+1(x2,x1, · · · ,x2m+1)

=

· · ·
= M2m+1(x2m+1,x2m, · · · ,x1),

(7)

Majority

M2m+1(x1, · · · ,xi, · · · ,x2m,xi)

= M2m−1(x1, · · · ,xi−1,xi+1, · · · ,x2m),
(8)

Inverter Propagation

M2m+1(x1,x2, · · · ,x2m+1) = M2m+1(x1,x2, · · · ,x2m+1), (9)

where xi is the complement of xi.
To further exploit an HMIG, some complex majority operations

can be simplified by using the following transformation rules.

M3

(
MZ ,

M2m+1(x1, · · · ,xn,0, · · · ,0),M2m+1(x1, · · · ,xn,1, · · · ,1)
)

=M2m+1

(
x1, · · · ,xn,MZ , · · · ,MZ

) ,

(10)
where MZ is a majority function detecting an arbitrary set of Nin
denoted as Z, i.e., MZ = 1 when Nin ∈ Z.

Proof: As per (1) and (2), the outputs of
M2m+1(x1, · · · ,xn,0, · · · ,0) and M2m+1(x1, · · · ,xn,1, · · · ,1) are
true when Nin is in {m+1, · · · ,n} and {n−m · · · ,n}, respectively.
The intersection of two of the three sets, Z, {m+ 1, · · · ,n} and
{n−m, · · · ,n}, is ({n−m, · · · ,m}∩Z)∪ {m + 1, · · · ,n}, which
triggers the output of the M3. On the right hand side of (10),
the output of M2m+1 is true for Nin ∈ {m+ 1, · · · ,n} regardless
of MZ . When Nin ∈ Z, the number of “1”s in the inputs of
the M2m+1 is Nin + 2m− n + 1 due to MZ = 1; so the output
of M2m+1 is also true for the cases of (Nin + 2m− n + 1 ≥
m + 1) ∩ (Nin ∈ Z) ⇒ Nin ∈ ({n−m, · · · ,n}∩Z). Hence, the
M2m+1 on the right hand side of (10) detects whether the Nin is
in ({n−m, · · · ,m}∩Z)∪{m+ 1, · · · ,n}, which implements the
same function as the four MGs on the left hand side.

In (10), the majority function using four MGs (an M3, an MZ

and two M2m+1) on the left hand side can be implemented by
using the two MGs (an M2m+1 and an MZ) on the right hand
side, which saves two MGs. Hence, the three MGs on the right
of Fig. 3 can be replaced by an M5, as shown in Fig. 4. Finally,
an FA can be implemented by a 3-input MG and a 5-input MG.

Similarly, the following transformation equation can be
achieved.

M3

(
M2m2+1(x1, · · · ,xn,1, · · · ,1),

M2m1+1(x1, · · · ,xn,0, · · · ,0),M2m1+1(x1, · · · ,xn,1, · · · ,1)
)

=M2m2+1

(
x1, · · · ,xn,M2m1+1(x1, · · · ,xn,1, · · · ,1), · · · ,

M2m1+1(x1, · · · ,xn,1, · · · ,1),1, · · · ,1
)

,

(11)
where (n− 1)/2 ≤ m1,m2 ≤ n− 1, m2 ≥ m1, the numbers of
input “1”s and M2m1+1(x1, · · · ,xn,1, · · · ,1) for the M2m2+1 on the

Cout

{1,3} {0,2}

M3

x0 x1 Cin

Sum

M5

x1Cin
x0

{2,3} {0,1}

Fig. 4: A simplified HMIG for the accurate full adder.

right hand side of (11) are (m2 −m1) and (m2 +m1 − n+ 1),
respectively.

Proof: The formulas (2), (1) and (4) show that
M2m2+1(x1, · · · ,xn,1, · · · ,1), M2m1+1(x1, · · · ,xn,0, · · · ,0) and
M2m1+1(x1, · · · ,xn,1, · · · ,1) are true if Nin is in {n−m2, · · · ,n},
{m1 + 1, · · · ,n} and {0, · · · ,n − m1 − 1}, respectively.
Thus, the output of the M3 is true when Nin belongs
to the intersection of two of these three sets, which is
{n − m2, · · · ,n} ∩ ({0, · · · ,n−m1−1}∪{m1 +1, · · · ,n}) =
{n − m2, · · · ,n − m1 − 1} ∪ {m1 + 1, · · · ,n}. On the right
hand side of (11), when M2m1+1(x1, · · · ,xn,1, · · · ,1) = 0
(Nin ∈ {n − m1, · · · ,n}), the output of M2m2+1 is true
for Nin + m2 − m1 ≥ m2 + 1 ⇒ Nin ∈ {m1 + 1, · · · ,n};
in this case, the output of M2m2+1 is true when
Nin ∈ {n−m1, · · · ,n}∩{m1 +1, · · · ,n} = {m1 +1, · · · ,n}. When
M2m1+1(x1, · · · ,xn,1, · · · ,1) = 1 (Nin ∈ {0, · · · ,n − m1 − 1}),
the number of “1”s in the inputs of the M2m2+1 is
Nin + 2m2 − n + 1; the output of M2m2+1 is true for the cases
of (Nin + 2m2− n+ 1 ≥ m2 + 1)∩ (Nin ∈ {0, · · · ,n−m1− 1})⇒
Nin ∈ {n−m2, · · · ,n−m1−1}. Overall, the M2m2+1 on the right
hand side of (11) recognizes the inputs with an Nin belonging
to {n−m2, · · · ,n−m1−1}∪{m1 +1, · · · ,n}. Thus, the equation
(11) holds.

To synthesize a function, various HMIGs can be generated by
using different types of MGs and connections. The selection and
connection of MGs also determine whether a transformation rule
can be applied for a further simplification. An area-optimized
design is obtained by comparing the total number of required
MGs, while the one with the minimum number of stages results
in a delay-optimized design.

B. 4-2 Compressors

A conventional implementation of a 4-2 compressor consists
of two cascaded FAs [38]. Its truth table is shown in Table II (the
bits on the left side of the arrows), where the inputs and Sum
output have a weight of 20 = 1, and the Carry and Cout have
a weight of 21 = 2 in the binary representation. The hardware
overhead of an accurate 4-2 compressor is nearly twice of that of
an FA. For an efficient design, the truth table of a 4-2 compressor
is transformed by exploiting the commutativity of the signals with
the same weights, to ensure an HMIG can be constructed.

As per Algorithm 1, the truth table of the compressor is
modified so that the output signals are determined by the number
of “1”s in its inputs (Nin). Specifically, Cout is aimed to be
implemented using a 5-input MG to reduce the critical path. To
this end, the Cout is flipped for some input combinations to ensure
that Cout is “1” when the inputs have three or more “1”s, and
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Cout

M3
{2,4,5} {0,1,3}

M5

x0x1 x2 x3Cin

Carry

0 1

M7

x3 Cin 0

...x0

{3,4,5} {0,1,2} {4,5} {0,1,2,3}

M7

x3 Cin 1

{0,1}

...x0

{2,3,4,5}

M9

x3

{0}

...x0

{1,2,3,4,5}

Cin0 0 0
0

M9

x3

{0,1,2,3,4}

...x0

{5}

Cin1 1 1
1

M3

Sum

{1,3,5} {0,2,4}

Fig. 5: A heuristic majority-inverter graph for the 4:2 compressor.

TABLE II: The truth table of an accurate and approximate 4-2
compressors.

Inputs Outputs
Cin x3 x2 x1 x0 Sum→Sum′ Carry Cout
0 0 0 0 0 0→1 8 0 0
0 0 0 0 1 1 0 0
0 0 0 1 0 1 0 0
0 0 0 1 1 0 1 0
0 0 1 0 0 1 0 0
0 0 1 0 1 0 1 0
0 0 1 1 0 0 1 0
0 0 1 1 1 1 1→0 0→1
0 1 0 0 0 1 0 0
0 1 0 0 1 0 0→1 1→0
0 1 0 1 0 0 0→1 1→0
0 1 0 1 1 1 1→0 0→1
0 1 1 0 0 0 0→1 1→0
0 1 1 0 1 1 1→0 0→1
0 1 1 1 0 1 1→0 0→1
0 1 1 1 1 0 1 1
1 0 0 0 0 1 0 0
1 0 0 0 1 0 0→1 1→0
1 0 0 1 0 0 0→1 1→0
1 0 0 1 1 1 1→0 0→1
1 0 1 0 0 0 0→1 1→0
1 0 1 0 1 1 1→0 0→1
1 0 1 1 0 1 1→0 0→1
1 0 1 1 1 0 1 1
1 1 0 0 0 0 0→1 1→0
1 1 0 0 1 1 0 1
1 1 0 1 0 1 0 1
1 1 0 1 1 0 1 1
1 1 1 0 0 1 0 1
1 1 1 0 1 0 1 1
1 1 1 1 0 0 1 1
1 1 1 1 1 1→0 8 1 1

Cout is “0” otherwise, as indicated by the right arrows in the
rightmost column in Table II. To keep an accurate computation
result, the output Carry is also flipped at the input combinations
for which Cout is flipped. Consequently, the outputs of an
accurate 4-2 compressor are given by

Cout =

{
1 if Nin ∈ {3,4,5}
0 otherwise

, (12)

Carry =

{
1 if Nin ∈ {2,4,5}
0 otherwise

(13)

and

Sum =

{
1 if Nin ∈ {1,3,5}
0 otherwise

. (14)

The HMIG for the 4-2 compressor is then constructed, as
shown in Fig. 5. A 5-input, two 7-input and two 9-input MGs are
used at the first stage to realize the functions detecting various
Nin. As per (12), the output signal Cout can be implemented by

Cout

M7

{2,4,5} {0,1,3}

M5

x0x1 x2 x3Cin

Carry

{3,4,5} {0,1,2}

M9

Sum

{1,3,5} {0,2,4}

Cin

... x0
x3

Cin
... x0

x3

Fig. 6: The simplified HMIG for the 4-2 compressor.

x0
x1
x2
x3
Cin

M5

M5M7

Cout

Carry

M9 Sum

Sum'

Fig. 7: The accurate (MG-EC) and approximate (MG-AC1) MG-
based 4-2 compressor.

a 5-input MG. To implement Carry, the edges resulting in an
intersection containing as many as possible elements in {2,4,5}
are considered as the inputs of the MGs at the next stage. A 3-
input MG is then used for generating the Carry. Additional two
9-input MGs and a 3-input MG are required for implementing
the Sum. As can be seen, the two 7-input MGs and 9-input MGs
connected to the 3-input MGs can be simplified by using (10).
Finally, the simplified HMIG shown in Fig. 6 is obtained for the
4-2 compressor. Thus, a 4-2 compressor can be implemented by
using three MGs, as shown in Fig. 7.

To reduce the complexity of a 4-2 compressor, the Sum can
be approximated by the inverted Carry, as shown in Table II and
Fig. 7. The Sum′ is then given by

Sum′ =

{
1 if Nin ∈ {0,1,3}
0 otherwise

. (15)

In this case, two errors occur when the inputs are ‘00000’ and
‘11111.’

As shown in Fig. 7, three and two MGs are required for the
accurate and approximate 4-2 compressors, denoted as MG-EC
and MG-AC1, respectively. The critical path of MG-EC consists
of three MGs and two inverters, while it is two MGs and two
inverters for the MG-AC1. Considering the two errors in Table II,
the probability that an error occurs, i.e., the error rate (ER), is
0.55 + 0.55 = 6.25% if “0” and “1” are equally likely to occur
to each input (P(0) = 0.5). However, under this assumption,
the probabilities of being “0” and “1” for each input are 0.75
(P(0) = 0.75) and 0.25 respectively, when the compressor is used
for the partial product accumulation of a multiplier. In this case,
the ER of the approximate compressor is 0.755+0.255 = 23.83%.
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x0
x1
x2
x3
1

M5

M5M7

1

Carry

Sum'

Fig. 8: The approximate 4-2 compressor design MG-AC2.

Here, we assumed the inputs of the compressor are mutually
independent, which is not exactly the case when compressors are
cascaded in the partial product accumulation. However, compared
to the inputs, the partial products of a multiplier have a higher
probability to be “0” due to the AND operation. This indicates
that the proposed approximate 4-2 compressor would result in
more errors in the implementation of a multiplier.

As a partial product in a multiplier has a higher probability to
be “0” than “1,” the case ‘00000’ is more likely to occur than
‘11111.’ Also, the relative error compared to the accurate output
for the case ‘00000’ is larger than that for ‘11111.’ Thus, to
guarantee a high accuracy, the error due to the inputs of all zeros
should be avoided. This can be achieved by reducing the number
of the compressor inputs.

To further simplify a 4-2 compressor, the carry input (Cin)
is usually ignored. The outputs of a 4-2 compressor are also
reduced by 1 bit, so the simplified 4-2 compressor has 4 inputs
and 2 outputs, referred to as MG-AC2. In this design, the Carry
output is “1” when Nin ∈ {2,3,4}. This function, therefore, can
be implemented by a 5-input MG with a constant input “1.” The
Sum′ is “1” when Nin ∈ {1,3,4}. Fig. 8 is then obtained by
simplifying the HMIG using (11). In this case, the approximate
and accurate results are 3 and 4 in decimal representation, respec-
tively, when all inputs are “1”s. Thus, the ER is 0.54 = 6.25%
when P(0) = 0.5, whereas it is 0.254 = 0.39% for P(0) = 0.75.
Note that MG-AC2 works as an accurate FA when one of the
inputs is set to “0.”

Due to the use of 7- and 9-input MGs, the critical path of the
proposed compressors and the ERs of the MG-ACs are reduced
compared to the designs using only 3-input and 5-input MGs [16].
However, the number of input transistors increases with the inputs
of the scalable MG, which may penalize the overall hardware
overhead. As shown in Fig. 2, a pair of NMOS-PMOS transistors
are required for each input of the MG, which means 21 and 12
pairs of transistors are demanded for the MGs in MG-EC and
MG-AC1/2, respectively. As the MGs in the circuits share the
same inputs, five pairs of transistors and a current mirror are used
in the proposed designs to generate the sum of the primary input
currents for the Spin-TDs. Thus, the numbers of transistors used
in the proposed designs are reduced. The current generation and
replication circuit for the three MGs in Fig. 7 is shown in Fig. 9.
Vx0 ∼ Vx3 and VCin are the input voltages of a 4-2 compressor,
and Iini (i = 0,1,2) is the current input to a spin-TD of an MG.

C. Generalization

Although not frequently used, compressors with a larger num-
ber of inputs may result in a lower critical path and power con-
sumption in the accumulation of some specific numbers of inputs,
e.g., a well-designed 6-input compressor can be more efficient
than a 4-2 compressor when accumulating 6 inputs. Using the
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Fig. 9: Current generation and replication circuit using a current
mirror.
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Fig. 10: The approximate 6-input compressor design 1.

same design approaches, i.e., applying the commutativity of the
signals with the same weights and proper approximations to make
sure the outputs depend only on the Nin, approximate compressors
with a different number of inputs can be devised based on the
HMIG. Also, emerging technologies such as memristors [43] can
be used for constructing the scalable MGs and the approximate
compressors.

For instance, an approximate 6-input compressor can be de-
vised by following the same process. Table III shows the trans-
formed truth table for an approximate 6-input compressor, where
the C0, C1 and C2 are the carry outputs with a weight of 21 = 2.
In this design, C2 is “1” for the input cases of Nin ∈ {4,5};
C1 is “1” if Nin ∈ {3,4,5,6}; C0′ is “1” for the input cases
with two or four “1”s; Sum′ is the inverted C0′. Two errors
could occur for the input cases of ‘000000’ and ‘111111.’ The
ERs are 3.13% and 17.82% for P(0) = 0.5 and P(0) = 0.75,
respectively. To obtain a circuit implementation, an HMIG is
then constructed and simplified by using the transformation rules.
Finally, four MGs are utilized for implementing the approximate
6-input compressor, as shown in Fig. 10. In the HMIG for this
design, only 3-input MGs are considered for the second and third
stages and simplified by using (11). The critical path consists of
three MGs and two inverters. By using a 5-input MG at the second
stage of the HMIG, the critical path can be reduced by an MG;
however, five MGs are required in total, as shown in Fig. 11.
Thus, the circuit designs with a small area and a short critical
path can be respectively obtained for the approximate 6-input
compressor with a truth table shown in Table III.

Similar to the 4-2 compressor, an output bit of the 6-input
compressor can be ignored, as shown in Table IV. In this design,
the C1 is “1” when Nin ∈ {4,5,6}, which can be implemented by
using a 7-input MG with a constant input “1.” The C0′ is “1” for
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Fig. 11: The approximate 6-input compressor design 2.

TABLE III: The transformed truth table for the proposed approx-
imate 6-input compressor design with three carry outputs.

Nin Sum→Sum′ C0→ C0′ C1 C2
0 0→1 8 0 0 0
1 1 0 0 0
2 0 1 0 0
3 1 0 1 0
4 0 1 1 0
5 1 0 1 1
6 0→1 8 1→0 8 1 1

the input cases of Nin ∈ {2,3,4,5,6}, generated by a 9-input MG
with three input “1”s. As the Sum′ is unchanged from Table III,
the same circuit structure as in Fig. 11 is utilized to compute
it. Using the inverter propagation rule shown in (9), Fig. 12
is obtained. Two MGs and an inverter are on the critical path.
Errors occur for the input cases of ‘000000’ and ‘111111.’ This
design exhibits the same error characteristics and uses the same
hardware resources as the one shown in Table III; however, the
number of outputs is reduced by one bit, which would simplify
the subsequent circuits that process the outputs.

D. Reliability

Usually, MG is widely used in fault-tolerant architectures
to improve the reliability of a system, e.g., a triple/N-tuple
modular redundancy system [44]. Similarly, the reliability of
a computation element constructed by using MGs can also be
improved compared to using conventional logic gates [45]. In
[45], the reliability of three 3-input MG-based and an XOR-based
FAs are analyzed and simulated at the gate level. Overall, the
MG-based FAs are more reliable than the XOR-based FA with a
same gate error probability ε . For an MG with a larger number
TABLE IV: The transformed truth table for the proposed approx-
imate 6-input compressor design with two carry outputs.

Nin Sum→Sum′ C0→ C0′ C1
0 0→1 8 0 0
1 1 0 0
2 0 1 0
3 1 1 0
4 0 1 1
5 1 1 1
6 0→1 8 1 1
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Fig. 12: The approximate 6-input compressor design 3.

of inputs such as 9-input MG, it generates a less reliable output
than 3-input MGs to implement the same function when the ε is
small [44]. With the increase of the ε , the output reliability of
a 9-input MG-based circuit becomes higher than that based on
the 3-input MG. However, not only the gate error probability but
also the reliability of the inputs, wires and crossovers, as well
as the number of utilized gates and their connection ways affect
the output reliability of a circuit. A detailed discussion on the
reliability of the scalable MG-based computation elements is not
within the scope of this work.

V. EVALUATION

A. Evaluation Framework

To evaluate the circuit characteristics of the proposed MG
and compressor designs, a comprehensive simulation framework
is developed that involves device, circuit and application level
simulations. At the device level, the DW motion dynamics is
benchmarked with experimental data from [29] using OOMM-
F [30]. The MTJ is modeled in Verilog-A and calibrated with
the experimental data in [46]. Here, the electron transport and
magnetization dynamics of the MTJ is modeled by using the non-
equilibrium Green’s function (NEGF) and the Landau-Lifshitz-
Gilbert (LLG) equation, respectively. For the circuit level sim-
ulation, a Verilog-A model of a 3T-spin-TD is developed by
using the device-level models to co-simulate with the interface
CMOS circuits in Cadence Spectre and SPICE. In SPICE, the
45 nm North Carolina State University product development kit
(PDK) library [47] is used to verify the proposed designs and
acquire the circuit measurements of delay and power dissipation.
Finally, a widely-used image compression algorithm for discrete
cosine transform (DCT) and inverse DCT (IDCT), is implemented
using approximate compressors to show their accuracy at the
application level.

The simulation results at the device level have been analyzed
in [16]. In this paper, the evaluation is focused on the circuit
and application levels. The circuit level simulation results for the
scalable MG and compressor designs are discussed in Sections
V-B and V-C, respectively. Section VI simulates the compressor
designs at the application level.
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Fig. 13: Transient analysis of the MG with 3 and 5 inputs.
B. Evaluation of Majority Gates

Fig. 13 presents the waveforms of a transient analysis for
the scalable MGs with 3 and 5 inputs. In this simulation, the
full computation period for an MG is considered as 3 ns. A
pulse width of 1 ns is used for CLKcompute to complete the
computation; a 2 ns pulse (CLKsense) signal is employed for a
proper implementation of sensing. A 1 ns synchronization interval
is considered after sensing to make the circuit synchronizable in
connection with other circuits.

During the computation phase when CLKcompute= “1,” the input
voltages are applied to the scalable CMOS input network for 1
ns leading to the generation of Isum as a trigger for the DW.
The transient current analysis of Isum is plotted in Fig. 13. The
purpose of this simulation is to observe the current alternations in
the intersection point affected by the inputs. Considering M3 as
an example, for the input combinations of ‘000,’ ‘001,’ ‘011,’ and
‘111,’ four distinct Isum (-92.1, -35.4, 38.9, 91.7) uA are obtained,
which are consistent with the discussion in Section III. Thus, the
DW position can be determined after this phase. During the sense
phase, CLKsense is activated for 2 ns to read the output voltage
(VO); the corresponding logic values are “0,” “0,” “1” and “1”
for the 3-input MG.

Table V shows the power consumption and delay of the pro-
posed MGs with various inputs. Clearly, the power consumption
of the MG increases with the number of inputs. Power must be
supplied to keep data in CMOS-based circuit, whereas it can be
cut-off in the non-volatile designs with near-zero static power.
Due to the non-volatility, the MGs can achieve higher speed
and throughput using pipeline techniques without any additional
clock control circuit. A fully pipelined design can be realized
by alternately applying two clock signals on neighboring stages.
Hence, the throughput of the proposed MGs can be considerably
increased to one output set per 1 ns, which results in an equivalent
1 ns delay. A larger current injection to the MGs could lead

TABLE V: Circuit measurements of the proposed MGs.
MG Designs Device count § Power (uW) † Delay (ns) ‡

3-input 9T+2M+1D 22.1 3
5-input 13T+2M+1D 27.5 3
7-input 17T+2M+1D 32.5 3
9-input 21T+2M+1D 39.4 3

§ T: MOS Transistor; M: MTJ; D: DWS. † Total power including dynamic
and static powers. ‡ Total gate delay not considering the pipeline.

to a higher computation speed, but it also leads to a higher
power consumption. The device count can offer a fairly accurate
estimation of the area since the proposed hybrid design is more
compact than a CMOS implementation [15]. Furthermore, an
embedded buffer can be presumed for spin-TDs due to their non-
volatility characteristic; however, such a buffer should be inserted
after every other logic gates working at different operational
phases in a CMOS design.

C. Evaluation of Compressor Designs

With promising features, spintronic devices have widely been
investigated as an innovative memory candidate; relatively less
work has been done for logic design. However, several non-
volatile accurate and approximate FAs have been proposed using
MTJ and DWS recently [12], [13], [15], [16]. Based on the logic-
in-memory architecture, a nonvolatile FA is fabricated using 4
MTJs and 34 transistors [15]. In this design, an input stored in
the MTJ is added with the two external inputs by using a regular
CMOS logic tree; the outputs are then obtained by the read
operation using the PCSA. Similarly, [13] presents an accurate
and two approximate FAs consisting of MTJs and transistors. The
two approximate FAs are designed by removing some transistors
in the logic tree and reducing the supply voltage of the accurate
one, respectively. In [12] and [16], FAs are implemented using
the current-mode MGs based on the structure shown in Fig. 4.
The difference occurs in the sense circuit, i.e., the PCSA is used
to sense the output voltage of the FA in [12], whereas the sense
circuit of the design in [16] is implemented by a resistive voltage
divider. Following a traditional design approach, two approximate
4-2 compressors have also been devised in [16] by using non-
volatile accurate and approximate FAs, referred to as Design I
and Design II. To show the efficiency of the proposed designs,
the accurate and approximate 4-2 compressors consisting of FAs
are compared. The designs in [13] are not considered in the
comparison because their accuracy is very low compared with
the other designs.

Table VI shows the accuracy and circuit characteristics of
accurate and approximate 4-2 compressor designs. In this table,
the bias is calculated as the average value of all possible errors;
the mean error distance (MED) is the mean value of all absolute
errors. Table VI shows that the MEDs of the approximate
compressors have the same values as their ERs; this is because
the error magnitudes of these designs are always 1. Note that the
device count here does not show a strict comparison of the consid-
ered designs; however, it reveals a rough comparison tendency in
circuit area. Thus, the proposed designs can result in smaller areas
than the other designs except for Design I [16]. When a same MG
is used, the proposed MG-EC shows a shorter critical path than
the other accurate 4-2 compressors; MG-AC1 and MG-AC2 have
shorter critical paths than the other approximate designs. Also, the
proposed designs show lower ERs and smaller biases and MEDs
for P(0) = 0.75 than the other approximate 4-2 compressors; so
they are significantly more accurate. When P(0) = 0.5, the biases
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TABLE VI: Comparison of accurate and approximate 4-2 compressor designs.

Design Device count § Critical path P(0) = 0.5 P(0) = 0.75
ER (%) Bias (%) MED (%) ER (%) Bias (%) MED (%)

MTJ [15] ∗ 68T+8M NA 0 0 0 0 0 0
HSM DWM [12] † 46T+8M+4D 4MG+2INV 0 0 0 0 0 0
LPM DWM [12] † 46T+8M+4D 4MG+2INV 0 0 0 0 0 0
DWM [16] ‡ 44T+8M+4D 4MG+2INV 0 0 0 0 0 0
Design I [16] ¶ 22T+4M+2D 2MG+2INV 37.5 0 37.5 50.8 44.1 50.8
Design II [16] ¶ 33T+6M+3D 3MG+2INV 25.0 0 25.0 34.4 28.9 34.4
MG-EC 33T+6M+3D 3MG+2INV 0 0 0 0 0 0
MG-AC1 26T+4M+2D 2MG+2INV 6.25 0 6.25 23.8 23.6 23.8
MG-AC2 28T+4M+2D 2MG+1INV 6.25 -6.25 6.25 0.39 -0.39 0.39

∗ Accurate compressor consisting of two MTJ-based FAs in [15]. † HSM DWM and LPM DWM are the accurate 4-2 compressors
consisting of DWM-based high-speed and low-power mode FAs in [12]. ‡ Accurate compressor implemented by two cascaded
spin-TD based FAs in [16]. ¶ Design I is the approximate 4-2 compressor constructed by two approximate FAs. Design II is the
approximate 4-2 compressor consisting of an accurate and an approximate FAs. § T: MOS Transistor; M: MTJ; D: DWS.

are zero for MG-AC1, Design I [16] and Design II [16]. The
MEDs of the proposed compressors are smaller than those of the
other approximate designs for both P(0) = 0.5 and P(0) = 0.75.

Table VII shows the power and delay measurements of the
compressors, where two CMOS-based designs [15], [48] are
also considered. In the design of CMOS [15], two accurate FAs
designed for a low static power consumption are utilized. The FA
is a classic mirror adder with a dynamic current mode logic under
the control of a clock to cut off the static current flow from the
supply voltage to the ground [49]; thus, 42 transistors are used.
Therefore, 84 transistors are required for a 4-2 compressor. The
compressor denoted as CMOS [48] is implemented by using the
newly designed XOR-XNOR module that enables an ultra low
supply voltage, resulting in a lower power dissipation and higher
performance than a conventional design. CMOS [48] consists of
72 transistors.

Table VII reveals that the static power dissipation of the MG-
based 4-2 compressors is zero, so they are effective in normally-
off systems for low-power operations. CMOS [15] also shows
a very low static power due to the use of the dynamic current
mode logic. In general, the CMOS-based 4-2 compressors show
smaller delay but larger static power than the non-volatile designs;
however, as larger numbers of MOS transistors are required for
the CMOS-based designs, they tend to have larger areas. Among
the accurate non-volatile designs, MG-EC is the most efficient
with the lowest power dissipation and a relatively small delay.
MTJ [15] consumes the highest power with the largest delay
because of its complex logic-in-memory function. The accurate
compressor consisting of high-speed mode (HSM) DWM-based
FAs shows the highest speed but consumes a significantly large
dynamic power and energy, whereas the one consisting of low-
power mode (LPM) DWM-based FAs dissipates a lower power
with a larger delay. The dynamic power consumed by DWM [16]
and Design II [16] is quite high. With a higher accuracy, MG-AC1
and MG-AC2 are significantly more power and energy efficient
than the other approximate designs. To give an idea of how
read and write operations contribute to the delay and dynamic
power of the presented 4-2 compressor designs, we measured
them separately in the form of (write, read). In terms of the
dynamic power consumption, the reported results for MG-EC,
MG-AC1, and MG-AC2 are (58.62, 14.78) uW, (32.33, 11.96)
uW, and (30.62, 9.67) uW, respectively. As for delay, (2, 2) ns,
(1, 2) ns, and (1, 2) ns are achieved, respectively. As per these
measurements, the proposed spin-based designs are more energy-
efficient in read- than in write-sensitive applications.

Fig. 14 shows a comprehensive comparison of non-volatile 4-

TABLE VII: Power and delay measurements of accurate and
approximate 4-2 compressor designs.

Designs Type Dynamic
power (uW)

Static
power (nW)

Delay
(ns)

Energy
(pJ)

CMOS [15] accurate 65.4 0.22 0.22 0.015
CMOS [48] accurate 39.4 2.5 0.13 0.005
MTJ [15] accurate 4,200 0.00 20.4 85.7
HSM DWM [12] accurate 2,728 0.00 2.54 6.93
LPM DWM [12] accurate 170 0.00 3.70 0.63
DWM [16] accurate 99.2 0.00 9.00 0.89
Design I [16] approximate 57.8 0.00 3.00 0.17
Design II [16] approximate 84.5 0.00 4.00 0.34
MG-EC accurate 73.4 0.00 4.00 0.29
MG-AC1 approximate 44.3 0.00 3.00 0.13
MG-AC2 approximate 40.3 0.00 3.00 0.12

The Delay includes the time consumed by compute and sense operations
leveraging pipeline technique in [16].
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Fig. 14: A comprehensive comparison of 4-2 compressors.

2 compressors considering both error and circuit measurements.
The MTJ [15] and HSM DWM [12] are not included in the figure
due to their very large power and energy consumption. For a more
straightforward comparison, the absolute values for the bias are
considered and the values for each metric are normalized by its
maximum absolute value. As the MED and ER of each design
share the same value, only the ER is shown in this comparison.
Fig. 14 shows that MG-AC2 reaches the best trade off between
accuracy and hardware overhead, except that it has the largest
bias for P(0) = 0.5. Thus, MG-AC2 is well-suited for the partial
product accumulation in a multiplier. With small values of error
and circuit measurements, MG-AC1 performs well for P(0)= 0.5.
MG-EC is the most energy efficient accurate design.

In summary, the proposed approximate 4-2 compressors out-
perform the other designs in terms of accuracy and/or hardware
overhead. These advantages are obtained due to the use of the
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novel design principles. Specifically, an equivalent transformation
and approximation is performed on the truth table of an accurate
compressor to avoid the use of the conventional design method by
cascading several FAs. This reduces the critical path and prevents
the error propagation between FAs. Moreover, the use of the
HMIGs and MGs with five or more inputs simplifies the circuit
of a compressor.

VI. IMAGE PROCESSING APPLICATION

For an application level evaluation, the approximate 4-2 com-
pressors are utilized to implement the DCT and IDCT operations
in an image compression algorithm. The basic computation in
DCT-IDCT is 8×8 matrix multiplication. In the simulation, the
inputs are in 16-bit 2’s complement format, so 16× 16 signed
multipliers and 32-bit accumulators are used. The approximate
compressors are utilized in the multipliers and accumulators
to show their accuracy regarding inputs with P(0) = 0.75 and
P(0) = 0.5, respectively.

In the multiplier, some least significant columns of the partial
products (LSPPs) are accumulated by approximate 4-2 compres-
sors, while the remaining most significant columns are accurately
processed. Two Dadda tree-based partial product accumulation
structures have been constructed by using approximate 4-2 com-
pressors in [20], resulting in two approximate multipliers. The
Dadda tree structure of Multiplier 1 in [20] is utilized here for
the partial product accumulation using MG-AC1 with 5 inputs.
For MG-AC2 with 4 inputs, the Dadda tree of Multiplier 2 in [20]
is used. Table VIII shows the error characteristics of the 16×16
signed approximate multipliers, where the numbers in the header
are the numbers of LSPPs accumulated by the corresponding
compressor designs. The NMED is the MED normalized by
the maximum output of an accurate design. The MRED is the
mean of the absolute relative error distance calculated by

∣∣ED
M

∣∣,
where ED = |M′−M|, and M′ and M are the approximate and
accurate results, respectively. As per Table VIII, the MG-AC2-
based multiplier achieves significantly smaller errors than the
other designs. With smaller values of ER, NMED and MRED,
the multipliers using MG-AC1 and MG-AC2 are more accurate
than those using the other designs.

Table IX shows the peak signal-to-noise ratios (PSNRs) and
structural similarity index measures (SSIMs) of the DCT-IDCT
results using approximate compressors in the multipliers. Also,
the resultant images are shown in Fig. 15, where the numbers
following the design names are the numbers of LSPPs for the
multipliers using the corresponding compressors. Table IX shows
that using the proposed approximate 4-2 compressors produces
more accurate results with higher PSNRs and SSIMs than the
other designs for a same value of LSPPs. Among the DCT-IDCT
results, the ones processed by the multipliers using MG-AC2
show the highest values of PSNR and SSIM. To achieve a nearly
accurate result, the maximum number of LSPPs for Design I
[16], Design II [16] and MG-AC1 is 12, whereas it is 15 for
MG-AC2. This indicates that more LSPPs can be approximated
by using MG-AC2 than the other approximate compressors, due
to its significantly lower ERs and error biases for the inputs with
P(0) = 0.75.

In addition, the delay and energy reductions due to the use
of approximate compressors in 16× 16 signed multipliers com-
pared to an accurate DWM [16]-based multiplier are shown in
Fig. 16. Note that the current generation and replication circuit

TABLE VIII: Error characteristics of the 16× 16 signed multi-
pliers using approximate compressors.

Design Metric 12 13 14 15 16

Design I [16]
ER (%) 99.97 99.98 99.99 100.0 100.0
NMED (10−5) 0.55 1.09 2.40 4.68 10.2
MRED (10−3) 0.66 1.30 3.00 6.20 13.8

Design II [16]
ER (%) 99.86 99.94 99.98 99.99 99.99
NMED (10−5) 0.46 0.91 1.91 3.96 7.82
MRED (10−3) 0.57 1.20 2.80 5.60 12.2

MG-AC1
ER (%) 96.10 97.34 98.30 98.84 99.24
NMED (10−5) 0.33 0.70 1.70 3.47 6.71
MRED (10−3) 0.40 0.94 2.40 4.90 11.0

MG-AC2
ER (%) 13.70 17.09 21.78 26.47 34.86
NMED (10−5) 0.02 0.04 0.10 0.24 0.70
MRED (10−3) 0.04 0.09 0.38 0.50 1.60

The numbers in the header row are the numbers of the least significant
columns of partial products in the multiplier accumulated by using the
corresponding approximate compressors in the first column.

TABLE IX: PSNRs (dB) and SSIMs of the DCT-IDCT results
by using approximate multipliers.

Design Metric 12 13 14 15 16

Design I [16] PSNR 34.45 27.94 21.42 16.56 11.94
SSIM 0.912 0.751 0.500 0.329 0.203

Design II [16] PSNR 35.00 28.56 21.43 16.20 13.02
SSIM 0.920 0.773 0.5114 0.320 0.232

MG-AC1 PSNR 37.31 30.03 22.13 16.68 13.25
SSIM 0.948 0.814 0.543 0.336 0.237

MG-AC2 PSNR 49.58 46.55 40.83 33.02 27.43
SSIM 0.996 0.992 0.976 0.893 0.762

The numbers in the header row are the numbers of the LSPPs in the mul-
tiplier accumulated by using the corresponding approximate compressors
in the first column.

presented in Fig. 9 is used to efficiently implement the proposed
compressors and multipliers. The most significant bits of the
partial products in the approximate multipliers are accumulated
by the MG-EC. The results show that the accurate multiplier
using MG-EC reduces the energy consumption and delay by
more than 30 ns and 45 uJ respectively, compared to that using
DWM [16]. With descending PSNRs in the figure, the PSNRs
of the resultant images can be approximately divided into four
levels, i.e., around 50 dB (high), around 35 dB (medium), around
30 dB (medium-low), and around 13 dB (low). Among the
implementations with high PSNRs, the one using MG-AC2-13
achieves the highest delay and energy reductions; MG-AC1-12
results in more hardware improvements in the cases with medium
PSNRs. The implementation using MG-AC2-16 saves the most
time and energy in the designs with medium-low PSNRs.

In the matrix multiplications of DCT-IDCT, accumulators
are required to sum the final products of 16× 16 multipliers.
Although not as frequently used as in a multiplier, compressors
can be utilized to implement an accumulator with a high speed.
Here, approximate compressors are used in the accumulators
to further assess their accuracy for the case that each input is
50% to be “0” (P(0) = 0.5). Similar to multipliers, some least
significant columns of the inputs (LSIs) are accumulated by the
approximate 4-2 compressors. The PSNRs and SSIMs of the
DCT-IDCT results are reported in Table X.

With the highest values of PSNR and SSIM, the images
processed by MG-AC1 show the highest quality among the
considered designs for a same number of LSIs. MG-AC2 also
shows a relatively high accuracy than Design I [16] and Design
II [16] in the accumulator. These are consistent with the ER
results for P(0) = 0.5, as shown in Table VI. With the same
ER for P(0) = 0.5, MG-AC2 shows lower PSNRs and SSIMs
than MG-AC1 due to its higher error bias. The error generated
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(a) Accurate (b) Design I-12 (c) Design II-12

(d) MG-AC1-12 (e) MG-AC2-12 (f) Design I-16

(g) Design II-16 (h) MG-AC1-16 (i) MG-AC2-16

Fig. 15: DCT-IDCT results using approximate multipliers based
on different 4-2 compressors.
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Fig. 16: A comparison of DCT-IDCT implementations using 4-2
compressors in the multipliers.

by MG-AC2 is single-sided (i.e., -1), while both -1 (for input
‘11111’) and +1 (for input ‘00000’) errors are possible for MG-
AC1; thus, errors can be partially compensated by using MG-
AC1. To achieve a close accuracy to the accurate design, the
maximum numbers of approximate LSIs in the accumulators
are 17, 17, 18 and 17 for using Design I, Design II, MG-
TABLE X: PSNRs (dB) and SSIMs of the DCT-IDCT results by
using approximate accumulators.

Design Metric 16 17 18 19 20

Design I [16] PSNR 40.35 34.51 28.26 22.03 15.92
SSIM 0.963 0.875 0.677 0.429 0.221

Design II [16] PSNR 41.94 36.31 30.11 23.81 17.53
SSIM 0.973 0.911 0.743 0.495 0.267

MG-AC1 PSNR 45.19 39.65 33.08 26.41 19.83
SSIM 0.986 0.951 0.837 0.622 0.382

MG-AC2 PSNR 42.33 36.20 29.31 22.67 16.56
SSIM 0.984 0.939 0.796 0.557 0.330

The numbers in the header row are the numbers of the least significant
columns of inputs accumulated by using the corresponding approximate
compressors in the first column.

AC1 and MG-AC2, respectively. Using approximate compressors
in accumulators, the advantage of the MG-AC2 over the other
designs is less significant than the case when they are used in
multipliers. This is because different input distributions lead to
different error characteristics (e.g., ERs and error biases) for the
considered approximate 4-2 compressors.

VII. CONCLUSION

In this paper, highly-scalable MGs using spin-TD are intro-
duced to enable the design of non-volatile arithmetic circuits.
To synthesize the MG-based compressor circuits, the HMIG is
proposed; the transformation rules for (2m+ 1)-input MGs are
further presented for the simplification of HMIGs. An accurate
and two approximate non-volatile 4-2 compressors are then de-
signed with near-zero static power, low dynamic power and high
performance. Moreover, the proposed methodology is generalized
for designing approximate compressors with a larger number
of inputs. The circuit simulation results show that the MG-
EC are more hardware efficient than the existing accurate 4-2
compressors; MG-ACs achieve significant reductions in power
dissipation, delay and energy consumption with smaller errors,
compared to existing approximate designs. MG-AC2 performs
better in the partial product accumulation of multipliers than
in the accumulator, whereas MG-AC1 are more suitable for
implementing an accumulator. To reach a similar image quality in
DCT-IDCT (measured in PSNR and SSIM), MG-ACs achieve the
largest reductions in delay and energy compared with the other
approximate designs.
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