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Aggressive Fine-Grained Power Gating of NoC
Buffers
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Abstract—Power gating is effective for NoCs to reduce the
excessive leakage power dissipated by idle network components.
Most existing NoC power gating approaches rely on the routing
algorithms to mitigate the power gating blocking latency prob-
lem. When the network becomes faulty and fault tolerant routing
algorithms are applied, these approaches are no longer applicable
or can seriously degrade the performance. Other approaches
propose fine-grained buffer power gating, but they are too
conservative in power saving due to the buffer backpressure flow
control. To address these problems, we propose an aggressive
fine-grained power gating of flit-sized buffer entries by adopting
backpressureless flow control in an input-buffered network. The
power gating decisions are made based on the flit deflection
rate. However, directly applying the backpressureless flow control
leads to the difficulties of multi-flit packet truncation and protocol
deadlocks. Therefore, we modify the packet injection architecture
to avoid packet truncation. This is done by chaining the local
input port with a randomly chosen input port. Finally, we design
a progressive recovery framework to handle both livelocks and
protocol deadlocks. It does not need to truncate packets or strictly
separate different message classes when the network is free of
livelocks or protocol deadlocks. Experimental results show that
with a hardware overhead of 9.6%, our design can save up
to 59% network power consumption in both a fault-free and
a faulty NoC with little zero-load latency penalty. Our design
also approaches an ideal energy-proportional NoC because it
can constantly reduce power consumption over a wide range of
injection rates.

Index Terms—NoC; buffer; fine-grained; power gating; back-
pressureless

I. INTRODUCTION

As a scalable interconnection scheme, Network-on-Chip
(NoC) consumes a large portion of total chip power. Due to
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the low average traffic load of real applications [4], many
network components are idle, but they still consume high
leakage power [9]. This fact necessitates power gating these
components to save leakage power. Previous NoC power
gating approaches power gate either idle routers or router
components. The main objective of these designs is to save
more power at a smaller expense of throughput and latency.

With the transistor technology scaling, NoCs are more
prone to suffer from permanent transistor failures [2]. It is
usually assumed that these permanent failures can render some
bidirectional links faulty and make a regular network (e.g.
mesh or torus) become irregular [2], [28], [31], [32]. For
example, the authors of [2], [8] claim that many transistors are
expected to fail during the manufacturing or over the lifetime
due to wear-out. However, even for just 30 gate faults, 5∼50
links are expected to fail [2]. Besides, many heterogeneous
networks with different sizes of cores also behave like regular
networks with faulty links [32]. Therefore, it is necessary
for an NoC power gating approach to function correctly and
efficiently in both fault-free and faulty networks.

However, most existing power gating approaches are not
applicable to or can incur tremendous performance loss in
these faulty NoCs. The reason is that they have to rely on the
routing algorithms (mostly deterministic routing algorithms)
to mitigate the latency penalty caused by power gating. For
example, many approaches, such as Power Punch [9] and
Lookahead [26], generally assume using dimension-ordered
routing (DOR) algorithm, which can easily predict the routing
path for each packet such that the powered-off routers can
be woken up in advance and the wakeup latency can be mit-
igated. However, the predictability becomes very limited for
fault tolerant adaptive routing algorithms, making these power
gating approaches that rely on DOR no longer applicable to
faulty NoCs. Panthre [29] is based on the reconfiguration of
up*/down* adaptive routing algorithm [2] and is therefore ap-
plicable to faulty NoCs. But in a faulty network, Panthre places
too many turn restrictions that would waste path diversity and
cause tremendous throughput loss [32].

Other approaches [23], [38] propose to use fine-grained
power gating of flit-sized buffer entries1. They are not de-
pendent on the routing algorithm and are therefore applica-
ble to faulty topologies. However, these approaches are too
conservative in power saving. The main reason is that they
are based on a network with credit-based buffer backpressure
[10]. To avoid the zero-load latency penalty, there is an upper

1In the remaining part of this paper, flit-sized buffer entries are always
denoted as buffers for brevity.
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limit on the number of powered-off buffers. For example, in
Flexibuffer [23], the virtual channels (VCs) used by multi-flit
packets must maintain at least 3 powered-on buffers to cover
the credit round trip delay (typically 3 cycles) and the buffer
wakeup latency (assumed 2 cycles).

To resolve these challenges, we propose BleG, which ap-
plies Backpressureless flow control [19] in an input-buffered
network for aggressive fine-grained buffer power Gating. The
buffer power gating and wakeup decisions are made indepen-
dently on every input port based on the flit deflection rate.
BleG is applicable to faulty NoCs and can aggressively power
gate all buffers at low network loads. However, to combine the
backpressureless flow control with an input-buffered network
is not trivial for Chip-multiprocessors (CMPs), where the
NoC is used for transmitting cache-coherent messages. There
mainly exist two difficulties with backpressureless flow con-
trol, i.e., multi-flit packet truncation and protocol deadlocks.
Existing solutions [12], [19], [27] incur a significant latency
and power overhead, and would completely offset the power
saving if they are directly applied to BleG. Therefore, we
also design new architectures to address these two issues. This
paper makes the following contributions:

• We develop an aggressive fine-grained power gating
mechanism for NoC buffers. The design is based on an
input-buffered network that uses backpressureless flow con-
trol. The backpressureless flow control never stalls packets
if downstream routers do not have free buffers, so that all
buffers can be aggressively power gated. The power gating
mechanism does not rely on the routing algorithm, and is
therefore applicable to faulty NoCs.

• We modify the multi-flit packet injection architecture
to avoid packet truncation and reassembly. This is done by
chaining a randomly chosen input port with the local input
port. Because body and tail flits do not need to carry routing
information, the associated dynamic power is saved.

• We propose a progressive recovery framework to achieve
livelock freedom and protocol deadlock freedom on a back-
pressureless network. It does not truncate packets or strictly
separate different message classes when the network is free
of livelocks or protocol deadlocks, thereby reducing power
consumption and the latency penalty.

Compared with several state-of-the-art approaches in a fault-
free mesh network, BleG can save up to 59% network power
consumption at an expense of throughput of less than 12%.
In a faulty network, BleG can increase the saturation point by
up to 91% and reduce the power consumption by up to 59%.
BleG can constantly reduce the power consumption over a
wide range of injection rates, and is more energy proportional.

The rest of the paper is organized as follows. Section II
presents the related work and motivation. Section III details the
design of BleG. Section IV presents the experimental results.
Section V concludes the paper.

II. RELATED WORK AND MOTIVATION

A. NoC Power Gating

To save more power at a smaller expense of performance,
NoC power gating approaches need to address the problems

such as break-even time limit, network disconnection, and in
particular, the accumulated blocking latency when a packet is
to be transmitted through multiple powered-off routers2 (or
router components) [3].

However, when dealing with the blocking latency, most ap-
proaches are dependent on the routing algorithm. This induces
a serious problem that when the network becomes faulty and
needs to use a different routing algorithm, these approaches
are not applicable anymore or can seriously degrade the
performance. For example, NoRD [3] relies on routing in a
ring bypass network to bypass the powered-off routers. But the
ring bypass network is statically decided in the design time
and can become broken due to faulty links. TooT [14] and
SPONGE [16] observe that in a network using DOR, packets
are more likely to go straight instead of making turns. They
use bypass paths between straight directions to avoid waking
up powered-off routers. But their observation can lose efficacy
in fault tolerant routing algorithms. SMART [15] designs an
XYX routing to reduce the probability that a packet enroute
encounters a powered-off router. But the XYX routing can lead
to network disconnection in faulty NoCs. Both Power Punch
[9] and Lookahead [26] rely on DOR to predict the routers that
are going to be encountered by the packet several hops away
and utilize the hop count slack to wake them up in advance.
But the predictability is usually very limited for fault tolerant
adaptive routing algorithms because they are merely capable
of predicting the routers one hop away. Most existing NoC
power gating approaches, such as TooT, SPONGE, SMART,
Power Punch and Lookahead, require the routing algorithm
to be deterministic. Deterministic routing is however hard to
implement in faulty NoCs, unless extremely complex routing
tables are used. Panthre [29] observes that in a network using
up*/down* routing [2], packets can be steered away from
powered-off links to avoid wakeup. Panthre is applicable to
faulty NoCs due to the routing table reconfiguration and
deadlock-free routes provided by up*/down* routing. But it
would waste path diversity and incur a tremendous throughput
loss [32]. Besides, even if the network is fault-free and regular,
the up*/down* routing that Panthre depends on is inferior to
DOR in terms of saturation point.

In contrast, some approaches [23], [38] depends on the
buffer usage for fine-grained power gating of buffers. They
are not dependent on the routing algorithm and are applicable
to faulty NoCs. They mitigate the problem of wakeup latency
because the latency to wake up a buffer is trivial compared
with the latency to wake up a whole router (assumed 2 cycles
[23] versus 8 cycles [9]) and can be easily mitigated. However,
these approaches are conservative in saving leakage power
because they are based on a network using flow controls
with buffer backpressure [20]. For example, Flexibuffer [23]
is based on a network using credit-based buffer backpressure.
The virtual networks (VNets) for single-flit packets cannot be
power gated, so that at least 1 buffer remains powered-on to
avoid packet dropping. The VNets for multi-flit packets should
maintain at least 3 powered-on buffers to cover both the buffer
wakeup latency (assumed 2 cycles) and the credit round trip

2It is generally assumed 6∼12 cycles to wake up a powered-off router.
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latency (3 cycles), so that there is no zero-load latency penalty.
Apparently, Flexibuffer [23] cannot achieve the ideal goal for
a buffer power gating mechanism that all buffers can be safely
power gated without impacting the zero-load latency.

To tackle the aforementioned problems, we design a fine-
grained buffer power gating mechanism that is based on a
network using the backpressureless flow control. The fine-
grained buffer power gating allows the approach to be ap-
plicable to faulty NoCs. The backpressureless flow control
allows all buffers to be aggressively power gated. However,
there are additional difficulties associated with applying the
backpressureless flow control, which are detailed as follows.

B. Backpressureless Flow Control

Input-buffered NoCs widely adopt flow controls with buffer
backpressure that stalls packets when there is no available
buffer in downstream routers. But backpressureless flow con-
trol does not stall packets in this circumstance. When two flits
contend for the same output port, one of them is deflected
to another port. As long as the number of input ports is
equal to the number of output ports on every router, packet
dropping can be avoided [10], [27]. The backpressureless flow
control is usually used in bufferless NoCs [12], [27], so that
all the hardware overhead and power consumption of the
buffers can be eliminated. But in existing backpressureless
networks, two difficulties remain and hinder their effectiveness
in CMPs, where the NoC is used for transmitting cache-
coherent messages. The first one is multi-flit packet truncation.
The second one is protocol deadlocks.

Multi-flit packet truncation occurs due to the packet injec-
tion and the livelock freedom mechanism [27]. For example, a
5-flit packet routing is possibly interrupted by another packet
and truncated into 2 new packets. If the 2 new packets reach
the destination out of order, packet reassembly is required to
maintain the correct flit order of the original packet. To enable
reassembly, every flit needs to carry the routing information,
which incurs a higher dynamic power. Moreover, previous
approaches [12], [19] use existing Miss-Status Handling Reg-
isters (MSHR) as reassembly buffers and claim that there is no
additional hardware overhead for reassembly buffers. But the
reassembly process can still lead to latency penalty, which is
not taken into consideration before. In one case study that we
conduct under uniform random traffic in an 8×8 mesh NoC,
we observe that the MSHR reassembly process increases the
average flit latency by nearly 13.5% when the flit injection
rate is merely 0.1 flits/node/cycle and the network is far from
being saturated.

The protocol deadlock problem is also not well resolved in
previous backpressureless approaches [12], [27], [36]. Protocol
deadlocks occur due to the circular resource dependence
among different message classes [39]. In networks with buffer
backpressure, protocol deadlocks are usually avoided by using
multiple virtual networks (VNet) [20] to separate different
message classes. mDISHA [39] proposes to use progressive
recovery to handle protocol deadlocks, but is not applicable to
a faulty network. SurfNoC [37] is proposed for non-interfering
NoCs and can be extended to support protocol deadlock

Buffer power gating

(Section III.A)

Backpressureless 

network

Injection 

architecture

(Section III.B)

Recovery 

framework

(Section III.C)

Based on

Packet 

truncation

Protocol 

deadlocks

Fig. 1. BleG design overview

freedom. However, the ideas of using multi-VNet, mDISHA
and SurfNoC are not applicable to backpressureless NoCs.
To the best of our knowledge, in backpressureless NoCs,
the only method that can handle protocol deadlocks without
using multiple physical networks is Surf-Bless [36]. Surf-Bless
is a confined-interference routing mechanism proposed for
bufferless networks. It can be also applied to avoid protocol
deadlocks in a bufferless network. By placing different turn
restrictions for different time domains, Surf-Bless extends
SurfNoC and reduces the latency penalty of time-multiplexing
a bufferless network. However, the turn restrictions force some
packets to be deflected on certain nodes, making Surf-Bless
livelock-prone and not applicable to faulty NoCs. To conclude,
it is necessary to design a mechanism that can handle protocol
deadlocks in a backpressureless network.

The above difficulties render the prior entirely bufferless
designs not effective in cache-coherent systems. Since we
are proposing BleG for power gating in backpressureless
networks, we must design addtional mechanisms to handle the
above difficulties that result from the backpressureless flow
control. Therefore, we design a new injection architecture and
a progressive recovery framework to handle the difficulties of
packet truncation and protocol deadlocks.

III. BLEG DESIGN

In this section, we detail the design of BleG. Figure 1 shows
the design overview. Section III-A proposes the fine-grained
buffer power gating of BleG based on a backpressureless
network. However, directly applying the backpressureless flow
control has two difficulties in CMPs, which are packet trun-
cation and protocol deadlocks. To handle them, Section III-B
slightly modifies the multi-flit packet injection architecture to
avoid injection-induced packet truncation, and Section III-C
proposes the progressive recovery framework to resolve both
livelock freedom mechanism induced packet truncation and
protocol deadlocks.

A. Power Gating and Wakeup Decision Making

1) Integrating backpressureless flow control into input-
buffered NoCs:
BleG combines the backpressureless flow control with an
input-buffered network, which is similar to the idea proposed
in [27]. When a flit enters a router, if the buffer queue is
empty, this flit directly attends output port allocation without
being stored in buffers. Otherwise, the incoming flit is buffered
while the flit at the head of the buffer queue attends output
port allocation.
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Algorithm 1 Output port allocation rules
1: function ALLOCATION(flit)
2: if flit is a head flit then
3: if flit loses in output port contention then
4: if there is a free buffer in this input port then
5: flit is stored in this input port
6: else
7: flit is deflected to another output port
8: end if
9: else

10: flit moves forward
11: end if
12: else
13: flit follows its head flit
14: end if
15: end function
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Fig. 2. Relationship between the number of powered-on buffers and the
network flit deflection rate. The assigned synthetic traffic pattern is bit
complement. The network flit deflection rate is the probability for a flit to
be deflected from its productive output port.

During the output port allocation, a flit obeys the rules given
in Algorithm 1. If a flit attending allocation is a body or tail
flit, the flit is directly granted with the output port which its
head flit has been sent to (line 13). When two or more flits
are contending for the same output port, only one is granted
with the output port and moves forward (line 10), whereas the
others are deflected away from this productive output port.
The deflections can be performed by using the allocator of
[12], [34] or by adding a wavefront allocator after the normal
allocator to give a random matching between unused ports.
If a head flit loses in contention (line 3) and is going to be
deflected, the head flit can wait in a free buffer (line 5) and
attend allocation again in the next cycle. However, to avoid
buffer overflow, when the buffer queue is fully occupied, the
head flit cannot be stored in buffers but must be deflected
(line 7). Due to the lack of buffer backpressure, the head flit
can be deflected to any output port that has not been taken by
another flit, regardless of whether the downstream routers have
free buffers or not. In the extreme case where all buffers are
powered-off, all flits constantly move forward without being
buffered. The backpressureless network of BleG uses only 1
VC that is shared across multiple message classes.

2) Power gating mechanism:
The power gating mechanism of BleG is based on the fact that
powered-on buffers can be used to avoid deflections. When a
flit is deflected away from its destination, the latency increases
and more dynamic power is consumed [13]. But with powered-
on buffers, a flit is allowed to attend allocation for several

times until it is granted with the productive output port or
the buffer queue becomes full, thereby avoiding deflections.
Figure 2 is a case study to illustrate the strong relationship
between the number of powered-on buffers and the network
deflection rate. The deflection rate is defined as the percentage
of flits that are deflected during a round of allocation, namely,
the probability for a flit to be deflected. Different curves
represent networks with different fixed numbers of powered-on
buffers on every input port. As the injection rate increases, the
network deflection rate increases due to the contentions among
packets. At the same injection rate, the network deflection rate
decreases as the number of powered-on buffers increases.

Each input port makes the power gating decisions indepen-
dently. The flit deflection rate of each input port is compared
with a predefined threshold to decide if a buffer should be
power gated or woken up. If the injection rate is low, the
contention during allocations is low and few packets are
deflected. Therefore, the buffer usage should be low and most
buffers can be power gated to save buffer leakage power. As
the injection rate increases, the flit deflection rate of an input
port increases and negatively impacts the latency and dynamic
power. Therefore, powered-off buffers of this input port are
required to be woken up to reduce the deflection rate.

To compare the flit deflection rate with the predefined
threshold, the input port of each router holds two counters to
calculate the deflection rate. The two counters are named grant
counter Cg and deflection counter Cd. Cg denotes the number
of all flits sent from this input port. Cd denotes the number of
flits that are deflected from this input port. The deflection rate
of an input port is defined as Cd

Cg
. Therefore, when Cg reaches

a fixed value (100 in this paper, other values can also be used),
Cd is compared with the value of threshold×Cg to make the
power gating decision, and then both the counters are reset to
zero. If Cd is greater, which indicates that the deflection rate
is above the threshold, then one of the powered-off buffers is
woken up to reduce the deflection rate. If Cd is 0, then one
of the powered-on buffers is scheduled to be power gated.
This buffer cannot be power gated instantly until the buffer
becomes idle so as to avoid unnecessarily dropping flits.

The predefined threshold is a tradeoff between the power
and packet latency. If the threshold is too low, more buffers
should be woken up to reduce the deflection rate, and the
leakage power saving would be trivial. If the threshold is too
high, more buffers can be power gated to save more leakage
power. But this comes at the expense of increased deflections
and latency. The link dynamic power also increases because
more packets are deflected and need to take longer routes to
reach their destinations. To achieve a better tradeoff between
performance and power, the predefined threshold is configured
as 5% in this paper. Thus Cd is compared with 5 when Cg

reaches 100 to make power gating decisions. Section IV-C2
provides a sensitivity analysis on the threshold configuration.

3) Advantages analysis:
Applicability to faulty NoCs: Compared with existing power
gating approaches, BleG has a better applicability to faulty
NoCs due to three reasons. First, BleG does not rely on the
routing algorithm for power gating and eliminates the routing
dependence problem. BleG is plug-and-play with different
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topologies and routing algorithms. Second, the backpressure-
less flow control is applicable to faulty NoCs without dropping
packets if the number of input ports equals to that of output
ports on every router. This requirement is satisfied when the
link faults are bidirectional on commonly used topologies (e.g.
mesh or torus) [17], [27]. Third, because BleG is based on a
backpressureless network and there is no buffer dependence,
routing deadlocks are avoided in BleG like other backpres-
sureless approaches [12], [27]. BleG does not require using
multiple VCs or routing restrictions. In faulty networks, there
are many complex routing deadlock freedom mechanisms [28],
[32]. For example, SWAP [28] resolves routing deadlocks by
swapping packets of adjacent routers. However, when BleG is
applied in a faulty network, there is no need to pay attention
to routing deadlocks anymore.

Aggressive power saving but little blocking latency:
Unlike Flexibuffer [23], the backpressureless flow control of
BleG allows all buffers (except for the buffers of the local
input port) to be aggressively power gated without incurring
any blocking latency in the extreme cases. This is because
BleG only power gates buffers without power gating crossbars.
With the backpressureless flow control applied, packets can be
sent to downstream routers even if downstream routers have no
powered-on buffers. In contrast, in conventional power gating
approaches, packets have to wait for the downstream routers
or buffers to be woken up before moving forward. Therefore,
BleG can maximize the potential buffer leakage power saving
while eliminating the blocking latency. Moreover, although
there are deflections that may incur longer routing paths and
increase the latency of individual flits, under lower traffic
loads, the deflection rate is low and deflections have minimal
impact on the latency as shown in Figure 2.

Energy proportional NoCs: Coarse-grained power gating
approaches are very sensitive to the traffic load, because
every incoming flit would wake up the whole powered-
off routers for service. The coarse granularity hinders them
to achieve ideal energy-proportional NoCs [5], [11], [22].
An energy-proportional NoC should consume proportionally
lower power when the traffic load is lower. But existing coarse-
grained power gating approaches typically show significant
power saving only when the injection rate is lower than 0.1
flit/node/cycle [3], [9], [16], while the network is still far
from saturation. BleG outperforms these approaches in terms
of energy proportional NoCs due to both the fine-grained
power gating and aggressive power saving. In Section IV,
we will show that BleG can save more leakage power over
a significantly wider range of injection rates.

Break-even time limit: In existing NoC power gating
approaches, a powered-off router (or router component) should
be woken up whenever a packet encounters this router. If
the time that a router has been power gated is shorter than
the break-even time (generally assumed to be 10 cycles) [3],
instead of saving leakage power, the power gating mechanism
would consume even more power due to the wakeup charging.
In contrast, BleG mitigates the impact of break-even time
limitation. This is because the power gating decisions are made
interval by interval, and each interval can last more than 100
cycles (when Cg reaches 100), which is much longer than the

break-even time.

B. Multi-Flit Packet Injection Architecture

The first difficulty of applying backpressureless flow control
in cache coherent systems is the multi-flit packet truncation
and reassembly. To avoid them, this section modifies the multi-
flit packet injection architecture.

Injection-induced multi-flit packet truncation occurs when
an injecting packet is interrupted by another packet to avoid
buffer overflow or packet dropping. To allow a multi-flit
packet to be injected without truncation in a backpressureless
network, there should exist one input link that is consecutively
free of incoming flits until the whole packet finishes injection
[27]. However, the lack of buffer backpressure makes it
difficult to prevent flits of the upstream router from using this
link. Therefore, when a multi-flit packet is partially injected,
a possible scenario is that suddenly all connected links have
incoming flits, but none of these flits is to be ejected. Under
this circumstance, we need to allocate 4 output ports to 5 input
ports. To avoid buffer overflow, the injection of the multi-flit
packet has to be interrupted, causing packet truncation. To
maintain in-order flit delivery in a packet, the truncated packet
should be reassembled at the destination. The reassembly
incurs both a higher dynamic power for header information
transmission and a longer latency as analyzed in Section II-B.

To avoid injection-induced packet truncation, a possible so-
lution is to add more buffers in each input port to temporarily
store the incoming flits. However, assuming that a packet
consists of 5 flits, this solution would require adding 5 buffers
in each input port and induce much hardware overhead.

We modify the injection architecture for multi-flit packet to
avoid packet truncation. Neither packet reassembly nor addi-
tional buffers are required. We observe that these additional
buffers are no longer required if incoming flits can be stored
in the buffers of the local input port. This is because when
a flit is injected, a buffer in the local input port is released.
Therefore, we address this problem by chaining one randomly
chosen input port (denoted as a direction input port) with the
local input port. An incoming flit from the link connected with
the direction input port is allowed to use buffers of both input
ports. When a flit is injected, this flit will release a buffer in
the local input port. Then this released buffer of the local input
port can be used to temporarily store the incoming flit of the
direction input port. This method can be viewed as virtually
increasing the number of available buffers in the direction
input port to store incoming flits. With such an injection
architecture, we only need to allocate 4 output ports for 4
input ports, such that packet truncation can be avoided.

Figure 3 shows the injection architecture as an example of
avoiding packet truncation. The upper pale blue box shows
the direction input port (in Figure 3 none of the 5 buffers are
power gated). The lower pale blue box shows the local input
port. These two input ports are connected by the chaining
path. The large capital letters ’A’, ’C’ and ’D’ denote flits
belonging to different packets and their subscripts denote the
flit type (’H’: a head flit, ’B’: a body flit, ’T’: a tail flit). Only
one flit of these two input ports can use the crossbar at a time.
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When flit AH is being injected, all flits of packet C wait in the
direction input port. The incoming flit DH passes through the
chaining path and is buffered in the injection buffer released
by flit AH . In the subsequent cycles, flits of packet A are
injected consecutively without truncation, and the incoming
flits of packet D are buffered in the injection buffers released
by packet A.

One possible concern is that the chaining path itself can
become faulty. To improve fault tolerance, there are chaining
paths between the local input port and all other input ports.
But we statically select one input port as the direction input
port and disable other chaining paths.

In the injection process, if there is a flit in the local input
port, this flit is allowed to be injected when any of the
conditions below is met. First, a complete packet has just been
transmitted from the direction input port and currently there is
no outstanding flit in the direction input port buffers. Second,
after the head flit of the injecting packet is injected, the rest
flits of this packet should be consecutively injected after this
head flit. When there is an incoming flit on the link connected
with the direction input port, this flit should be buffered in the
local input port via the chaining path if another flit is being
injected and the direction input port buffer queue is full.

To make the injection architecture able to avoid packet
truncation regardless of the number of powered-on buffers in
the direction input port, the buffers of the local input port
should never be power gated. The local input port uses on/off-
based buffer backpressure [20] to manage the transmission of
packets from the network interface.

C. Progressive recovery for livelock freedom and protocol
deadlock freedom

Existing backpressureless approaches would bring about
multi-flit packet truncation when dealing with the deflections
induced livelocks. The protocol deadlock problem is also not
well addressed. To address these problems, we propose a
progressive recovery framework that can achieve both livelock
freedom and protocol deadlock freedom.

1) Necessity to use progressive recovery:
Instead of proactively avoiding livelocks and separating differ-
ent message classes to avoid protocol deadlocks, BleG relaxes
the restrictions on the network until potential livelocks or
protocol deadlocks are detected. Then BleG uses a progressive
recovery framework to recover from both the livelocks and
protocol deadlocks.
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Fig. 4. The largest number of hops that packets have traversed under
benchmark traces of Synfull. The network configuration is given in Section IV.
Synfull models the cache coherence protocol. Therefore, with a finite network
interface queue length, theoretically livelocks and protocol deadlocks could
form.

Relaxing the restrictions when the network is free of
livelocks or protocol deadlocks can gain more power sav-
ing and performance improvement. Existing backpressureless
approaches achieve livelock freedom by giving a packet the
highest priority and ensuring that this packet will reach its
destination. The prioritized packet should never be deflected
and can often truncate other packets. For example, BLESS
[27] uses an age-based priority. CHIPPER [12] designates the
source router and MSHR id of one packet that is prioritized
over other packets. A different one is AFC [19] that uses
flit-by-flit routing to achieve probabilistic livelock freedom
[10]. All these avoidance-based mechanisms have to truncate
multi-flit packets to achieve livelock freedom. However, with a
recovery-based mechanism, there is no need for packets to be
truncated when the network is free of livelocks. Consequently,
the additional dynamic power and reassembly latency can be
avoided. The idea of recovery can also be used to address
protocol deadlocks. If the network is free of protocol dead-
locks, the network does not need to strictly separate different
message classes.

However, the efficacy of a recovery-based mechanism is
highly dependent on the probability of livelocks and protocol
deadlocks. A lower probability can minimize the negative
impact due to the power and performance overheads of the
recovery procedures.

To illustrate the low probability of livelocks and protocol
deadlocks, we conduct a case study in Figure 4 and plot
the largest number of hops that packets have traversed in
BleG. The largest number of hops can be used to track a
potential livelock, because a packet trapped in livelocks would
be constantly routed without ever reaching its destination and
the largest number of hops would be very high. The largest
number of hops can also be used to track a potential protocol
deadlock in a backpressureless network. If a protocol deadlock
occurs in a backpressureless network (e.g. with only request
and reply packets), the request packets in the network cannot
be ejected because the network interface input queue is full.
These request packets are also constantly routed even if they
can reach their destinations. Therefore, a protocol deadlock
can also significantly increase the largest number of hops.

We run BleG in an 8×8 mesh network without any live-
lock or protocol deadlock freedom mechanisms under real
workloads adopted from Synfull [4]. In the results given in
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Figure 4, the largest number of hops is 643, which implies that
few livelocks or protocol deadlocks occur and is in accordance
with the observations of [39]. The low probability of livelocks
and protocol deadlocks in BleG can be explained by two
reasons. First, the average injection rate of Synfull is not high.
Second, both the fine-grained buffer power gating and injection
architecture of BleG can physically or virtually change the
number of powered-on buffers, thereby creating randomness in
the formation of livelocks and protocol deadlocks and helping
avoid them.

Based on the above analyses, it is reasonable to turn to a
recovery framework to handle the problems of livelocks and
protocol deadlocks.

2) Detailed detection and recovery procedures design:
The progressive recovery mechanism of BleG includes how
to detect and how to recover from both livelocks and protocol
deadlocks.

Detection: Two criteria are used to detect livelocks and
protocol deadlocks. The first criterion is the number of hops
that a packet has traversed. Every head flit spares 8 bits to
record the number of hops. If a router detects that a packet has
traversed 255 hops, a potential livelock or protocol deadlock is
detected. The second criterion is the input queue length and is
for expediting the detection of protocol deadlocks. When the
network interface input queues are consecutively full for over
a threshold time, e.g. 30 cycles, a potential protocol deadlock
is detected.

Recovery: During the recovery, the network is free of
livelocks or protocol deadlocks, so that all packets in the
network will be ejected and the network is fully recovered
after the recovery. This is the fundamental idea of the recovery
mechanism. To achieve livelock freedom, all multi-flit packets
are forced to be truncated and sent flit-by-flit, thereby enabling
probabilistic livelock freedom [19]. This requires a small
subnetwork that is only powered-on during the recovery for
header information transmission. To achieve protocol deadlock
freedom, the whole network is time-multiplexed by different
time domains and each time domain is assigned to a message
class. For example, with a cache coherence protocol of only
request and reply packets, BleG uses two time domains to
separate them. The time domains of the whole network are
the same at any one time and change every cycle. In the first
time domain, only reply flits are routed and reply flits from
network interface can be injected. In the second time domain,
both request and reply flits can be routed but the injection is
forbidden. In this way, reply flits are never blocked by request
flits and can always reach their destinations, thereby resolving
protocol deadlocks.

To further detail the recovery framework, Figure 5 plots the
flow chart of BleG recovery procedures. After a livelock or
a protocol deadlock is detected, the network starts recovery
procedures which include 4 stages (tag2 ∼ tag5 in Figure 5).
The recovery procedures require a 1-bit wire grid, 2 additional
buffers in every input port (except for the local input port)

3The value ’64’ corresponds to the unluckiest packet that undergoes more
deflections than other packets. The average number of hops is still close to a
network without deflections.
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Fig. 5. Flow chart of BleG livelock recovery. After the livelock (or protocol)
detection, the recovery procedures include 4 stages as the grey boxes show.

to avoid buffer overflow and a small subnetwork for header
information transmission in flit-by-flit routing.
• Preparation stage (tag2): When a router detects a livelock,

this router places a voltage pulse on the 1-bit wire grid to
inform all other routers of the livelock. After receiving the
pulse, all routers wake up the additional buffers and the
subnetwork. Packet injection and routing stay as normal.
• Broadcast stage (tag3): This stage synchronizes the time

domains of all routers. When the router that detects the
livelock has woken up the buffers, this router generates and
broadcasts a triggering message via normal links. The message
carries a countdown so that all routers will enter the next
stage simultaneously with the same time domain. The paths
of broadcast is recorded for the empty confirmation state.
• Recovery stage (tag4): This stage uses flit-by-flit routing

and time-multiplexing to eject all packets as described above.
• Empty confirmation stage (tag5): When a router finds that

the input queues of its network interface are free, and it has not
received any flits for 3 consecutive cycles, it enters the empty
confirmation stage. It starts sending an empty message. The
empty message is backpropagated to the router that detects the
livelock via the recorded paths. When the router that detects
the livelock has gathered empty messages from all routers,
this router places a voltage pulse on the wire grid to finish the
recovery procedures (tag6).
• Subnetwork for header information transmission: The

subnetwork has a similar configuration with the main network,
except that it does not have route computation units and
allocators, and is only wide enough to carry the header
information. Because BleG avoids packet truncation when
there is not livelock, the sunbetwork is usually power gated.
During the preparation stage, the subnetwork is woken up.
During the broadcast stage, the header information of head
flits are copied to the buffers of the subnetwork so that body
and tail flits can carry the header information. The subnetwork
is strictly synchronized with the main network in terms of
allocation and routing.

The whole detection and recovery procedures do not cause
any packet dropping or retransmission. The main performance
overhead is the increased latency. This is because time-
multiplexing increases the latency per hop [37] and packet
reassembly is required. However, because the probability of
livelocks and protocol deadlocks is low unless the network
becomes deeply saturated, this performance overhead is neg-
ligible to the overall network performance. The recovery
procedures also incur power overheads in terms of the ad-
ditional message transmission, the subnetwork and recovery
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controllers. However, these power overheads are mitigated
in a large degree because of the idea of using recovery. In
the evaluation, we have considered all these performance and
power overheads and show that BleG still achieves a satisfying
tradeoff between performance and power saving.

IV. EVALUATION

In this section, we present experimental results of BleG
compared with other approaches. All the experiments are
performed using gem5 [7] simulator with Garnet2.0 [1] in an
8x8 mesh network. The network of BleG is backpressureless
whereas the network of other approaches uses credit-based
buffer backpressure [10]. To avoid protocol deadlocks, the
network of other approaches with buffer backpressure has
3 VNets and each VNet has 1 packet-sized VC. The size
of data packets is 5 flits and the size of control packets is
1 flit. The flit size is 128 bits. The network of BleG has
only 1 VC with 7 buffers, 2 of which are only powered-on
during the recovery process. The local input port has 5 buffers.
The direction input port of every router is randomly selected.
The router model we used has 1 cycle router latency [30]
and 1 cycle link traversal latency. All approaches use non-
atomic VC allocation [6] and buffer bypassing [18], so that
the performance and power consumption are optimized for
the 1-VC network. When a router or a buffer is power gated,
the power supply is completely cut off. We assume that the
wakeup time of a router is 8 cycles [9] and the wakeup time
of a buffer is 2 cycles [23]. The break-even time for power
gating routers (or router components) is 10 cycles [9], [23].

After gathering the runtime statistics, we use DSENT [35] to
estimate network power consumption under 22 nm technology.
The frequency is 1 GHz and the router delay is 0.87 ns. For
routers with different numbers of ports, the unused buffers
and crossbars are power gated. We also consider the power
overheads due to additional custom components. The power
overheads of the counters and the recovery controller in each
router is 7.44e-5 W, which is calculated by summing up the
leakage power of all individual gates [21], [35]. Other power
overheads are derived from DSENT.

In the experiments conducted in a fault-free network, BleG
uses DOR for route computation and is compared with the
following approaches:

No-PG: A baseline network without power gating. DOR is
used for route computation.

Power Punch: A state-of-the-art power gating approach
that power gates whole routers and uses DOR for route
computation.

Flexibuffer: A fine-grained buffer power gating approach
that uses DOR for route computation.

Panthre: A power gating approach that uses the same
routing tables from ARIADNE [2] for route computation.
ARIADNE is a fault-tolerant routing algorithm that uses
up*/down* routing restrictions for deadlock freedom.

In the experiments conducted in faulty networks, Power
Punch is not compared with because it is not applicable to a
faulty network. Because Flexibuffer needs to be combined with
both a routing algorithm and a deadlock freedom mechanism

for correct function, we compare with two different imple-
mentations of Flexibuffer. The first one combines Flexibuffer
and ARIADNE (denoted as ’A+Flexibuffer’). The second one
combines Flexibuffer with the deadlock recovery framework
of SPIN [33] and the routing tables of ARIADNE (but
the up*/down* routing restrictions are removed, denoted as
’S+Flexibuffer’). BleG is combined with the routing tables
from ARIADNE for route computation. However, because
BleG is backpressureless and avoids routing deadlocks, the
up*/down* routing restrictions are removed. In summary,
BleG is compared with the following approaches:

No-PG: A baseline network without power gating. The
same routing tables from ARIADNE are used for route com-
putation.

A+Flexibuffer: A fine-grained buffer power gating ap-
proach that uses the same routing tables from ARIADNE for
route computation.

S+Flexibuffer: A fine-grained buffer power gating approach
that uses the routing tables from ARIADNE for route com-
putation. The up*/down* routing restrictions are removed and
SPIN is integrated for deadlock freedom.

Panthre: A power gating approach that uses the same
routing tables from ARIADNE for route computation.

A. Under Synthetic Traffic Patterns
Figure 6∼8 plot the latency and network power comparisons

under synthetic traffic patterns. The runtime is 100K cycles
and the warmup time is 10K cycles. The network of Figure 6
is free of faulty links. The network of Figure 7 has a fixed
clustered distribution of 5 faulty links. The links between
the following pairs of routers are faulty: (27, 26), (27, 35),
(27, 28), (28, 20), (28, 29). The network of Figure 8 has
a fixed distribution of 10 faulty links. The links between
the following pairs of routers are faulty: (39, 31), (41, 49),
(17, 25), (10, 11), (41, 40), (50, 58), (35, 27), (60, 52), (20,
21), (27, 28). Although the same number of faulty links can
create multiple different faulty topologies, we only show two
specific topologies here to illustrate how the latency and power
consumption generally change as the injection rate increases.
Other numbers and distributions of faulty links can generate
similar trends.

In Figure 6, BleG can reduce the power consumption of
No-PG by up to 59%, at the expense of 12% and 7% of
saturation point under uniform random and bit complement
traffic respectively. BleG is more energy proportional because
it is able to consistently reduce the power consumption even if
the network is near saturation. Another remarkable advantage
of BleG is that BleG incurs little zero-load latency penalty.
Because BleG does not power gate crossbars and is based on
a backpressureless network, a packet is not prevented from
reaching downstream routers even if the downstream routers
have no powered-on buffers, thereby avoiding the blocking
latency problem which is universal in other power gating
approaches [3], [9]. Besides, as shown in Figure 2, the low
overall deflection rate under low traffic loads ensures that
deflections do not incur much additional latency.

Flexibuffer also incurs little zero-load latency penalty. This
is because Flexibuffer maintains at least 3 powered-on buffers
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(b) Normalized power comparison

Fig. 6. Comparisons under synthetic traffic patterns in a fault-free network. The results of power are normalized to No-PG.
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(b) Normalized power comparison

Fig. 7. Comparisons under synthetic traffic patterns in a faulty network with 5 faulty links. The results of power are normalized to No-PG.
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(b) Normalized power comparison

Fig. 8. Comparisons under synthetic traffic patterns in a faulty network with 10 faulty links. The results of power are normalized to No-PG.
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(b) Average zero-load power consumption comparison

Fig. 9. Average zero-load latency and power consumption comparisons in faulty networks. The results of power are nomalized to No-PG.

to cover the buffer wakeup latency. However, compared with
BleG, Flexibuffer has a slightly lower saturation point and
is only capable of reducing the power consumption of No-
PG by up to 13%. Power Punch reduces more power than
BleG when the traffic load is near zero. This is because Power
Punch can power gate both buffers and crossbars while BleG
can only power gate buffers. However, Power Punch incurs a
high latency penalty due to packet blocking in a single-cycle
router pipeline network. In Power Punch, the authors assume
a 3-stage router pipeline [9] so that an 8-cycle router wakeup
latency can be completely hidden by sending wakeup signals
3 hops ahead. Therefore, in the network with 1-stage router
pipeline of Figure 6, Power Punch fails to completely hide the

router wakeup latency. When the injection rate is low, Panthre
has neither a large power saving nor a small latency penalty,
which can be attributed to the serious packet misroutes. When
the network becomes over-saturated, although Panthre con-
sumes less power compared with other approaches, this comes
at the expense of a 40∼60% lower over-saturation throughput.
The up*/down* routing (ARIADNE) used by Panthre is not
comparable to DOR in terms of throughput in a fault-free
network.

In Figure 7 and 8, BleG and S+Flexibuffer have the lowest
zero-load latency due to the removal of up*/down* routing
restrictions. Panthre has the longest latency due to both routing
restrictions and packet detours. BleG can reduce the power
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(b) Normalized power consumption comparison

Fig. 10. Breakdown of latency and power consumption under real workloads in a fault-free network. The results are normalized to No-PG.
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(b) Normalized power consumption comparison

Fig. 11. Breakdown of latency and power consumption under real workloads in a faulty network, with the topology of Figure 8. The results are normalized
to No-PG.

consumption of No-PG by up to 59%. A particular difference
compared with the fault-free results of Figure 6 is that, instead
of reducing the saturation point, BleG increases the saturation
point of No-PG by 52% under uniform random traffic and
87% under bit complement traffic in Figure 7, and by 77%
under uniform random traffic and 91% under bit complement
traffic in Figure 8. This is because the deflections of BleG
bring about a better adaptivity and improves the network
bandwidth utilization. Therefore, although BleG consumes
more power when the network becomes over-saturated, the
energy-delay product (EDP) of BleG is in fact over 22∼30%
lower than No-PG. Compared with BleG, other approaches
such as S+Flexibuffer, A+Flexibuffer and Panthre merely
achieve a conservative power reduction. Existing power gating
mechanisms that are applicable to faulty NoCs can only
achieve conservative power saving and can incur significant
performance loss. When the network becomes over-saturated,
S+Flexibuffer suffers from over-saturation throughput degra-
dation. Therefore, S+Flexibuffer can reduce the power con-
sumption by approximately 40% while it increases the EDP
of No-PG by nearly 100% actually.

Figure 9 shows the average zero-load latency and power
consumption of BleG and other approaches in faulty networks.
For each number of faulty links, we keep randomly generating
different topologies for evaluation until the average results
stabilize. BleG consistently has the lowest latency and the
greatest power saving, which is in accordance with Figure
7∼8. Due to the removal of up*/down* routing restrictions,

S+Flexibuffer has a slightly lower latency than ARIADNE and
A+Flexibuffer. The power saving of A+Flexibuffer is almost
equal to that of S+Flexibuffer. Although Panthre saves more
power than A+Flexibuffer and S+Flexibuffer, it incurs a longer
latency due to the excessive detours.

B. Under Real Workloads
Figure 10 and 11 plot the breakdown of latency and power

consumption under real workloads. The workloads are adopted
from Synfull [4]. The configurations of the workloads and
cores in an 8 × 8 network are the same as [4], [25]. The
runtime is 5M cycles. All results are normalized to the latency
and power consumption of No-PG. The latency is decomposed
into zero-load latency and congestion latency. The congestion
latency includes the latency due to unnecessary queueing,
deflections and buffer stalling. The power consumption is
decomposed into the dynamic and static power of links (link-
dyn and link-sta), buffers (buf-dyn and buf-sta) and other net-
work components (oth-dyn and oth-sta). The dynamic power
of buffers is almost negligible because we have used buffer
bypassing technique for all approaches in the experiments. The
dynamic power and static power of crossbars are included in
link-dyn and link-sta, respectively. The dynamic power and
static power of other components, such as clocks, allocators,
BleG recovery controllers and the subnetwork, are included in
oth-dyn and oth-sta, respectively. All the latency and power
overheads incurred by the progressive recovery procedures in
BleG are taken into consideration.
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Fig. 12. Runtime comparisons when the protocol deadlocks occur frequently,
the results are normalized to the baseline that uses multi-VNet for protocol
deadlock avoidance

In Figure 10, BleG on average increases the latency by
merely 3% while reducing the overall power consumption by
56%. The backpressureless flow control and the low deflection
rate mitigate the blocking latency problem. Besides, BleG
saves power at a very slight expense of saturation point, as
shown in Figure 6. Therefore, BleG has a similar performance
to No-PG. In terms of power consumption, although the de-
flections and recovery procedures of BleG increase the power
consumption to some extent, the small increase is however
completely offset by the drastic reduction in buffer static
power. Although Power Punch reduces the power consumption
by 67% on average and is more energy-saving than BleG, it
incurs a 74% latency penalty and is not suitable to applications
that are sensitive to memory latency. Flexibuffer increases
the latency by 15% but conservatively reduces the power
consumption by only 13%. Panthre increases the latency by
44% and only reduces the power consumption by 14%. It is
obvious that BleG achieves the best tradeoff between power
consumption and performance on a fault-free network.

In Figure 11, because BleG significantly improves the
saturation point in a faulty network due to better adaptiv-
ity as shown in Figure 7∼8, BleG reduces the congestion
latency of the baseline. The zero-load latency of BleG and
S+Flexibuffer is also slightly lower than other approaches
because the up*/down* routing restrictions are removed. Due
to the aggressive power gating of buffers, BleG again achieves
the greatest power saving.

C. Additional Experiments

1) Recovery efficiency:
Due to the low average injection rate of Synfull benchmarks,
the frequency of livelocks and protocol deadlocks is low in the
experiments of Figure 10 and Figure 11. To better illustrate
the recovery efficiency of BleG, we conduct experiments that
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Fig. 13. Impact of the deflection rate threshold. The assigned traffic pattern
is bit complement and the network is fault-free. Results are normalized to the
5% case.

model the cache coherence under synthetic traffic [24], [39]
and stress the network with heavy traffic loads. There are
request and reply packets. Every processor needs to generate
10000 request packets in total. When the request packet
reaches its destination, the destination sends a reply packet
back to the source after 80 cycles to model the memory
latency. The runtime is the shortest time for all processors to
receive 10000 complete reply packets. When a processor has
sent 16 request packets but has not received any reply packets
back, it stops sending request packets to model the limited
number of MSHRs. Otherwise, the processor generates request
packets at the rate of 1 packet/cycle. The network interface
has separate input and output queues for both request and
reply packets. Each queue is 16 packet-sized. The frequency
of livelocks and protocol deadlocks is higher due to the high
injection rates. For example, the protocol deadlocks occur once
every 970 cycles under uniform random traffic. Figure 12 plots
the runtime comparisons in both fault-free and faulty networks.
The runtime of BleG is normalized to the baseline that uses
multiple VNets (each with 1 VC) to achieve protocol deadlock
avoidance. In Figure 12(a), the runtime of BleG is on average
8.9% higher than the baseline. This is in accordance with
Figure 6(a) that BleG incurs no zero-load latency overhead
and a slight reduction in saturation point. In Figure 12(b), the
runtime of BleG is on average 37.8% lower than the baseline.
The significant reduction in runtime can be attributed to
both the high recovery efficiency and the improved saturation
point in faulty networks, as also shown in Figure 7(a) and
Figure 8(a). Figure 12 illustrates that the recovery efficiency
of BleG is acceptable in a heavily loaded network. In real
systems, due to high cache hit rate, the rate that request packets
are generated would be much lower and the runtime gap would
be much smaller.

2) Deflection rate threshold:
We conduct experiments for the sensitivity study of the
deflection rate threshold configuration. Figure 13 plots the
normalized latency and power consumption comparisons as
the injection rate increases. Different curves represent BleG
configured with different deflection rate thresholds. In the
figure of latency comparison, BleG with a smaller threshold
generally has a lower latency. This is because a smaller thresh-
old tends to wake up more buffers to reduce the deflection
rate and the latency, making the power gating mechanism
more conservative. But the latency difference is quite small.
In the figure of power comparison, BleG with the threshold
of 9% usually consumes the least power. When the threshold
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is greater than 5%, more buffers can stay powered-off and
more buffer leakage power is saved. Additionally, we observe
that as the injection rate increases and the network becomes
more congested, many input ports require all buffers to be
woken up regardless of the deflection rate threshold. Therefore,
the power consumption gap among different choices of the
thresholds becomes smaller.

3) Hardware overhead:
The additional hardware required by BleG mainly includes:

• Buffer power gating: BleG uses the modified linked-list
buffer management proposed in Flexibuffer [23] to manage the
aggressive fine-grained buffer power gating. BleG also requires
2 counters at every input port for deflection rate comparison.

• Injection architecture: BleG requires the chaining paths to
avoid injection-induced packet truncation.

• BleG requires a one-bit wire grid to start and finish the
recovery procedures. During the recovery, 2 additional buffers
at every input port are used to avoid buffer overflow and a 16-
bit subnetwork is used for header information transmission.
There are some other necessary components (e.g. the finite
state machine) at every router for the recovery procedures
described in Section III-C2.

By synthesizing the modified router using the Design Com-
piler under 45nm TSMC library, the area of a baseline router
is 68033 µm2. The area of BleG router is 74553 µm2. BleG
incurs a hardware overhead of approximately 9.6%. Although
not trivial, the hardware overhead is worthwhile considering
the significant power saving and throughput improvement of
BleG in faulty NoCs.

V. CONCLUSION

Existing NoC power gating approaches are either not ap-
plicable to faulty topologies or conservative in power saving.
We propose to apply backpressureless flow control for fine-
grained buffer power gating. The packet injection architecture
is modified and a progressive recovery framework is designed
to tackle packet truncation and protocold deadlocks. A better
tradeoff between power and performance can be achieved. In
future work, increasing the saturation point and reducing the
deflection rate will be considered.
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