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ABSTRACT

The superior controllability of the cerebellum has motivated
extensive interest in the development of computational cere-
bellar models. Many models have been applied to the motor
control and image stabilization in robots. Often computation-
ally complex, cerebellar models have rarely been implemented
in dedicated hardware. Here, we propose an efficient hardware
design for cerebellar models using approximate circuits with a
small area and a low power. Leveraging the inherent error toler-
ance in the cerebellum, approximate adders and multipliers are
carefully evaluated for implementations in an adaptive filter
based cerebellar model to achieve a good tradeoff in accuracy
and hardware usage. A saccade system, whose vestibulo-ocular
reflex (VOR) is controlled by the cerebellum, is simulated to
show the applicability and effectiveness of the proposed design.
Simulation results show that the approximate cerebellar circuit
achieves a similar accuracy as an exact implementation, but it
saves area by 29.7% and power by 37.3%.
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1 INTRODUCTION

The human beings’ superior ability to accurately control com-
plex movements, due to the cerebellum, has engaged consider-
able attention. Many computational models have been proposed
to explain and mimic the cerebellar function for signal process-
ing and motor control applications. However, little has been
done on implementing the cerebellar model in hardware due to
its high complexity. Meanwhile, approximate computing has
emerged for energy-efficient and high-performance processing
with some loss in accuracy [6]. As the cerebellum and its models
are inherently error-tolerant, approximate computing circuits
are utilized in the hardware implementation of a cerebellar
model in this paper.

Many cerebellar models have been proposed, including the
perceptron based model [1, 13], the continuous spatio-temporal
model [3] and the higher-order lead-lag compensator model [7].
However, the most widely used cerebellar model is based on the
adaptive filter [5] due to its low complexity and high structural
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resemblance to the cerebellum. Therefore, an efficient hardware
design using approximate arithmetic circuits is proposed for
the adaptive filter based cerebellar model.

2 CEREBELLAR MODEL DESIGN

Fig. 1 shows a connection network of cerebellar cells [8], where
the Purkinje cell (PC), granule cell (GC), Golgi cell (Go),
mossy fibre (MF) and climbing fibre (CF) are key elements for
the cerebellum. In the adaptive filter based cerebellar model,
the GC and Go are combined and simplified to a tap-delay line
[11]. The output of the PC is given by

𝑧(𝑡) =

𝑁−1∑︁
𝑖=0

𝑤𝑖(𝑡) · 𝑥𝑖(𝑡), (1)

where 𝑤𝑖(𝑡) is the synaptic weight between the 𝑖𝑡ℎ parallel fibre
(PF) and the PC, 𝑥𝑖(𝑡) = 𝑢(𝑡− 𝑇 𝑖) is the delayed input, 𝑇 is
the constant delay of the Go-GC system, and 𝑁 is the number
of synapses. The synaptic weights are updated by the error
signal carried by the CF according to the least mean square
(LMS) algorithm. The LMS algorithm is formulated as

𝑤𝑖(𝑡+ 𝑇 ) = 𝑤𝑖(𝑡) + 𝜇 · 𝑒(𝑡) · 𝑥𝑖(𝑡), 𝑖 = 0, 1, · · · , 𝑁 − 1, (2)

where 𝜇 is the step size, and 𝑒(𝑡) = 𝑑(𝑡) − 𝑧(𝑡) is the error
between the desired signal 𝑑(𝑡) and the PC output.

...

Figure 1: A connection network of cerebellar cells.

As per (1) and (2), 3𝑁 multipliers and 2𝑁 adders are re-
quired for the circuit implementation of the model. As the
number of PF-PC synapses is very large (around 200,000) [13],
𝑁 can be very large and the cerebellar model requires a large
number of multipliers and adders. Taking advantage of the
fault-tolerance of the cerebellar model, approximate adders
and multipliers are used in the proposed design to reduce its
hardware consumption.

The weighted sum operation computing 𝑧(𝑡) indicates that
the average errors of the approximate multiplier and adder de-
termine its accuracy. Therefore, the approximate radix-8 Booth
multiplier (ABM2) [9] and the lower-part-OR adder (LOA) [12]
with low average errors and low power-delay products (PDPs)
are chosen according to the comparative evaluation in [10].
ABM2 is redesigned as an 𝑛× 𝑛 fixed-width multiplier with 𝑛
approximated bits (with error compensation) in the recoding
adder and (𝑛 − 1) truncated least significant bits (LSBs) of
partial products. For an 𝑛-bit LOA, 𝑘 LSBs are added by using
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OR gates, and an AND gate is used to generate a carry-in
signal for the more significant bits processed by an (𝑛− 𝑘)-bit
exact adder. It is referred to as LOA-𝑘.

3 EVALUATION

The cerebellum plays a key role in the control of eye move-
ment in the saccade system; this involuntary eye movement
is referred to as the vestibulo-ocular reflex (VOR). The VOR
stabilizes a visual stimulus into the center of the retina (fovea)
for a clear vision when the head moves [2]. Fig. 2 shows a
simplified model of the VOR, where the cerebellum works
as a forward model to predict the eye plant output and to
compensate the movement command indirectly. In the saccade
system, the head movements are sensed by the vestibular sys-
tem consisting of semicircular canals and the otolith organs
[14]. As a first study, only the horizontal head velocity sensed
by the horizontal canal is considered as the input. The hori-
zontal canal is modeled as a high-pass filter, 𝑉 (𝑠) = 𝑠

𝑠+1/𝑇𝑐
,

where 𝑇𝑐 = 6𝑠 [14]. The brainstem acts as a control center
that receives the sensory information and compensation signals
from the cerebellum. It then generates commands to drive the
eye muscles for movement. The transfer functions of the brain-
stem and the eye plant are given by 𝐵(𝑠) = 𝐺𝑑 +

𝐺𝑖
𝑠+1/𝑇𝑖

and

𝑃 (𝑠) = 𝑠(𝑠+1/𝑇𝑧)
(𝑠+1/𝑇1)(𝑠+1/𝑇2)

, respectively, where 𝐺𝑑 = 1, 𝐺𝑖 = 5.05,

𝑇𝑖 = 500𝑚𝑠, 𝑇1 = 370𝑚𝑠, 𝑇2 = 57𝑚𝑠 and 𝑇𝑧 = 200𝑚𝑠 [4].
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Figure 2: A simplified model of the VOR.

To evaluate the accuracy of the approximate cerebellar
model, the saccade system in Fig. 2 is implemented in MAT-
LAB. The cerebellar model is implemented in an 𝑛-bit fixed-
point format consisting of 1 sign bit and (𝑛− 1) fractional bits.
Fig. 3 shows the retinal slip (error signal) during a 5𝑠 training,
where the constant delay 𝑇 is 1𝑚𝑠, 𝑁 is 128, and the step
size 𝜇 is set to 2−8 (to simplify the multiplication to a shift
operation). Fig. 3 shows that the accurate 20-bit fixed-point
cerebellar model produces the lowest stable retinal slip, and
the 18-bit implementation produces a slightly higher one, while
the retinal slip of the 16-bit implementation does not converge.

Two 20-bit fixed-point approximate models, AP(6, 2) and
AP(8, 2), are considered. In AP(6, 2), all multiplications are
implemented by 20× 20 approximate Booth multipliers, the
adder tree computing (1) is implemented by LOA-6’s, and
LOA-2’s are used to update the synaptic weights because (2)
is more sensitive to errors. For AP(8, 2), the only difference is
that LOA-8 is used for the adder tree. The simulation results
in Fig. 3 show that AP(6, 2) generates a similar retinal slip
with the accurate 18-bit implementation, while the retinal slip
of AP(8, 2) converges to a slightly larger value.

The circuit characteristics of the cerebellar designs that re-
sult in similar retinal slips are shown in Table 1. The synthesis
results are reported for the critical path delay, area and power
dissipation by the Synopsys design compiler in STM 28𝑛𝑚
CMOS technology; the power is estimated under a clock fre-
quency of 125𝑀𝐻𝑧. With a similar accuracy, the AP(6, 2) is
faster by 17.3%, and consumes a smaller area by 37.3% and
a lower power by 29.7% than the accurate 18-bit design. As

Figure 3: The retinal slip during a 5𝑠 VOR training.

Table 1: Circuit measurements of the cerebellar de-
signs.

Design
Delay
(ns)

Area
(𝑢𝑚2)

Power
(𝑚𝑊 )

PDP
(𝑝𝐽)

Accurate (18-bit) 7.01 332,616 12.08 84.68

AP(6, 2) 5.80 208,696 8.49 49.24

AP(8, 2) 5.76 207,274 8.41 48.44

a result, a saving of 41.9% in PDP is obtained by using ap-
proximate multipliers and adders in the adaptive filter based
cerebellar model.

4 CONCLUSION

This paper proposes an efficient hardware design for the adap-
tive filter based cerebellar model using approximate multipliers
and approximate adders. The simulation results show that the
approximate cerebellar model (AP(6, 2)) achieves a similar
accuracy as the exact 18-bit design. However, AP(6, 2) is more
efficient in hardware than the accurate 18-bit design, with a
reduction of PDP by 41.9%.

REFERENCES
[1] James S Albus. 1971. A theory of cerebellar function. Mathematical

Biosciences 10, 1-2, 25–61.
[2] Marco Antonelli, Angel J Duran, Eris Chinellato, and Angel P

Del Pobil. 2015. Adaptive saccade controller inspired by the pri-
mates’ cerebellum. In ICRA. 5048–5053.

[3] Thomas W Calvert and Frank Meno. 1972. Neural systems modeling
applied to the cerebellum. IEEE (SMC) 3, 363–374.

[4] Paul Dean, John Porrill, and James V Stone. 2004. Visual awareness
and the cerebellum: possible role of decorrelation control. Progress
in brain research 144, 61–75.

[5] M Fujita. 1982. Adaptive filter model of the cerebellum. Biological
cybernetics 45, 3, 195–206.

[6] Jie Han and Michael Orshansky. 2013. Approximate computing: An
emerging paradigm for energy-efficient design. In ETS.

[7] Michael Hassul and Patricia D Daniels. 1977. Cerebellar dynamics:
the mossy fiber input. TBME 5, 449–456.

[8] Masao Ito. 2006. Cerebellar circuitry as a neuronal machine.
Progress in neurobiology 78, 3, 272–303.

[9] Honglan Jiang, Jie Han, Fei Qiao, and Fabrizio Lombardi. 2016.
Approximate Radix-8 Booth Multipliers for Low-Power and High-
performance Operation. TC 65, 8, 2638–2644.

[10] Honglan Jiang, Cong Liu, Leibo Liu, Fabrizio Lombardi, and Jie
Han. 2017. A Review, Classification and Comparative Evaluation
of Approximate Arithmetic Circuits. ACM JETC 13, 4.

[11] Alexander Lenz, Sean R Anderson, Anthony G Pipe, Chris Melhuish,
Paul Dean, and John Porrill. 2009. Cerebellar-inspired adaptive
control of a robot eye actuated by pneumatic artificial muscles.
IEEE (SMC) 39, 6, 1420–1433.

[12] H R Mahdiani, A Ahmadi, S M Fakhraie, and C Lucas. 2010. Bio-
Inspired Imprecise Computational Blocks for Efficient VLSI Imple-
mentation of Soft-Computing Applications. TCASI 57, 4, 850–862.

[13] David Marr and W Thomas Thach. 1969. A theory of cerebellar
cortex. The Journal of Physiology 202, 3, 437–470.

[14] Mina Ranjbaran and Henrietta L Galiana. 2015. Hybrid model of the
context dependent vestibulo-ocular reflex: implications for vergence-
version interactions. Frontiers in computational neuroscience 9.


	Abstract
	1 Introduction
	2 Cerebellar Model Design
	3 Evaluation
	4 Conclusion
	References

