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Abstract—Stochastic computing (SC) utilizes a random binary
bit stream to encode a number by counting the frequency of 1’s
in the stream (or sequence). Typically, a small circuit is used to
perform a bit-wise logic operation on the stochastic sequences,
which leads to significant hardware and power savings. Energy
efficiency, however, is a challenge for SC due to the long sequences
required for accurately encoding numbers. To overcome this
challenge, we consider to use a stochastic sequence to encode
a continuously variable signal instead of a number to achieve
higher accuracy, higher energy efficiency and greater flexibility.
Specifically, one single bit is used to encode a sample from a signal
for efficient processing. This type of sequences encodes constantly
variable values, so it is referred to as dynamic stochastic sequences
(DSS’s). The DSS enables the use of SC circuits to efficiently
perform tasks such as frequency mixing and function estimation.
It is shown that such a dynamic SC (DSC) system achieves savings
up to 98.4% in energy and up to 96.8% in time with a slightly
higher accuracy compared to conventional SC. It also achieves
energy and time savings of up to 60% compared to a fixed-width
binary implementation.

Index Terms—stochastic computing, dynamic stochastic com-
puting, dynamic stochastic sequence, frequency mixer, function
estimation.

I. INTRODUCTION

As the scaling of transistors continues, a variety of challenges
emerge for the design of computing systems. Since emerging
mobile applications such as wearable devices and self-driving
cars, require embedded, low-power and high-performance pro-
cessing units, energy efficiency has become a major concern.
As an alternative computing paradigm, stochastic computing
(SC) offers high computational density, low power and error
tolerance, which can potentially help to overcome the afore-
mentioned constraints [1].

In SC, a random binary bit stream or a stochastic sequence
is used to encode a number. The arithmetic circuits that are
used to process the sequences are area- and power-efficient
because complex functions can be implemented by simple
logic circuits to process one bit at each clock cycle. Due to
this simplicity, SC has been considered in compute-intensive
tasks such as reliability evaluation [2], [3], signal processing
[4]-[6] and machine learning [7]-[11]. However, most of the
designs rely on long stochastic bit streams to obtain a high
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accuracy, thus resulting in an inferior performance and low
energy efficiency compared to conventional arithmetic circuits.
To reduce the sequence length while maintaining a high ac-
curacy, low-discrepancy (LD) sequences, including the Halton
[12] and Sobol [13] sequences, have been considered. Although
a relatively short LD sequence is sufficient to encode a number,
the potential of SC has not yet been fully explored.

This performance bottleneck stems from the fundamental
principle of the digital encoding of analog or continuous signals
in SC, which, by itself, is likely overly ambitious to attain
without efficient encoding techniques. In [14], [15], a A — %
modulated bit stream is used as a stochastic sequence for
filtering, multiplication and image processing. However, the
A — % modulated bit streams may suffer from high signal
correlations and degrade the accuracy of the results [15].

In this paper, we propose a new type of SC that uses a
dynamic stochastic sequence (DSS) to encode a continuously
variable signal rather than a static number. In such a sequence,
the bit values show a dynamical pattern that constantly changes
with the signal amplitude. This new encoding technique en-
ables the use of single-bit SC circuits for low-power and
high-performance computing of many digital signal processing
(DSP) functions.

The contributions of this paper include the following.

1) A DSS is defined, based on which dynamic stochastic

computing (DSC) is proposed for the first time.

2) The generation of a DSS is proposed and the reconstruc-

tion of DSS’s is explicitly explained.

3) A stochastic multiplier is used to implement a frequency

mixer using DSC.

4) A more complex function, the function composition of

a Bernstein polynomial, is estimated by a multiplexing
circuit in DSC.

II. BACKGROUND

Typically, an SC system consists of three parts: the stochastic
number generator (SNG) that converts binary numbers into
stochastic sequences, the logic circuits processing the bit
streams, and the probability estimator (PE) that converts the
stochastic sequences back to binary numbers [16]. The SNG
is usually implemented by a random number generator (RNG)
and a comparator [1]; the logic circuits vary with the functions
to be performed; the PE is often realized by using a counter.
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Fig. 1: A stochastic number generator (SNG).
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Fig. 2: (a) A unipolar and (b) a bipolar stochastic multiplier.

The circuit diagram of the SNG is shown in Fig. 1. A ‘1’
is generated when a random number (RN) generated by the
RNG is smaller than the number to be encoded, x, which is
represented by an N-bit fixed-point fractional number. Since
the RNs are uniformly distributed, the probability of obtaining
a ‘1’ is approximately the value of the number to be encoded,
x € [0,1]. This encoding method is called the unipolar
representation in SC. For a number, z € [—1,1], the bipolar
representation uses a linear mapping, p = (z + 1)/2, to scale
the number to p € [0, 1] and then p is encoded by a stochastic
sequence. To obtain a higher resolution and accuracy, a longer
stochastic sequence is usually required.

The RNG in Fig. 1 can be implemented by a linear feedback
shift register (LFSR) that generates pseudorandom numbers.
Despite the inevitable bit correlation, the stochastic sequence
generated by an LFSR is considered as approximately a
Bernoulli sequence. Although the randomness in a Bernoulli
sequence minimizes signal correlation, it leads to a rather
wide distribution of the value encoded in the output stochastic
sequence. A non-Bernoulli sequence is used to reduce the
randomness in SC for reliability evaluation [2]. Recently,
Halton and Sobol sequence generators are used to produce
quasirandom numbers as the RNGs [12], [13]. The use of the
LD sequences leads to a faster convergence of the results, thus
achieving higher computation accuracy with shorter sequences.

The stochastic circuit can be combinational or sequential;
a simple logic circuit can be used to implement a complex
function. For example, an AND gate (or an XNOR gate) im-
plements a unipolar (or bipolar) multiplier, as shown in Fig. 2.
A multiplexing circuit has been used to implement Bernstein
polynomials [17] and spectral transformation has been applied
to generate a stochastic circuit that calculates a multi-linear
polynomial [18]. There also exist sequential stochastic circuits
including stochastic integrator-based and finite state machine
(FSM)-based circuits [13].

The PE can be implemented by a counter to obtain the
number of 1’s in a sequence. This number is then divided by the
sequence length. For ease of the division, the sequence length
is usually selected to be a power of 2.
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Fig. 3: A dynamic stochastic computing (DSC) system.
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Fig. 4: A dynamic stochastic number generator (DSNG).

III. DYNAMIC STOCHASTIC COMPUTING (DSC) SYSTEMS

In a DSC system, a digital signal is first converted to a
DSS by a dynamic stochastic number generator (DSNG). Then
the bit sequence is processed by the stochastic circuits and
converted back to a digital signal by a signal reconstruction
unit, as shown in Fig. 3. The storage of a DSS is not required.

In this section, the generation of the DSS, the reconstruction
of the output signal and the general aspects of DSC circuits are
discussed.

A. Generation of the DSS

It is generally assumed that a digital signal is available from
an analog-to-digital converter (ADC) or storage. If an analog
signal is directly used as an input, the DSNG can be replaced
with an analog design such as the SNG in [19].

Definition 1. Let 0 < f(¢) < 1 be a continuous signal. After
a sampling with a clock period of 7T, it can be converted to
a sequence of {f(kT)}, k=0,1,.... A DSS {A;} encoding
f(t) satisfies that the kth bit in the random binary sequence
has the expectation,

E[Ax] = f(KT), (M

where T is the sampling period and 1/T is the sampling
rate. It is found in our experiments that a higher sampling rate
generally leads to a higher encoding quality.

A DSS can be generated by comparing each element in the
sequence ({f(kT)}) with a uniformly distributed RN within
[0,1]. Therefore, the expectation of the kth bit in a DSS is
f(kT). Also, DSS can also be generated by a A —X modulator.
In this case, a A — ¥ modulated signal can be considered to
form approximately a Bernoulli sequence satisfying (1) [20].
Similar to a conventional SNG, the diagram of a DSNG is
shown in Fig. 4. If the signal value is within [—1,1], a linear
mapping can be applied for the bipolar representation.

B. Reconstruction of the DSS

The outputs of combinational stochastic circuits are still
stochastic sequences. To convert a DSS back into a multi-
bit digital signal, a reconstruction unit is required. The DSS

T will be used as the notation for sampling period throughout this paper.
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Fig. 6: Original and the reconstructed signals.

can be reconstructed to a multi-bit digital signal by using
an exponential smoothing circuit [21]. Note that there exist
other methodologies that can recover a 1-bit signal with better
quality; however, this method is considered due to their ease
of implementation in hardware and a relatively low hardware
cost.

The exponential smoothing is implemented by an adaptive
digital element (ADDIE) for a signal reconstruction [21], as
shown in Fig. 5. Following [21], the exponential smoothing
function is formulated as follows. Let the output of the com-
parator be Z; (0 or 1) at clock cycle ¢, the input bit be X,
(0 or 1), and the multi-bit integer value stored in the counter
be Y;. The RNG and the comparator work as an SNG, so the
probability of generating a ‘1’ is Y;/2"V, where N is the bit-
width of the counter, i.e., y; = E[Z;] = Y;/2N. As per the
function of the up/down counter, Y;; = Y; + X; — Z; [14].
Therefore, given Y;, the expectation of Y, is

E[Y;1] = 2V - 1)Yi/2" + E[X,] )

by taking expectations of X; and Z;. Assume Yj is 0, and let
Yiy1 = E[Yiy1] for i =0,1,..., (2) can be rewritten as

1 1< [/2v—1\*
Yi+1 = 27\,3/;‘4-1 ~ oN [( ON ) E[Xi—k]l E))
k=0

where the coefficients of {E[X;_j]} form a geometric se-
quence. It indicates an exponential smoothing. Then, {y;} is
an estimate of the encoded signal. However, to reconstruct the
signal instead of filtering it, the width of the counter N needs to
be carefully selected because the same circuit can be used as
a low-pass IIR filter [14], which may attenuate the encoded
signal. An optimal width N can be obtained regarding the
sampling rate and the frequency of the signal. A sinusoidal
signal reconstructed by an ADDIE is shown in Fig. 6. At the
start of the signal, a warm-up phase is required to allow the
integrator to follow the signal if it is initialized with a random
value other than the actual initial value.

C. DSC circuits

DSC circuits are efficient and flexible to implement a series
of function compositions. For example, a combinational SC
circuit implementing the function f(z) can be used to im-
plement the function composition f[x(¢)] with the input DSS
encoding the signal y(¢). This principle also applies to multi-
input combinational circuits.

For a finite-state machine (FSM)-based sequential circuit
[22], however, the output does not accurately encode f[x(t)]
because an FSM-based circuit requires temporal independency
within a sequence. The adjacent bits in a DSS are correlated
and violate this condition [13]. On the other hand, a stochastic
integrator does not require temporal independency due to the
accumulation of bit values, so it works well with the DSS’s.

IV. DSC-BASED DIGITAL SIGNAL PROCESSING (DSP)

As first examples, two DSP functions, frequency mixing and
function estimation, are considered as applications of DSC.
These applications can be extended to include other functions
that involve various arithmetic operations.

A. Frequency Mixer

Conventionally, a frequency mixer is implemented by an
analog multiplier consisting of nonlinear components. New
signals at the summation and difference of the original fre-
quencies are then produced. Using the DSS’s, a stochastic
multiplier is proposed to implement a frequency mixer, as
shown in Fig. 7(a). As per (1), if the input sequences X and
Y are statistically independent and Xy, Y and Zj are the
kth bits in the sequences X, Y and Z, respectively, we obtain
E[Zi] = E[Xk]E[Y:] = 2(kT)y(kT) at clock cycle k for the
output sequence. Therefore, the output sequence Z encodes
2(t) = x(t)y(t), which is the product of the two input signals.

Fig. 7(b) shows the output results for multiplying two sinu-
soidal signals with frequencies of 1 Hz and 6 Hz, both sampled
at a rate of 2'* Hz. The DSS is reconstructed to a multi-bit
digital signal by a 5-bit ADDIE.

As shown in Fig. 7(b), the results produced by the stochastic
circuit are very close to the results produced by using dou-
ble precision numbers with a signal-to-noise ratio> (SNR) of
22.6 dB. It also shows that there are more 1’s (or 0’s) in the
DSS’s when the original signal is closer to 1 (or 0). The DSS’s
are decimated for a clear view.

B. Approximation of functions

Bernstein or multilinear polynomials have been implemented
in SC either by a multiplexing circuit or a Boolean function
with auxiliary inputs [17], [18]. By using the DSS’s, more
complex functions can be implemented with the same circuit.
The multiplexing circuit consisting of an accumulator and a
multiplexer is discussed as an example. Fig. 8(a) shows a mul-
tiplexing circuit that computes a Bernstein polynomial, f(x) =
1/11(223 + 322 + 6x), where all the input sequences, i.e.,

2SNR=101og(E[22]/E[e2]), where {2, } is the target signal while {e,}
is the difference between the estimated signal and the target signal.
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Fig. 7: A frequency mixer by using a stochastic multiplier with
DSS’s as the inputs, (a) circuit and (b) results.

X1, Xo, X3, to the accumulator independently encode a fixed
value x. However, the same circuit can be used to compute the
function composition, f[x(¢)], when DSS’s encoding x(t) serve
as the inputs to the accumulator, i.e., E[Xq ] = E[X24x] =
E[X3 k] = x(kT). The expectation of the kth bit in the output
sequence Y is then E[Y] = S0 b; ()2 (kT) (1—(kT))" ",
where {b;} are the Bernstein coefficients ({1,2/11,5/11,0}
in Fig. 8(a)) encoded by the inputs of the multiplexer and n
is the order of the Bernstein polynomial [17]. The value of
the function, f[z(kT)], is then equal to E[Y%], so the output
sequence Y encodes f[z(t)].

When z(t) = e~2, the output sequence of the multiplexer
encodes f[z(t)] = 1/11(2e75% + 3e~4 + 6e2!). Fig. 8(b)
shows the reconstructed result by using a 6-bit ADDIE and a
sampling rate of 2'2 Hz for the input DSS. The reconstructed
signal has an SNR of 23.6 dB. The sequences for the co-
efficients of the Bernstein polynomial (i.e., the inputs to the
multiplexer) are generated by an SNG as in a conventional SC
(CSC) circuit.

V. HARDWARE EFFICIENCY ASSESSMENT

In this section, the hardware efficiency is evaluated for
the frequency mixer and the function estimator. The area,
power and critical path delay of all considered circuits are
measured using the Synopsys Design Compiler with a 28-nm
STM process by the default high-effort optimization for overall
performance. The temperature is set to 25°C and the supply
voltage is 1.0 V. Sobol sequences are used to generate the
DSS’s for a better accuracy. For the stochastic designs, the
RNG (Sobol sequence generator) can be shared to generate
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Fig. 8: A summation of several exponential functions computed
by (a) a multiplexing circuit and (b) the output results.

multiple stochastic sequences, so the cost is negligible when
considering a large SC system and it is not included in the
hardware evaluation (as an example, only two independent
RNGs are required to generate the stochastic sequences for
performing many multiplications in parallel in [23]). However,
the hardware cost of comparators are counted as the DSNG
since every signal requires a comparator to generate a DSS and
they cannot be shared. The signal reconstruction units/PEs are
also counted for the dynamic/conventional stochastic designs.

A. Frequency mixer

Two sinusoidal signals with frequencies of 1 Hz and 6 Hz
are multiplied to measure the SNR of the results produced by
circuits as shown in Fig. 7(a). With a sampling rate of 2!6 Hz
(resulting in a dynamic sequence length of k - 26 bits for a
k-second signal) and a 5-bit ADDIE, the DSC circuit produces
an SNR of 24.20 dB, as shown in Figure 9(a).

For the CSC circuit, the same sampling rate and the same
LD sequences are applied. With a sequence of 2° bits encoding
each sample, the CSC circuit produces an SNR of 23.3 dB, as
shown in Fig. 9(b). A binary implementation using a 5-bit fixed-
width multiplier is also considered and the result is shown in
Fig. 9(c).

As shown in Fig. 9, the results produced by the DSC circuit
show stronger variations because the signal reconstructor con-
sistently tracks the input signal, which makes it very sensitive
to the change in the input sequence. The DSC frequency mixer
produces a similar or a slightly higher SNR than the CSC
circuit. However, due to the effect of limited precision, the
fixed-width multiplication by a binary circuit produces the
lowest quality.

The hardware evaluation results are shown in Table I. As
can be seen, the DSC circuits have a slightly higher area
and power consumption than the conventional stochastic circuit
due to the use of ADDIE-based signal reconstructor, while
the SNG (comparator) and the multiplier are the same for
those two circuits. However, this disadvantage is negligible
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TABLE I: Hardware efficiency evaluation of DSC, CSC and
binary frequency mixers producing one result at one sampling
point.

Area  Power No. of clk Minimum Energy SNR

(um?) (W) cycles time (ns) J) (dB)
DSC 82 13 1 0.7 51 242
CSC 67 10 32 9.3 1315 233
Binary 80 14 1 0.7 55 20.8
Ratio*  0.82 0.77 32 13.29 25.78 -

2The ratio of CSC:DSC.

when considering the dominating factor, the sequence length
or the number of clock cycles for producing one result: it
is 25 for CSC, whereas it is only 1 for DSC. Due to the
significant reduction in sequence length, the DSC frequency
mixer consumes only 3.9% of the energy and 7.5% of the time
required by the CSC design with a similar accuracy.

Compared to the fixed-width binary design, the DSC circuit
has a slightly larger hardware cost, while it requires a lower
energy and the same time to produce the result. Also, the SNR
of the results produced by the proposed method exceeds that of
the binary design by 3.4 dB. However, when a signal is sampled
at a lower rate (e.g., at the Nyquist frequency of (1+6)x2 = 14
Hz in this case), the binary circuit would achieve a much lower
latency and lower energy cost with a higher accuracy, while
DSC is less effective at a relatively low sampling rate.

B. Function estimator using multiplexing circuits

The function y(t) = 1/11(2e~% + 3e=4 + 6e=2!) is used
for the accuracy evaluation of the dynamic and conventional
SC systems. For the DSC system, the multiplexing circuit in
Fig. 8(a) is used to perform the function estimation with DSS’s
encoding x(t) = e~2! as the inputs. With a sampling rate of

30ur experiments indicate that the oversampling rate needs to be at least
approximately 100 times of the Nyquist frequency to obtain a reconstructed
signal with an SNR over 20 dB using a moving average filter.
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Fig. 10: Function estimator: dynamic SC (DSC) vs. conven-
tional SC (CSC) vs. fixed-width binary implementation.

TABLE II: Hardware efficiency evaluation of DSC, CSC and
binary function estimators producing one result at one sampling
point.

Area  Power No. of clk Minimum Energy SNR

(wm?) (uW)  cycles time (ns)  (f])  (dB)

DSC 176 21 1 0.7 82 26.6

CSC 159 20 64 21.8 5125 259

Binary 302 51 1 1.8 203 27.8
Ratio®  0.90 0.95 64 31.14 62.50 -

PThe ratio of CSC:DSC.

216 Hz and a 6-bit ADDIE as the signal reconstructor, the SNR
produced by the DSC system is 26.6 dB, as shown in Fig. 10(a).

For the CSC system, a multiplexing circuit proposed in [17]
is used to approximate the function with a minimum-order
Bernstein polynomial to reduce the hardware cost of the SNGs
(comparators), which constitutes a major part of the SC sys-
tem [24]. The Bernstein polynomial that is used to approximate
y(t) is optimized as y(t) = 17/256t> + 159/256t%(1 — t) +
66/256t(1 — t)? + 249/256(1 — ¢)3. Using a sequence length
of 64, the SNR is 25.9 dB, as shown in Fig. 10(b).

A fixed-width binary circuit is also considered to implement
the polynomial using binary adders and multipliers. The binary
circuit is optimized to use the least number of multipliers to
reduce the hardware cost. The resulting 6-bit binary design
produces an SNR of 27.8 dB, as shown in Fig. 10(c), which is
slightly higher than that of the result produced by DSC.

The hardware evaluation of the two SC and the binary
circuits is reported in Table II. As can be seen, the DSC circuit
has a slightly higher hardware cost but with a similar power
consumption compared to the CSC circuit. However, for the
CSC circuit, the long sequence undermines the performance
and energy efficiency. The DSC takes only about 3.2% of the
time and 1.6% of the energy of the CSC to achieve a higher
accuracy and attains about 60% savings in energy and time
compared to the binary circuit.
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VI. DISCUSSION

DSS’s and A — ¥ modulated (DSM) bit streams are similar
in the sense that the generation of the streams can both be
considered as Bernoulli processes [25]. However, the DSC
can avoid correlation issues by using independent random
sequences, whereas correlation exists in the DSM signals,
which can seriously degrade the accuracy [15]. For example,
for multiplying two signals with different frequencies, the DSC
produces a much higher accuracy than using the DSM signals,
as shown in Fig. 11. The DSC can also compute the product
of two identical signals with the same frequency. However,
multiplying two DSM signals encoding identical values can
result in the original signal instead of their product [15]. Finally,
DSC can be used to encode a stochastic signal such as the
gradient in the training of a neural network [26], while it is
not feasible to use A — 3 modulation to encode such signals
because the input of a A — 3 modulator is usually an analog
signal or an up-sampled digital signal [27].

VII. CONCLUSION

In this paper, dynamic stochastic computing (DSC) is pro-
posed that leverages an efficient encoding technique using
dynamic stochastic sequences (DSS’s) and simplistic digital
circuits to implement complex DSP functions. Frequency mix-
ing and function approximation are implemented by using a
stochastic multiplier and a multiplexing circuit, respectively.
The generation and reconstruction of the DSS’s are discussed.
Compared to CSC, the proposed DSC can achieve a speedup
and an energy efficiency improvement by more than 13x and
25x, respectively, with a better accuracy for signal multi-
plication. For function estimation, the improvement is even
larger, which are 31x and 62X, respectively. With a similar
accuracy, DSC also achieves a saving in energy and time by
60% compared to conventional binary circuits, when dealing
with complex tasks such as function estimation. Theories of
DSC will further be investigated in future work.
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