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Abstract—In this paper, we propose a transmit beamspace energy focusing technique for multiple-input multiple-output (MIMO) radar with application to direction finding for multiple targets. The general angular directions of the targets are assumed to be located within a certain spatial sector. We focus the energy of multiple (two or more) transmitted orthogonal waveforms within that spatial sector using transmit beamformers which are designed to improve the signal-to-noise ratio (SNR) gain at each receive antenna. The subspace decomposition-based techniques such as MUSIC can then be used for direction finding for multiple targets. Moreover, the transmit beamformers can be designed so that matched-filtering the received data to the waveforms yields multiple (two or more) data sets with rotational invariance property that allows applying search-free direction finding techniques such as ESPRIT or parallel factor analysis (PARAFAC). Unlike previously reported MIMO radar ESPRIT/PARAFAC-based direction finding techniques, our method achieves the rotational invariance property in a different manner combined also with the transmit energy focusing. As a result, it achieves better estimation performance at lower computational cost. The corresponding Cramer-Rao bound is derived and its dependence on the number of waveforms used is discussed. Simulation results also show the superiority of the proposed technique over the existing techniques.
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I. INTRODUCTION

The development of multiple-input multiple-output (MIMO) radar is recently the focus of intensive research [1]–[3]. A MIMO radar is generally defined as a radar system with multiple transmit linearly independent waveforms and it enables joint processing of data received by multiple receive antennas. MIMO radar can be either equipped with widely separated antennas [2] or colocated antennas [3].

Estimating directions-of-arrival (DOAs) of multiple targets from measurements corrupted by noise at the receiving array of antennas is one of the most important radar applications frequently encountered in practice. Many DOA estimation methods have been developed for traditional single-input multiple-output (SIMO) radar [4]–[12]. Among these methods, the estimation of signal parameters via rotational invariance techniques (ESPRIT) and multiple signal classification (MUSIC) are the most popular due to their simplicity and high-resolution capabilities [6], [9], [12]. Moreover, ESPRIT is a special and computationally efficient case of a more general decomposition technique of high-dimensional (higher than 2) data arrays known as parallel factor analysis (PARAFAC) [13], [14].

More recently, some algorithms have been developed for DOA estimation of multiple targets in the context of MIMO radar systems equipped with \( M \) colocated transmit antennas and \( N \) receive antennas [15]–[19]. The algorithms proposed in [15] and [16] require an exhaustive search over the unknown parameters and, therefore, mandate prohibitive computational cost if the search is performed over a fine grid. On the other hand, the search-free ESPRIT-based algorithms of [17] and [18] as well as PARAFAC-based algorithm of [19] utilize the rotational invariance property of the so-called extended virtual array to estimate the DOAs at a moderate computational cost. It is worth noting that in the case of MIMO radar, the advantages of the aforementioned DOA estimation methods over similar MUSIC- and ESPRIT/PARAFAC-based DOA estimation methods for SIMO radar appear due to the fact that the extended virtual array of \( MN \) virtual antennas can be obtained by matched-filtering the data received by the \( N \)-antenna receive array to \( M \) transmitted waveforms. Therefore, the effective aperture of the virtual array can be significantly extended that leads to improved angular resolution. In the methods of [17]–[19], the rotational invariance property is achieved by partitioning the receiving array to two (in ESPRIT case) or multiple (in PARAFAC case) overlapped subarrays. Then, the rotational invariance is also presumed for the virtual enlarged array of \( MN \) virtual antennas. However, the methods of [17]–[19] employ full waveform diversity, i.e., the number of transmitted waveforms equals the number of transmit antennas, at the price of reduced transmit energy per waveform. In other words, for fixed total transmit energy, denoted hereafter as \( E \), each waveform has energy \( E/M \) transmitted omni-directionally. It results in a reduced signal-to-noise ratio (SNR) per virtual antenna. On the other hand, it is well known that the estimation accuracy of subspace-based techniques suffers from high SNR threshold, that is, the root-mean-square error (RMSE) of DOA estimates approaches the corresponding Cramer–Rao bound (CRB) only for relatively high SNRs [20], [21]. Therefore, the higher the SNR, the better the DOA estimation performance can be achieved.

Several transmit beamforming techniques have been proposed to achieve transmit coherent gain in MIMO radar [16].
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In this paper,\(^1\) we develop a group of DOA estimation
methods, which allow to increase the SNR per virtual antenna
by i) transmitting less waveforms of higher energy and/or
ii) focusing transmitted energy within spatial sectors where the
targets are likely to be located. At the same time, reducing the
number of transmitted waveforms reduces the size of the virtual
array, while a larger size may be useful at high SNR region. The
contributions of this work are based on the observation that
by using less waveforms the energy available for each transmitted
waveform can be increased, that is, the SNR per each virtual
antenna can be improved, while the size of the virtual array
decreases to \(KN\) where \(K \leq M\) is the number of orthogonal
waveforms. The later means that the number of DOAs that can
be estimated using subspace-based methods can not exceed
\(KN\). Note, however, that the SNR per virtual antenna can be
further increased by focusing the transmitted energy in a
certain sector where the targets are located. Our particular
contributions are as follows. The transmit beamformers are
designed so that the transmitted energy can be focused in a
certain special sector where the targets are likely to be located
that helps to improve the SNR gain at each receive antenna, and
therefore, improve the angular resolution of DOA estimation
techniques, such as, for example, MUSIC-based techniques.
Moreover, we consider the possibility of obtaining the rota-
tional invariance property while transmitting \(1 < K \leq M\)
orthogonal waveforms using different transmit beamforming
weight vectors and focusing the transmitted energy on a certain
spatial sector where the targets are located. It enables us to
design search-free ESPRIT/PARAFAC-based DOA estimation
techniques. In addition, we derive CRB for the considered DOA
estimation schemes that aims at further demonstrating how
the DOA estimation performance depends on the number of
transmitted waveforms, transmit energy focusing, and effective
array aperture of the MIMO radar virtual array.

The paper is organized as follows. In Section II, MIMO radar
signal model is briefly introduced. In Section III, we present
the transmit beamspace-based MIMO radar signal model. Two
approaches for designing the transmit beamspace weight matrix
are given in Section IV. In Section V, we present MUSIC and
ESPRIT DOA estimation for transmit beamspace-based MIMO
radar. Performance analysis and CRB are given in Section VI.
Simulation results which show the advantages of the proposed
transmit beamspace-based MIMO radar DOA estimation tech-
niques are reported in Section VII followed by conclusions
drawn in Section VIII. This paper is reproducible research [29],
and the software needed to generate the simulation results can
be obtained from IEEE Xplore together with the paper.

\(^1\)An early exposition of parts of this work has been presented in [27] and [28].

II. MIMO RADAR SIGNAL MODEL

Consider a MIMO radar system equipped with a transmit
array of \(M\) collocated antennas and a receive array of \(N\)

icollocated antennas. The transmit and receive arrays are assumed to
be closely located so that a target located in the far-field can be
seen by both of them at the same spatial angle.\(^2\) The \(M\) transmit
antennas are used to transmit \(M\) orthogonal waveforms. The
complex envelope of the signal transmitted by the \(m\)th transmit
antenna is modeled as

\[
s_m(t) = \sqrt{\frac{E}{M}} \phi_m(t), \quad m = 1, \ldots, M
\]

(1)

where \(t\) is the fast time index, i.e., the time index within one
radar pulse, \(E\) is the total transmitted energy within one radar
pulse, and \(\phi_m(t)\) is the \(m\)th baseband waveform. It is assumed
that the waveforms emitted by different transmit antennas are
orthogonal. Also, the waveforms are normalized to have unit-
energy, i.e., \(\int_T |\phi_m(t)|^2 dt = 1, m = 1, \ldots, M\), where \(T\) is the
pulselength.

Assuming that \(L\) targets are present, the \(N \times 1\) received com-
plex vector of the receive array observations can be written as

\[
x(t, \tau) = \sum_{l=1}^{L} r_l(t, \tau) b(\theta_l) + z(t, \tau)
\]

(2)

where \(\tau\) is the slow time index, i.e., the pulse number, \(b(\theta)\) is the
steering vector of the receive array, \(z(t, \tau)\) is \(N \times 1\) zero-mean
white Gaussian noise term, and

\[
r_l(t, \tau) = \sqrt{\frac{E}{M}} \alpha_l(\tau) x^T(\theta_l) \phi_l(t)
\]

(3)

is the radar return due to the \(l\)th target. In (3), \(\alpha_l(\tau)\), \(\theta_l\), and \(a_l(\theta_l)\)
are the reflection coefficient with variance \(\sigma_{\alpha_l}^2\), spatial angle,
and steering vector of the transmit array associated with the \(l\)th
target, respectively. \(\phi(l) \triangleq [\phi_1(\tau), \ldots, \phi_M(\tau)]^T\) is the
waveform vector, and \((\cdot)^T\) stands for the transpose. Note that the
reflection coefficient \(\alpha_l(\tau)\) for each target is assumed to be constant
during the whole pulse, but varies independently from pulse
to pulse, i.e., it obeys the Swerling II target model [19].

Exploiting the orthogonality property of the transmitted
waveforms, the \(N \times 1\) component of the received data (2) due
to the \(m\)th waveform can be extracted using matched-filtering
which is given as follows:

\[
x_m(\tau) \triangleq \int_T x(t, \tau) b^*_m(t) dt, \quad m = 1, \ldots, M
\]

(4)

where \((\cdot)^*\) is the conjugation operator. Stacking the individual
vector components (4) in one column vector, we obtain the
\(MN \times 1\) virtual data vector [3]

\[
y_{MIMO}(\tau) \triangleq [x_1(\tau) \cdots x_M^T(\tau)]^T
\]

\[
= \sqrt{\frac{E}{M}} \sum_{l=1}^{L} \alpha_l(\tau) a(\theta_l) \otimes b(\theta_l) + z(\tau)
\]

Note that when the transmit and receive arrays are located far from each
other, the target is seen from different angles. However, by assuming that the
relative positions of the antennas in the receive array with respect to the antennas
in the transmit array are known, we use the same DOA at the transmit and receive
arrays to simplify the notations as in [15].
where $\otimes$ denotes the Kronecker product,
\[
\bm{u}_{\text{MIMO}}(\theta) \triangleq \bm{a}(\theta) \otimes \bm{b}(\theta)
\]  

is the $MN \times 1$ steering vector of the virtual array, and $\tilde{z}(\tau)$ is the $MN \times 1$ noise term whose covariance is given by $\sigma_{don, MN}^2$. The $MN \times MN$ covariance matrix
\[
\bm{R}_{\text{MIMO}} \triangleq \mathbb{E}\{\bm{y}_{\text{MIMO}}(\tau)\bm{y}_{\text{MIMO}}^H(\tau)\}
\]  

(Here $\mathbb{E}\{\cdot\}$ denotes the expectation operation) is hard to obtain in practice. Therefore, the following sample covariance matrix
\[
\tilde{\bm{R}}_{\text{MIMO}} = \frac{1}{Q} \sum_{\tau=1}^{Q} \bm{y}_{\text{MIMO}}(\tau)\bm{y}_{\text{MIMO}}^H(\tau)
\]  

is used, where $Q$ is the number of snapshots.

III. TRANSMIT BEAMSPACE BASED MIMO RADAR SIGNAL MODEL

Instead of transmitting omnidirectionally, we propose to focus the transmitted energy within a sector $\Theta$ by forming $K$ directive beams where an independent waveform is transmitted over each beam. Note that the spatial sector $\Theta$ can be estimated in a preprocessing step using any low-resolution DOA estimation technique of low complexity.

Let $\bm{C} \triangleq [\bm{c}_1, \ldots, \bm{c}_K]$ be the transmit beamspace matrix of dimension $M \times K$ ($K \leq M$), where $\bm{c}_k$ is the $M \times 1$ unit-norm weight vector used to form the $k$th beam. The beamspace matrix can be properly designed to maximize the amount of energy transmitted within the sector of interest $\Theta$ and to minimize the energy transmitted in the out-of-sector areas. Let $\bm{\phi}_K(t) \triangleq [\phi(t), \ldots, \phi_K(t)]^T$ be the $K \times 1$ waveform vector. The $k$th column of $\bm{C}$ is used to form a transmit beam for radiating the $k$th waveform $\phi_k(t)$. The signal radiated towards a hypothetical target located at a direction $\theta$ via the $k$th beam can be modeled as
\[
s_k(t, e) = \sqrt{\frac{E}{K}} (\bm{c}_k^H \bm{a}(\theta)) \phi_k(t)
\]  

where $\sqrt{E/K}$ is a normalization factor used to satisfy the constraint that the total transmit energy is fixed to $E$. The signal radiated via all beams towards the direction $\theta$ can be modeled as
\[
s(t, e) = \sqrt{\frac{E}{K}} \sum_{k=1}^{K} (\bm{c}_k^H \bm{a}(\theta)) \phi_k(t) = \sqrt{\frac{E}{K}} (\bm{C}^H \bm{a}(\theta))^T \bm{\phi}_K(t).
\]

Then, the transmit beamspace can be viewed as a transformation that results in changing the $M \times 1$ transmit array manifold $\bm{a}(\theta)$ into the $K \times 1$ manifold $\bm{C}^H \bm{a}(\theta)$. It is worth noting that the waveforms transmitted from the transmit antennas are then
\[
\psi(t) = \bm{C}^* \bm{\phi}_K(t).
\]

At the receive array, the $N \times 1$ complex vector of array observations can be expressed as
\[
\bm{x}_{\text{beam}}(t, e) = \sqrt{\frac{E}{K}} \sum_{\tau=1}^{L} \alpha(\tau) \left( (\bm{C}^H \bm{a}(\theta))^T \bm{\phi}_K(t) \right) \otimes \bm{b}(\theta_e) + \tilde{z}(t, e).
\]

By matched-filtering $\bm{x}_{\text{beam}}(t, e)$ to each of the waveforms $\phi_k$ ($k = 1, \ldots, K$), the received signal component associated with each of the transmitted waveforms can be obtained as
\[
\bm{y}_k(t) \triangleq \int \bm{x}_{\text{beam}}(t, e) \phi_k^*(t) dt = \sqrt{\frac{E}{K}} \sum_{\tau=1}^{L} \alpha(\tau) \left( (\bm{C}^H_k \bm{a}(\theta_e)) \otimes \bm{b}(\theta_e) + \tilde{z}_k(t) \right)
\]  

where the $N \times 1$ noise term is defined as
\[
\tilde{z}_k(t) = \int \tilde{z}(t, e) \phi_k^*(t) dt.
\]

Stacking the individual vector components (12) in one column vector, we obtain the following $KN \times 1$ virtual data vector:
\[
\bm{y}_{\text{beam}}(t) \triangleq [\bm{y}_1^T(t) \cdots \bm{y}_K^T(t)]^T
\]

\[
= \sqrt{\frac{E}{K}} \sum_{\tau=1}^{L} \alpha(\tau) \left( ((\bm{C}^H_k \bm{a}(\theta_e))^T \otimes \bm{b}(\theta_e)) + \tilde{z}_k(t) \right)
\]

where $\tilde{z}_K(t) \triangleq [\tilde{z}_1(t), \ldots, \tilde{z}_K(t)]^T$ is the $KN \times 1$ noise term whose covariance is given by $\sigma_{don, KN}^2$.

The transmit beamspace signal model given by (14) provides the basis for optimizing a general-shape transmit beampattern over the transmit beamspace weight matrix $\bm{C}$. By carefully designing $\bm{C}$, the transmitted energy can be focused in a certain spatial sector or divided between several disjoint sectors in space. As compared to traditional MIMO radar, the benefit of using transmit energy focusing is the possibility to increase the signal power at each virtual array element. This increase in signal power is attributed to two factors:

i) transmit beamforming gain, i.e., the signal power associated with the $k$th waveform reflected from a target at direction $\theta$ is magnified by factor $|\bm{c}_k^H \bm{a}(\theta)|^2$;

ii) the signal power associated with the $k$th waveform is magnified by factor $E/K$ due to dividing the fixed total transmit power $E$ over $K \leq M$ waveforms instead of $M$ waveforms.

As it is shown in subsequent sections, the aforementioned two factors result in increasing the SNR per virtual element which in turn results in improving the DOA estimation accuracy.

IV. TRANSMIT BEAMSPACE DESIGN

In this section, two methods for designing the transmit beamspace weight matrix $\bm{C}$ are proposed.
A. Motivations

Given the beamspace angular-of-interest \( \Theta \), several beamspace dimension reduction techniques applied to the data at the output of a passive receive array are reported in the literature (see [30] and references therein). The essence of these beamspace dimension reduction techniques is to perform DOA estimation in the reduced dimension space rather than in the elementspace (full dimension of received data) which leads to great computational savings. Performing DOA estimation in a reduced dimension beamspace has also proved to improve probability of source resolution as well as estimation sensitivity [31]. However, it is well known that the CRB on DOA estimation performed in reduced dimension space is no smaller than the CRB on DOA estimation performed in elementspace, i.e., applying beamspace dimension reduction techniques to passive arrays does not improve the best achievable estimation performance [32]. This is natural because beamspace dimension reduction in passive arrays just preserves the signals observed within a certain spatial sector and filters out signals observed outside that sector.

The transmit beamspace processing proposed in Section III focuses all transmit energy within the desired spatial sector instead of spreading it omni-directionally in the whole spatial domain. In other words, the amount of energy that otherwise could be wasted in the out-of-sector areas is added to the amount of energy to be transmitted within the desired sector. As a result, the signal strength within the desired sector is increased potentially leading to improved best achievable estimation performance, i.e., as will be seen in Section VI-B, lowering the CRB. The transmit beamspace weight matrix \( \mathbf{C} \) can be designed such that the following two main requirements are satisfied: i) Spatial distribution of energy transmitted within the desired sector is uniform; ii) the amount of energy that is inevitably transmitted in the out-of-sector area is minimized. Here, we present two methods for satisfying these two requirements.

B. Spherical Sequences Based Transmit Beamspace Design

Discrete prolate spheroidal sequences (DPSS) have been proposed for beamspace dimension reduction in array processing [33]. The essence of the DPSS-based approach to beamspace dimension reduction [21], [33] is to maximize the ratio of the beamspace energy that comes from within the desired sector \( \Theta \) to the total beamspace energy, i.e., the energy within the whole spatial domain \([-\pi/2, \pi/2]\]. Following this principle, we propose to design the transmit beamspace weight matrix so that the ratio of the energy radiated within the desired spatial sector to the total radiated energy is maximized. That is, the transmit beamspace matrix \( \mathbf{C} \) is designed based on maximizing

\[
\Gamma_k \triangleq \frac{\int_{\Theta} \int_{-\pi}^{\pi} |c_k^H a(\theta) \phi_k(\theta)|^2 d\theta dt}{\int_{T} \int_{-\pi}^{\pi} |c_k^H a(\theta) \phi_k(\theta)|^2 d\theta dt} = \frac{c_k^H \left( \int_{\Theta} a(\theta) a^H(\theta) d\theta \right) c_k}{\int_{\Theta} |c_k^H a(\theta)|^2 d\theta} \quad (15)
\]

Substituting (16) in (15), we obtain

\[
\Gamma_k = \frac{c_k^H \mathbf{A} c_k}{2\pi \sigma_k^2 c_k}, \quad k = 1, \ldots, K. \quad (17)
\]

The maximization of the ratio (17) is equivalent to maximizing its numerator while fixing its denominator by imposing the constraint \( |\mathbf{c}_k| = 1 \). Note that the latter constraint is needed only for enabling us to obtain a simple closed-form solution to the problem, but it is more restrictive than the actual requirement that \( c_1 \neq \ldots \neq c_K \). This constraint will be relaxed in next subsection. It is easy to see that \( \Gamma_1 \) attains its maximum value when \( c_1 \) is taken as the eigenvector associated with the maximum eigenvalue of the matrix \( \mathbf{A} \). It is worth noting that intuitively one might think that choosing \( c_1 = \ldots = c_K \) would be an optimal solution to the problem of maximizing (17). However, this choice is equivalent to forming one single beam that radiates the waveform \( \varphi(t) = \sum_{k=1}^{K} \phi_k(t) \) which means that the concept of wavefront diversity is not utilized. To avoid this trivial solution, the orthogonality constraint \( c_k^H c_k = 0, \quad k \neq k' \) has to be also imposed. Then, the maximization of \( \{\Gamma_k\}_{k=1}^{K} \) subject to the constraint \( \mathbf{C}^H \mathbf{C} = \mathbf{I} \) corresponds to finding the eigenvectors of \( \mathbf{A} \) that are associated with the \( K \) largest eigenvalues of \( \mathbf{A} \). That is, the transmit beamspace matrix is given as

\[
\mathbf{C} = [\mathbf{u}_1, \mathbf{u}_2, \ldots, \mathbf{u}_K] \quad (18)
\]

where \( \{\mathbf{u}_i\}_{i=1}^{K} \) are \( K \) principal eigenvectors of \( \mathbf{A} \). Note that the number of transmit waveforms can be taken as the number of effective eigenvalues of the matrix \( \mathbf{A} \), i.e., the \( K \) largest eigenvalues whose sum exceeds a certain percentage (e.g., 99%) of the total sum of all eigenvalues. Therefore, we have \( \mathbf{A} \simeq \mathbf{C} \mathbf{C}^H \), where \( \mathbf{A} \) is the \( K \times K \) diagonal matrix with diagonal elements given by the principle eigenvalues of \( \mathbf{A} \). It means that any steering vector \( \mathbf{a}(\theta) \), \( \theta \in \Theta \) can be expressed as a linear combination of the columns of \( \mathbf{C} \) and the magnitude of the projector of \( \mathbf{a}(\theta) \) onto the column space of \( \mathbf{C} \) is the same as the magnitude of \( \mathbf{a}(\theta) \) itself. Then the transmit power distribution which is defined as

\[
H(\theta) = \mathbf{a}^H(\theta) \mathbf{R}_{\psi} \mathbf{a}(\theta) \quad (19)
\]

is approximately constant \( \forall \theta \in \Theta \). Here \( \mathbf{R}_{\psi} \triangleq \mathbb{E}[\psi(t)\psi^H(t)] = \mathbf{C} \mathbf{C}^H \) is the cross-correlation matrix of the actual transmitted waveforms. Thus, the total transmit power distribution, i.e., the distribution of the power summed over all waveforms, within the spatial sector \( \Theta \) is approximately uniform. However, the transmit power distribution over individual waveforms may not be uniform within \( \Theta \). Such a uniform transmit power distribution over individual waveforms may be desired especially when the difference between the first and the last essential eigenvalues of \( \mathbf{A} \) is significant. In this respect, note that the orthogonality constraint \( \mathbf{C}^H \mathbf{C} = \mathbf{I} \) is imposed above only to avoid the trivial
solution $c_1 = \ldots = c_K$ when maximizing (17). This is different from the case of the traditional beamspace dimension reduction techniques where orthogonality is required to preserve the white noise property. Therefore, in our case where the latter is not an issue, $C$ can be easily rotated, if necessary, so that it achieves desirable features such as uniform transmit power distribution over individual waveforms. The orthogonality may be lost after such rotation of $C$ without any consequences. For example, such rotation of $C$ is used in our simulations (Section VII) to ensure that the uniform transmit power distribution per individual waveform is achieved. Finally, it is worth noting that the idea of using the principle eigenvectors for transmit beamforming has been also exploited in [34] for controlling the transmit antenna quality factor, i.e., for minimizing the reactive power.

C. Convex Optimization Based Transmit Beamspace Design

A more general transmit beamspace design technique which does not require imposing the orthogonality constraint $C^H C = I$ and is applicable to a transmit array of arbitrary geometry can also be formulated. Moreover, some DOA estimation techniques can be applied only if the received data enjoy certain properties. For example, the ESPRIT DOA estimation technique requires that the received data snapshots consist of two sets where one data set is equivalent to the other up to some phase rotation. This property is commonly referred to as rotational invariance. More generally, PARAFAC-based DOA estimation techniques are based on the assumption that multiple received data sets are related via rotational invariance properties. Fortunately, the transmit beamspace matrix $C$ can be designed so that the virtual data vectors given by (12) enjoy such rotational invariance property.

To obtain the rotational invariance property, we propose a convex optimization based method for designing $C$. For the virtual snapshots $\{y_k(\tau)\}_{k=1}^K$ to enjoy rotational invariance, the following relationship should be satisfied:

\[
(c_k^H a(\theta)) \cdot b(\theta) = e^{j\mu_k(\theta) - \mu_{k'}(\theta)} (c_k^H a(\theta)) \cdot b(\theta),
\forall \theta \in \Theta, \quad k, k' = 1, \ldots, K
\]  

(20)

where $\mu(\theta)$ and $\mu_k(\theta)$ are the phase shifts associated with the $k$th and $k'$th virtual snapshots, respectively. The rotational invariance given by (20) means that for every $\theta \in \Theta$, the $k$th and $k'$th sets of the virtual data are equal up to some phase rotation. The relationship (20) can be satisfied if the transmit beamspace matrix $C$ is designed/optimized to meet the following requirement:

\[
C^H a(\theta) = d(\theta), \quad \forall \theta \in \Theta
\]  

(21)

where $d(\theta) \triangleq [\phi^{\mu_1(\theta)}, \ldots, \phi^{\mu_K(\theta)}]^T$ is of dimension $K \times 1$.

A meaningful formulation of a corresponding optimization problem is to minimize the norm of the difference between the left- and right-hand sides of (21) while keeping the worst transmit power distribution in the out-of-sector area below a certain level. This can be mathematically expressed as follows:

\[
\min_C \max_i \|C^H a(\theta_i) - d(\theta_i)\|, \quad \theta_i \in \Theta, \quad i = 1, \ldots, I
\]  

subject to $\|C^H a(\theta_j)\| \leq \gamma, \quad \theta_j \in \Theta, \quad j = 1, \ldots, J
\]  

(22) \quad (23)

where $\gamma$ combines a continuum of all out-of-sector directions, i.e., directions lying outside the sector-of-interest $\Theta$, and $\gamma > 0$ is the parameter of the user choice that characterizes the worst acceptable level of transmit power radiation in the out-of-sector region. The parameter $\gamma$ has an analogy to the stop-band attenuation parameters in the classic bandpass filter design and can be chosen in a similar fashion [35].

The optimization problem (22)-(23) can be cast as a second-order cone programming problem that can be efficiently solved using interior point methods. Note that the aforementioned optimization problem is solved only once and the solution is performed off-line.

V. TRANSMIT BEAMSPACE BASED DOA ESTIMATION

In this section, we design DOA estimation methods based on transmit beamspace processing in MIMO radar. We focus on subspace based DOA estimation techniques such as MUSIC and ESPRIT.

A. Transmit Beamspace Based MUSIC

The virtual data model (14) can be rewritten as

\[
y_{\text{beam}}(\tau) = \sqrt{\frac{E}{K}} V\alpha(\tau) + \tilde{z}_K(\tau)
\]  

(24)

where

\[
\alpha(\tau) \triangleq [\alpha_1(\tau), \ldots, \alpha_L(\tau)]^T
\]  

(25)

\[
V \triangleq [v(\theta_1), \ldots, v(\theta_L)]
\]  

(26)

\[
\tilde{V}(\theta) \triangleq (C^H a(\theta)) \otimes b(\theta),
\]  

(27)

where $V$ is the covariance matrix of the reflect coefficients vector. The sample estimate of (28) takes the following form

\[
\hat{\mathbf{R}}_{\text{beam}} = \frac{1}{Q} \sum_{\tau=1}^Q y_{\text{beam}}(\tau)y_{\text{beam}}^H(\tau).
\]  

(29)

The eigendecomposition of (29) can be written as

\[
\hat{\mathbf{R}}_{\text{beam}} = E_n A_n E_n^H + E_n A_n E_n^H
\]  

(30)

where the $L \times L$ diagonal matrix $A_n$ contains the largest (signal-subspace) eigenvalues and the columns of the $K \times L$ matrix $E_n$ are the corresponding eigenvectors. Similarly, the $(K \times L) \times (K \times L - L)$ diagonal matrix $A_n$ contains the smallest (noise-subspace) eigenvalues while the $(K \times L)$ matrix $E_n$ is built from the corresponding eigenvectors.

Applying the principle of the elementspace MUSIC estimator [5], the transmit beamspace spectral-MUSIC estimator can be expressed as

\[
f(\hat{\theta}) = \frac{v(\hat{\theta})\tilde{V}(\hat{\theta})}{\tilde{V}(\hat{\theta})Q\tilde{V}(\hat{\theta})}
\]  

(31)
where $\mathbf{Q} = \mathbf{E}_r \mathbf{E}_r^H = \mathbf{I} - \mathbf{E}_r \mathbf{E}_r^H$ is the projection matrix onto the noise subspace. Substituting (27) into (31), we obtain

$$f(\theta) = \left[ \left( \mathbf{C} \mathbf{H} \mathbf{a}(\theta) \right) \otimes \mathbf{b}(\theta) \right]^H \mathbf{Q} \left( \left( \mathbf{C} \mathbf{H} \mathbf{a}(\theta) \right) \otimes \mathbf{b}(\theta) \right) = \mathbf{a}(\theta)^H \mathbf{C} \mathbf{C}^H \mathbf{a}(\theta) \cdot \mathbf{b}(\theta)^H \mathbf{b}(\theta)$$

$$\mathbf{Q} = \left( \left( \mathbf{C} \mathbf{H} \mathbf{a}(\theta) \right) \otimes \mathbf{b}(\theta) \right)^H \mathbf{Q} \left( \left( \mathbf{C} \mathbf{H} \mathbf{a}(\theta) \right) \otimes \mathbf{b}(\theta) \right) \cdot \mathbf{b}(\theta)^H \mathbf{b}(\theta).$$

(B. Transmit Beamspace Based ESPRIT)

The signal component of the data vectors $\{\mathbf{y}_k(\tau)\}_{k=1}^K$ can be expressed as

$$\mathbf{y}_k(\tau) = \mathbf{T}_k \mathbf{a}(\tau)$$

(33)

where

$$\mathbf{T}_k \triangleq \left[ \mathbf{b}(\theta_1), \ldots, \mathbf{b}(\theta_L) \right] \Psi_k$$

(34)

$$\Psi_k \triangleq \text{diag} \left\{ \mathbf{c}_1^H \mathbf{a}(\theta_1), \ldots, \mathbf{c}_k^H \mathbf{a}(\theta_L) \right\}.$$  

(35)

It is worth noting that the matrices $\{\mathbf{T}_k\}_{k=1}^K$ are related to each other as

$$\mathbf{T}_k = \mathbf{T}_j \Psi^{-1}_j \Psi_k, \quad k, j = 1, \ldots, K.$$  

(36)

By carefully designing the beamspace weight matrix $\mathbf{C}$, for example by using (22)-(23), the relationship (36) enjoys the rotational invariance property.

Consider the case when only two orthonormal waveforms are transmitted. Then, the transmit beamspace matrix is $\mathbf{C} = [\mathbf{c}_1, \mathbf{c}_2]$. In this case, (36) simplifies to

$$\mathbf{T}_2 = \mathbf{T}_1 \Psi$$

(37)

where

$$\Psi \triangleq \text{diag} \left\{ (\mathbf{c}_1^H \mathbf{a}(\theta_1)), \ldots, (\mathbf{c}_2^H \mathbf{a}(\theta_L)) \right\}.$$  

(38)

Furthermore, (38) can be rewritten as

$$\Psi = \text{diag} \left\{ \mathbf{A}(\theta_1) e^{j\Omega(\theta_1)}, \ldots, \mathbf{A}(\theta_L) e^{j\Omega(\theta_L)} \right\}.$$

(39)

where $\mathbf{A}(\theta)$ and $\Omega(\theta)$ are the magnitude and angle of $\mathbf{c}_i^H \mathbf{a}(\theta)/c_i^H \mathbf{a}(\theta)$, respectively. It can be seen from (37) and (39) that the vectors $\mathbf{y}_1$ and $\mathbf{y}_2$ (see also (33)) enjoy the rotational invariance property. Therefore, ESPRIT-based DOA estimation techniques can be used to estimate $\Psi$ and $\{\theta_l\}_{l=1}^L$ can be obtained from $\Psi$ by looking up a table that converts $\Omega(\theta)$ to $\theta$. Moreover, if $K > 2$ is chosen, more than two data sets which enjoy the rotational invariance property can be obtained by properly designing the transmit beamspace weight matrix. In this case, the means of using PARAFAC instead of ESPRIT are provided as well.

It is worth mentioning that for traditional MIMO radar (5), DOA estimation using ESPRIT has been proposed in [17]. Specifically, $\mathbf{y}(\tau)$ in (5) has been partitioned into $\mathbf{y}_1(\tau) \triangleq [\mathbf{x}_{1,1}(\tau), \ldots, \mathbf{x}_{1,M-1}(\tau)]^T$ and $\mathbf{y}_2(\tau) \triangleq [\mathbf{x}_{2,1}(\tau), \ldots, \mathbf{x}_{2,M-1}(\tau)]^T$ and it has been shown that $\mathbf{y}_1$ and $\mathbf{y}_2$ obey the rotational invariance property which enables the use of ESPRIT for DOA estimation. However, the rotational invariance property is valid in [17] only when the transmit array is a uniform linear array (ULA). Therefore, the method of [17] is limited by the transmit array structure and may suffer from performance degradation in the presence of array perturbation errors. Moreover, it suffers from low SNR per virtual antenna as a result of dividing the total transmit energy over $M$ different waveforms.

(VI. PERFORMANCE ANALYSIS)

In this section, we analyze the performance of the proposed transmit beamspace MIMO radar DOA estimation approach. For the reason of comparison, we also consider two techniques that have been recently reported in the literature that employ the idea of dividing the transmit array into smaller sub-apertures/subarrays. The first technique uses transmit subapertures (TS) for omni-directionally radiating independent waveforms [36], [37]. If the number of subapertures is chosen as $K < M$, then each subaperture radiates pulses of energy $E/K$. The second technique is based on partitioning the transmit array into overlapped subarrays where the antennas that belong to each subarray are used to coherently transmit an independent waveform [22], [23]. We refer to this technique as transmit array partitioning (TAP). Note that the TAP technique has transmit coherent gain while the TS technique does not have such a coherent transmit gain.

In the following subsection, we compare between the aforementioned techniques in terms of the effective aperture of the corresponding virtual array, the SNR gain per virtual element, and the computational complexity associated with eigendecomposition based DOA estimation techniques. Then we also express/discuss the CRB for all considered techniques.

(A. Colocated Uniform Linear Transmit Array)

Consider the case of a ULA at the transmitter with $\lambda/2$ spacing between adjacent antennas, where $\lambda$ is the propagation wavelength. Taking the first antenna as a reference, the transmit steering vector can be expressed as

$$\mathbf{a}(\theta) \triangleq \left[ 1, e^{-j\pi \sin \theta}, \ldots, e^{-j\pi (M-1) \sin \theta} \right]^T.$$  

(40)

Also, the receive antennas are assumed to be grouped in a ULA with half a wavelength interelement spacing. Then, the receive steering vector is given as

$$\mathbf{b}(\theta) \triangleq \left[ 1, e^{-j\pi \sin \theta}, \ldots, e^{-j\pi (N-1) \sin \theta} \right]^T.$$  

(41)

It is worth noting that the transmit and receive array apertures are $(M-1)\lambda/2$ and $(N-1)\lambda/2$, respectively. In light of (40) and (41), we discuss/analyze the following cases.

1) Traditional MIMO Radar: Substituting (40) and (41) in (6), the MIMO radar virtual steering vector can be expressed as

$$\mathbf{a}_{\text{MIMO}}(\theta) = \left[ 1, \ldots, e^{-j\pi (N-1) \sin \theta}, e^{-j\pi \sin \theta}, \ldots, e^{-j\pi (M-1) \sin \theta}, \ldots, e^{-j\pi N \sin \theta}, \ldots, e^{-j\pi (M-1) \sin \theta} \right]^T.$$  

(42)

From (42), we observe that the effective virtual array aperture is $(M + N - 2)\lambda/2$. Note that the virtual steering vector $\mathbf{a}(\theta)$ \(\otimes\)
\( \mathbf{b}(\theta) \) is of dimension \( MN \times 1 \), yet it only contains \( M+N-1 \) distinct elements. Moreover, the SNR gain per virtual element is proportional in this case to \( E/M \). This low SNR gain can lead to poor DOA estimation performance especially at low SNR region. The computational complexity of applying eigendecomposition based DOA estimation techniques is of \( O(M^3N^3) \) in this case.

2) Transmit Subaperturing Based MIMO Radar: As compared to the traditional MIMO radar, TS-based MIMO radar employs \( K \) subapertures instead of \( M \). This results in higher SNR per virtual element in the corresponding virtual array at the receiver. To capitalize on the effect of this factor on the DOA estimation performance, we consider the extreme case when only two transmit subapertures\(^3\) are used to radiate the total transmit energy \( E \). In this case, each transmit subaperture radiates a waveform of energy \( E/2 \). Assume that the two transmit subapertures are separated in space by \( \zeta \) wavelength and that the first transmit subaperture is taken as a reference. Then, the MIMO radar data model (5) becomes of dimension \( 2N \times 1 \) and can be expressed as

\[
\mathbf{y}_{\text{TS}}(\tau) = \sqrt{\frac{E}{2}} \sum_{l=1}^{L} \alpha_l(\tau) \left( [1, e^{-j2\pi \zeta \sin \theta}]^T \otimes \mathbf{b}(\theta) \right) + \tilde{\mathbf{z}}_{\text{TS}}(\tau)
\]

where \( \tilde{\mathbf{z}}_{\text{TS}}(\tau) = [\mathbf{z}_1(\tau), \mathbf{z}_2(\tau)]^T \).

Comparing (5) to (43), we observe that the signal strength for MIMO radar with \( M \) transmit antennas is proportional to \( \sqrt{E/M} \) while the signal strength for the TS-based MIMO radar is proportional to \( \sqrt{E/2} \). This means that (43) offers an SNR gain that is \( M/2 \) times the SNR gain offered by (5). We also observe from (43) that the effective virtual array aperture is given by \( (\zeta + N - 1)/\lambda/2 \). Therefore, the effective aperture for this case can be controlled by selecting \( \zeta \). For example, selecting \( \zeta = \lambda/2 \) yields a virtual array steering vector of dimension \( 2N \) that contains only \( N + 1 \) distinct elements, i.e., the effective aperture would be \( N\lambda/2 \). This case is particularly important when performing DOA estimation using search free techniques such as ESPRIT. Another important case is the choice \( \zeta = N\lambda/2 \) which yields a virtual array that is equivalent to a \( 2N \)-element ULA. In this case, the effective array aperture will be \((2N-1)\lambda/2 \). The computational complexity of applying eigendecomposition based DOA estimation techniques is of \( O(2N^3) \) in this case.

3) Transmit Array Partitioning Based MIMO Radar: Selecting \( K = 2 \), the \( M \)-antenna transmit array is assumed to be partitioned into two fully overlapped subarrays of \( M-1 \) antenna each. The \((M-1)\times 1 \) beamforming weight vectors \( \mathbf{w}_1 = \mathbf{w}_2 = \mathbf{w} \) are used to form transmit beams that cover the spatial sector \( \Theta \). Two independent waveforms are radiated. Each waveform has \( E/2 \) energy per pulse. The transmit weight vector \( \mathbf{w} \) can be designed such that the transmit gain is approximately the same within the desired sector \( \Theta \), i.e., \( |\mathbf{w}^H \mathbf{a}(\theta)| = \mathbf{G}_{\text{TAP}}, \forall \theta \in \Theta \), where \( \mathbf{G}_{\text{TAP}} \) contains the first \( M-1 \) elements of the vector \( \mathbf{a}(\theta) \)

\( ^3\)One can think of a subaperture as a large omni-directional antenna which is capable of radiating energy \( E/2 \) instead of \( E/M \). This case might be practically unattractive as it will require power amplifier of much higher amplifying gain as compared to the case of using \( M \) transmit antennas. However, for the sake of theoretical analysis/comparison we consider it in this paper.

and \( \mathbf{G}_{\text{TAP}} \) is the TAP transmit coherent processing gain. Then, the TAP-based MIMO radar data model becomes of dimension \( 2N \times 1 \) and can be formally expressed as

\[
\mathbf{y}_{\text{TAP}}(\tau) = \sqrt{\frac{E}{2}} \sum_{l=1}^{L} \alpha_l(\tau) \left( \mathbf{w}^H \mathbf{a}(\theta_l) \right) \mathbf{u}_{\text{TAP}}(\theta_l) + \tilde{\mathbf{z}}_{\text{TAP}}(\tau)
\]

\[
= \mathbf{G}_{\text{TAP}} \sqrt{\frac{E}{2}} \sum_{l=1}^{L} \alpha_l(\tau) \mathbf{u}_{\text{TAP}}(\theta_l) + \tilde{\mathbf{z}}_{\text{TAP}}(\tau)
\]

where \( \mathbf{u}_{\text{TAP}}(\theta) \triangleq [1, e^{-j2\pi \zeta \sin \theta}]^T \otimes \mathbf{b}(\theta) \) is the \( 2N \times 1 \) steering vector of the corresponding virtual array. Note that the TAP-based MIMO radar has transmit coherent gain \( \mathbf{G}_{\text{TAP}} \) which results in improvement in SNR per virtual element. However, the corresponding virtual array contains \( N + 1 \) distinct elements, i.e., the effective virtual array aperture is limited to \( N\lambda/2 \). The computational complexity of applying eigendecomposition based DOA estimation techniques is of \( O(2N^3) \) in this case.

4) Transmit Beamspase Based MIMO Radar: For the proposed transmit beamspace MIMO radar, we choose \( K = 2 \) and use (22) and (23) for designing \( \mathbf{C} = [\mathbf{c}_1, \mathbf{c}_2] \) such that

\[
\mathbf{d}(\theta) = \mathbf{G}_{\text{beam}} \cdot [1, e^{-j2\pi \zeta \sin \theta}]^T, \quad \forall \theta \in \Theta
\]

where \( \mathbf{G}_{\text{beam}} \) is the transmit beamspace gain, i.e., \( |\mathbf{c}^H \mathbf{a}(\theta)| \approx \mathbf{c}^H \mathbf{a}(\theta) \approx \mathbf{G}_{\text{beam}}, \forall \theta \in \Theta \). This yields a virtual array with \( 2N \) distinct elements and \( (2N-1)\lambda/2 \) effective array aperture. Moreover, the proposed transmit beamspace technique offers SNR gain of \( \mathbf{G}_{\text{beam}} \cdot E/2 \), i.e., it combines all the benefits of all other aforementioned techniques. The computational complexity of applying eigendecomposition based DOA estimation techniques is of \( O(2N^3) \) in this case.

A comparison between all methods considered is summarized in Table I.

B. Cramér-Rao Bound

In this section, we discuss the CRB on DOA estimation accuracy in transmit beamspace-based MIMO radar.

The transmit beamspace-based MIMO radar virtual data model (14) can be rewritten as

\[
\tilde{\mathbf{y}}_{\text{beam}}(\tau) = \sum_{l=1}^{L} \alpha_l(\tau) \left( (\mathbf{C}^H \mathbf{a}(\theta_l) \otimes \mathbf{b}(\theta_l)) \right) + \sqrt{\frac{E}{N}} \tilde{\mathbf{z}}_{\text{K}}(\tau)
\]

where (46) is obtained from (14) by multiplying both sides by \( \sqrt{K/E} \). The signal model (46) satisfies the statistical model \( \tilde{\mathbf{y}}_{\text{beam}}(\tau) \sim N_C(\mathbf{m}(\tau), \mathbf{R}) \), where \( N_C \) denotes the complex multivariate circularly Gaussian probability density function, \( \mathbf{m}(\tau) \) is the mean of \( \tilde{\mathbf{y}}_{\text{beam}}(\tau) \), and \( \mathbf{R} \) is its covariance matrix.

1) Stochastic CRB: The stochastic CRB on estimating the DOAs using the data model (14) is derived by assuming \( \mathbf{m}(\tau) = 0 \) and \( \mathbf{R} = \tilde{\mathbf{R}}_{\text{beam}} \triangleq \mathbf{E}[\tilde{\mathbf{y}}_{\text{beam}}(\tau) \tilde{\mathbf{y}}_{\text{beam}}^H(\tau)] = \mathbf{R} + (K/E) \mathbf{C}^H \mathbf{C} \). Note that under these assumptions, the virtual array signal model (46) has the same form as the signal model used in [38] to derive the stochastic CRB for DOA estimation in conventional array processing. Therefore, the CRB expressions
in its general form derived in [38] can be used for computing the stochastic CRB for estimating the DOAs based on (24), that is,

$$\text{CRB}(\theta) = \frac{\sigma^2 K}{2EQ} \left\{ \text{Re}(D^H P \hat{V} D \otimes G^T) \right\}^{-1}$$

(47)

where $P \hat{V} \triangleq V(V^H V)^{-1}V^H$ is the projection matrix onto the space spanned by the columns of $V$, and $G \triangleq (SV^H R^{-1} VS)$. In (47), $d \triangleq [d(\theta_1), \ldots, d(\theta_L)]$ is the matrix whose $l$th column is given by the derivative of the $l$th column of $V$ with respect to $\theta_l$, i.e.,

$$d(\theta) \triangleq d\nu(\theta) = \frac{d}{d\theta} \left[ (C^H a(\theta) \otimes b(\theta)) \right]$$

$$= (C^H a'(\theta)) \otimes b(\theta) + (C^H a(\theta)) \otimes b'(\theta)$$

(48)

It is worth noting that the expression (47) can be used not only for computing the CRB for the proposed transmit beamspace technique but also for the other techniques summarized in Table I. Indeed, the following cases show how these techniques can be viewed as special cases of the proposed model (14).

1) Choosing $C = I_M$, the transmit beamspace signal model (14) simplifies to the traditional MIMO radar signal model (5). Therefore, the CRB for the traditional MIMO radar can be obtained by substituting $C = I_M$ in (47) and (48).

2) The TS-based MIMO radar signal model with $\zeta = \lambda/2$ can be obtained from (14) by choosing $C$ in the following format:

$$C = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ \end{bmatrix}^T$$

(49)

3) The TS-based MIMO radar signal model for $\zeta = N\lambda/2$ can be obtained from (14) by choosing $C$ in the following format:

$$C = \begin{bmatrix} 1 & 0 \\ 0 & 1 \\ \end{bmatrix}^T$$

(50)

4) Finally, the TAP-based MIMO radar signal model (44) can be obtained from (14) by choosing $C$ in the following format:

$$C = \begin{bmatrix} w_1 & 0 \\ 0 & w_2 \\ \end{bmatrix}$$

(51)

2) Deterministic CRB: The deterministic CRB is derived by assuming $\mu(\tau) = V\alpha(\tau)$ and $R = (K/E)\sigma^2 I_{KN}$. Under these statistical assumptions, the virtual data model (14) is similar to the general model used in [39] to find the deterministic CRB. According to [39], the deterministic CRB expression can be obtained from (47) by replacing $G$ with $\hat{S}$, where $\hat{S}$ is the sample estimate of $S$, that is,

$$\text{CRB}_{\text{DET}}(\theta) = \frac{\sigma^2 K}{2EQ} \left\{ \text{Re}(D^H P \hat{V} D \otimes \hat{S}^T) \right\}^{-1}$$

$$= \frac{\sigma^2 K}{2EQ} \left\{ \text{Re}(H \otimes \hat{S}^T) \right\}^{-1}$$

(52)

where $H \triangleq D^H P \hat{V} D = D^H V (V^H V)^{-1} V D^H = T O^{-1} T^H$, $T \triangleq D^H V$, and $O \triangleq V V^H$.

Let $\text{CRB}_K$ be the deterministic CRB for the case when the transmit weight matrix is given by (18), i.e., $C_K = [c_1, \ldots, c_L]$. The matrices $H_K$, $T_K$, and $O_K$, respectively, that reflect their dependence on $K$. Then, finding $H_K$ involves computing

$$[O_K]_{l_1,l_2} = v^H(\theta_{l_1}) v(\theta_{l_2})$$

$$= \left[ \left[ C^H_K a(\theta_{l_1}) \otimes b(\theta_{l_1}) \right] \otimes b(\theta_{l_2}) \right]^H$$

$$= [a^H(\theta_{l_1}) C_K C^H_K a(\theta_{l_2})] \cdot [b^H(\theta_{l_1}) b(\theta_{l_2})]_\infty,$$

(53)

where $[\cdot]_\infty$ stands for the $(l_1,l_2)$th entry of a matrix. Similarly, the $(l_1,l_2)$th entry of $T_K$ can be expressed as

$$[T_K]_{l_1,l_2} = d^H(\theta_{l_1}) v(\theta_{l_2})$$

$$= \left[ [a^H(\theta_{l_1}) C_K C^H_K a(\theta_{l_2})] \otimes b(\theta_{l_2}) \right]^H$$

$$= [a^H(\theta_{l_1}) C_K C^H_K a(\theta_{l_2})] \cdot [b^H(\theta_{l_1}) b(\theta_{l_2})],$$

(54)

Let then $\text{CRB}_{K+1}$ be the deterministic CRB for the case when the transmit weight matrix is given by the $M \times (K+1)$ matrix $C_{K+1} = [c_1, \ldots, c_K, c_{K+1}]$, i.e., the matrix $C_{K+1}$ consists of $K$ principle eigenvector plus one additional nonprincipal eigenvector. In this case, we have

$$[O_{K+1}]_{l_1,l_2} = \left[ \left[ C^H_{K+1} a(\theta_{l_1}) \otimes b(\theta_{l_1}) \right] \otimes b(\theta_{l_2}) \right]^H$$

$$= [a^H(\theta_{l_1}) C_{K+1} C^H_{K+1} a(\theta_{l_2})] \cdot [b^H(\theta_{l_1}) b(\theta_{l_2})],$$

(55)
as well as

\[
[T_{K+1}]_{l_1,l_2} = \left[ \mathbf{a}^H(\theta_1) \mathbf{C}_{K+1} \mathbf{C}^H_{K+1} \mathbf{a}(\theta_2) \right] \\
\times \left[ b^H(\theta_1) b(\theta_2) \right] \\
+ \left[ \mathbf{a}^H(\theta_1) \mathbf{C}_{K+1} \mathbf{C}^H_{K+1} \mathbf{a}(\theta_2) \right] \\
\times \left[ b^H(\theta_1) b(\theta_2) \right], \quad l_1,l_2 = 1, \ldots, L. \quad (56)
\]

Since \( \mathbf{c}_{K+1} \) is a nonprinciple eigenvector, it means that \( \mathbf{a}^H(\theta) \mathbf{c}_{K+1} \simeq 0, \forall \theta \in \Theta \). Substituting \( \mathbf{a}^H(\theta) \mathbf{c}_{K+1} \simeq 0 \) in (53)–(56), we obtain

\[
[\mathbf{O}_{K+1}]_{l_1,l_2} \simeq [\mathbf{O}_K]_{l_1,l_2}, \quad l_1,l_2 = 1, \ldots, L \quad (57)
\]

\[
[T_{K+1}]_{l_1,l_2} \simeq [T_K]_{l_1,l_2}, \quad l_1,l_2 = 1, \ldots, L. \quad (58)
\]

Using (57) and (58), we obtain that

\[
\mathbf{H}_{K+1} = \mathbf{T}_{K+1} \mathbf{O}_K^{-1} \mathbf{T}^H_K \simeq \mathbf{T}_K \mathbf{O}_K^{-1} \mathbf{T}^H_K = \mathbf{H}_K. \quad (59)
\]

Substituting (59) in (52), we finally can state that

\[
\text{CRB}_{K+1} = \frac{\sigma^2(K+1)}{2Q_E} \left\{ \Re \left( \mathbf{H}_{K+1} \odot \hat{\mathbf{S}}^T \right) \right\}^{-1}
\]

\[
\simeq \frac{\sigma^2(K+1)}{2Q_E} \left\{ \Re \left( \mathbf{H}_K \odot \hat{\mathbf{S}}^T \right) \right\}^{-1}
\]

\[
> \frac{\sigma^2_K}{2Q_E} \left\{ \Re \left( \mathbf{H}_K \odot \hat{\mathbf{S}}^T \right) \right\}^{-1} = \text{CRB}_K. \quad (60)
\]

A. Example 1: Stochastic and Deterministic CRBs

For the proposed spheroidal sequences-based transmit beamspace MIMO radar (18), the nonnegative matrix \( \mathbf{A} = \int_{\Theta} \mathbf{a}(\theta) \mathbf{a}^H(\theta) d\theta \) is built. The two eigenvectors associated with the largest two eigenvalues are taken as the principle eigenvectors, i.e., \( \mathbf{C} = [\mathbf{u}_1 \mathbf{u}_2] \) is used. Two waveforms are assumed to be radiated where each column of \( \mathbf{C} \) is used to form a transmit beam for radiating a single waveform. Fig. 1 shows the transmit power distribution of the individual waveforms \( |\mathbf{C}_k \mathbf{a}(\hat{\theta})|^2 \), \( k = 1,2 \) as well as the distribution of the total transmitted power (19). As we can see from this figure, the individual waveform power is not uniformly distributed within the sector \( \Theta \) while the distribution of the total transmitted power is uniform. To achieve uniform transmit power distribution for each waveform, a simple modification that involves vector rotation to the transmit beamspace matrix \( \mathbf{C} \) can be performed. This means that \( \mathbf{C} \) can be modified as

\[
\tilde{\mathbf{C}} = \mathbf{C}\tilde{\mathbf{Q}} \quad (62)
\]

where \( \tilde{\mathbf{Q}} \) is a \( 2 \times 2 \) unitary matrix defined as

\[
\tilde{\mathbf{Q}} = \begin{bmatrix} 
\sqrt{1/2} & \sqrt{1/2} \\
-\sqrt{1/2} & \sqrt{1/2} 
\end{bmatrix} \quad (63)
\]

Fig. 2 shows the transmit power distribution for the individual waveforms \( |\mathbf{C}_k \mathbf{a}(\hat{\theta})|^2 \), \( k = 1,2 \) as well as for the total transmitted power (19). It can be seen from this figure that the distribution of individual waveforms is uniform within the desired sector.

For the TAP-based method, the transmit array is partitioned into two overlapped subarrays of \( n \) antennas each. Each subarray is used to focus the radiation of one waveform within the sector \( \Theta \). The transmit weight vectors are chosen as \( \mathbf{w}_1 = \mathbf{w}_2 = [-0.5623 - 0.5076 - 0.4358 - 0.3501 -0.2542 - 0.1524 - 0.0490 0.0512 0.1441]^T \) as in [27]. This specific selection is obtained by averaging the two eigenvectors associated with the two largest eigenvalues of the matrix \( \int_\Theta \mathbf{a}_1(\theta) \mathbf{R}_1^H(\theta) d\theta \), where \( \mathbf{a}_1(\theta) \) is the \( 9 \times 1 \) steering vector associated with the first subarray.\(^4\) The transmit power distribution of both waveforms is exactly the same. Fig. 3 shows the overall transmit power distribution for the traditional MIMO radar, the TS with \( \zeta = \lambda/2 \), the TS with \( \zeta = N\lambda/2 \), the TAP-based method, and the proposed transmit beamspace-based method. It can be seen from this figure that the first three methods have omnidirectional transmission while the TAP-based and the proposed transmit beamspace-based methods have similar transmit power distributions.

The stochastic CRBs for all methods considered are plotted versus SNR = \( \sigma_\mathbf{a}^2/\sigma_\mathbf{e}^2 \) in Fig. 4. It can be seen from this figure that the TS-based MIMO radar with \( \zeta = \lambda/2 \) has the highest/worst CRB as compared to all other methods. Its poor CRB performance is attributed to the semi-directional transmission, i.e., wasting a considerable fraction of the transmitted energy within the out-of-sector region, and to the small effective aperture of the corresponding virtual array. We can also see from the figure that the TS-based MIMO radar with \( \zeta = N\lambda/2 \) exhibits much

\(^4\)Note that if the transmit array is not a ULA, then \( \mathbf{w}_1 \) and \( \mathbf{w}_2 \) can be designed independently using classic FIR filter design techniques.

VII. SIMULATION RESULTS

Throughout our simulations, we assume a uniform linear transmit array of \( M = 10 \) omni-directional antennas spaced half a wavelength apart. At the receiver, an arbitrary array of \( N = 10 \) omni-directional antennas whose locations are randomly drawn from the set \([0, 4.5]\) measured in wavelength is assumed. The additive noise is Gaussian zero-mean unit-variance spatially and temporally white. Two targets are located at directions \(-1^\circ\) and \(1^\circ\), respectively. The sector of interest \( \Theta = [-5^\circ, 5^\circ] \) is taken. Several examples are used to compare the performances of the following methods: i) the traditional MIMO radar (5); ii) the TS-based MIMO radar (49) with \( \zeta = \lambda/2 \); iii) the TS-based MIMO radar (49) with \( \zeta = N\lambda/2 \); iv) the TAP-based MIMO radar (51); and v) the proposed transmit beamspace MIMO radar (14). For all methods tested, the total transmit energy is fixed to \( E = M \). For the traditional MIMO radar (5), each transmit antenna is used for omni-directional radiation of one of the baseband waveforms

\[
\phi_m(t) = \sqrt{\frac{1}{T}} e^{j2\pi \nu t}, \quad m = 1, \ldots, M. \quad (61)
\]

For all methods that radiate two waveforms only, the first and second waveforms of (61) are used. The total number of virtual snapshots used to compute the sample covariance matrix is \( Q = 200 \). In all examples, the RMSEs and the probability of source resolution for all methods tested are computed based on 500 independent runs.
lower stochastic CRB as compared to the case with $\zeta = \lambda/2$. The reason for this improvement is the larger effective aperture of the corresponding virtual array. The traditional MIMO radar with $M$ transmit antennas has the same effective aperture as that of the TS-based MIMO radar with $\zeta = N\lambda/2$ but lower SNR per virtual element. Therefore, the stochastic CRB for traditional MIMO radar is higher than the CRB for the TS-based MIMO radar with $\zeta = N\lambda/2$. At the same time, it is better than the CRB of the TS-based MIMO radar with $\zeta = \lambda/2$ due to larger effective aperture. The TAP-based MIMO radar has the same effective aperture as that of the TS-based MIMO radar with $\zeta = \lambda/2$ but higher SNR per virtual element due to transmit coherent processing gain. It yields lower CRB. In fact, the CRB for the TAP-based MIMO radar is comparable to that of the traditional MIMO radar. Finally, the transmit beamspace MIMO radar with spheroidal sequences-based transmit weight matrix has the lowest CRB as compared to all other methods.

This can be attributed to the fact that the proposed transmit beamspace-based MIMO radar combines the benefits of having high SNR due to energy focusing, high power of individual waveforms, and large effective aperture of the corresponding virtual array.

The deterministic CRBs for all methods considered are plotted in Fig. 5. As can be seen from this figure, the same observations and conclusion that are drawn from the stochastic CRB curves also apply to the deterministic CRB.

### B. Example 2: MUSIC-based DOA Estimation

In this example, the MUSIC algorithm is used to estimate the DOA for all aforementioned methods. Note that the targets are considered to be resolved if there are at least two peaks in the MUSIC spectrum and the following is satisfied [21]:

$$|\hat{\theta}_l - \theta_l| \leq \frac{\Delta\theta}{2}, \quad l = 1, 2$$

where $\Delta\theta = |\theta_2 - \theta_1|$. Fig. 6 shows the probability of source resolution versus SNR for all methods tested. It can be seen from...
this figure that all methods exhibit a 100% correct source resolution at high SNR values. As the SNR decreases, the probability of source resolution starts dropping for each method at a certain point until it eventually becomes zero. The SNR level at which this transition happens is known as SNR threshold. It can be seen from Fig. 6 that the TS-based MIMO radar with $\zeta = \lambda/2$ has the highest SNR threshold while the traditional MIMO radar and the TAP-based MIMO radar have the second and third highest SNR thresholds, respectively. The SNR threshold of the TS-based MIMO radar with $\zeta = N\lambda/2$ is lower than the aforementioned three methods while the proposed transmit beamspace-based MIMO radar has the lowest SNR threshold, i.e., the best probability of source resolution performance.

Fig. 7 shows the RMSEs for the MUSIC-based DOA estimators versus SNR for all methods tested. It can be seen from this figure that the TS-based MIMO radar with $\zeta = \lambda/2$ has the highest/poorest RMSE performance. It can also be seen that the TAP-based MIMO radar outperforms the traditional MIMO radar at low SNR region while the opposite occurs at high SNR region. This means that the influence of having large effective aperture is prominent at high SNR region, while the benefit of having high SNR gain per virtual antenna (even if the effective aperture is small) is feasible at low SNR region. It can also be observed from Fig. 7 that the estimation performance of the TS-based MIMO radar with $\zeta = N\lambda/2$ is better than that of both the traditional MIMO radar and the TAP-based MIMO radar. Finally, the proposed transmit beamspace-based MIMO radar outperforms all aforementioned methods.

It is worth noting that the width of the desired sector is $10^\circ$. Therefore, the parts of the RMSE curves where the RMSEs exceed $10^\circ$ in Fig. 7 are not important. Thus, the comparison between different methods within that region is meaningless.

C. Example 3: ESPRIT-Based DOA Estimation

In this example, all parameters for all methods are the same as in the previous example except for the $M \times 2$ transmit weight matrix associated with transmit beamspace-based MIMO radar which is designed using (22)-(23). The out-of-sector region is taken as $\mathbf{\Phi} = [-90^\circ, -15^\circ] \cup [15^\circ, 90^\circ]$ and the parameter that controls the level of radiated power within $\mathbf{\Phi}$ is taken as $\gamma = 0.38$. Each column of the resulting matrix $C$ is scaled such that it has unit norm. The transmit power distribution for this case is similar to the one shown in Fig. 2 and, therefore, is not shown here. ESPRIT-based DOA estimation is performed for all aforementioned methods. For the traditional MIMO radar-based method, the $MN \times 1$ virtual array is partitioned into two overlapped subarrays of size $(M - 1)N \times 1$ each, i.e., the first subarray contains the first $(M - 1)N$ elements while the second subarray contains the last $(M - 1)N$ elements. For all other methods, the $2N \times 1$ virtual array is partitioned into two nonoverlapped subarrays, i.e., the first subarray contains the first $N$ elements while the second subarray contains the last $N$ elements.

The probabilities of source resolution and the DOA estimation RMSEs versus SNR are shown for all methods tested in Figs. 8 and 9, respectively. It can be seen from Fig. 8 that the ESPRIT-based DOA estimator for the TS-based MIMO radar with $\zeta = \lambda/2$ has the highest/poorest SNR threshold while the ESPRIT-based DOA estimator for the traditional MIMO radar has the second highest SNR threshold. The ESPRIT-based DOA estimator for the TAP-based MIMO radar has SNR threshold that is lower than the previous two estimators. Moreover, the SNR
threshold of the ESPRIT-based DOA estimator for the TS-based MIMO radar with \( \zeta = N \lambda / 2 \) is lower than the SNR threshold of the ESPRIT-based DOA estimator for the TAP-based MIMO radar. Finally, the ESPRIT-based DOA estimator for the proposed transmit beamspace-based MIMO radar has the lowest SNR threshold, i.e., the best probability of source resolution performance.

It can be seen from Fig. 9 that the ESPRIT-based DOA estimator for the TS-based MIMO radar with \( \zeta = N \lambda / 2 \) has the highest/scariest RMSE performance. Also this figure shows that the ESPRIT-based DOA estimator for the TAP-based MIMO radar outperforms the ESPRIT-based DOA estimator for the traditional MIMO radar at low SNR region while the opposite occurs at high SNR region. This confirms again the observation from the previous example that having large effective aperture is more important at high SNR region, while having high SNR gain per virtual antenna is more important at low SNR region. It can also be observed from Fig. 9 that the ESPRIT-based DOA estimator for the TS-based MIMO radar with \( \zeta = N \lambda / 2 \) outperforms the ESPRIT-based DOA estimator for both the traditional MIMO radar and the TAP-based MIMO radar. Finally, the ESPRIT-based DOA estimator for the proposed transmit beamspace-based MIMO radar outperforms all aforementioned estimators.

**D. Example 4: Transmit Energy Focusing With Multiple Transmit Waveforms**

In this example, we study the performance of the proposed transmit energy focusing based technique versus the number of orthonormal transmit waveforms \( K \). We also make comparison between the performance of the proposed transmit energy focusing technique using \( K = 4 \) orthonormal transmit waveforms and the performance of the signal cross-correlation-based transmit beamforming technique of [25] as well as the performance of the traditional MIMO radar, i.e., the MIMO radar with omnidirectional transmission of \( M \) waveforms. All parameters are the same as in Example 1 except that a wider sector \( \Theta = [-15^\circ, 15^\circ] \) is taken and a total number of \( Q = 100 \) snapshots is used. For the proposed transmit energy focusing technique, the spheroiial sequences (18) are used to focus the transmitted energy within the sector \( \Theta \).

Fig. 10 shows the CRB versus the number of transmit beams \( K \) while the SNR is fixed to 0 dB. The energy ratio, which is the ratio of the sum of \( K \) effective eigenvalues of \( \mathbf{A} \) to the sum of all eigenvalues, is also shown in the same figure. Note that it has been assumed that five targets are located at directions \(-10^\circ, -5^\circ, 0^\circ, 5^\circ, \) and \(10^\circ\). It can be seen from the figure that the lowest CRB value occurs when the number of transmit waveforms is \( K = 4 \). Note that four principle eigenvectors of the matrix \( \mathbf{A} \) in (15) account for more than 99% of the energy that can be focused within the desired sector, i.e., the sum of the four largest eigenvalues of \( \mathbf{A} \) account for more than 99% of the sum of all eigenvalues. The latter can be observed from the energy ratio curve. Thus, the use of nonprinciple eigenvectors of \( \mathbf{A} \) results in dissipating the energy radiated in the out-of-sector area instead of focusing it within the desired sector. This observation is consistent with the CRB analysis in Section VI-B [specifically, see (60)]. Also note that the optimal choice of \( K \) is related to the width of the sector-of-interest. The width of the sector-of-interest used in this example is 30°. However, as the sector-of-interest goes larger, higher values of \( K \) may be required to warrant minimum CRB.
Fig. 11 shows the RMSE and CRB versus SNR for the proposed transmit energy focusing technique with $K = 4$, the cross-correlation-based transmit beamforming technique, and the traditional MIMO radar technique. For the cross-correlation-based transmit beamforming technique, we use the minmax criterion to optimize the beampattern over the square root of the cross-correlation matrix as in [40]. For the sake of fairness, the desired beampattern is chosen to be as close as possible to the transmit beampattern of the proposed transmit energy focusing technique. It can be seen from Fig. 11 that the proposed transmit energy focusing and the cross-correlation-based transmit beamforming techniques have effectively the same CRB which is lower than the CRB for the traditional MIMO radar. Although the proposed transmit energy focusing and the cross-correlation-based transmit beamforming based techniques have the same transmit power distribution, the $KN \times 1$ virtual data vector associated with the proposed transmit energy focusing technique enjoys higher SNR per virtual element than the $MN \times 1$ virtual data vector associated with the cross-correlation-based transmit beamforming technique. As a result, the proposed transmit energy focusing technique has lower RMSE as compared to the cross-correlation-based transmit beamforming technique. The RMSE performance of the traditional MIMO radar is the poorest because of the fact that it does not incorporate any type of transmit energy focusing. Note that this result is analogous to the well known result observed for beamspace dimension reduction techniques, which are widely used in array signal processing. Specifically, it is well known that performing DOA estimation in a reduced dimension beamspace yields better estimation performance and better source resolution as compared to performing DOA estimation in elementspace. Fig. 12 also shows the probability of source resolution for the three aforementioned techniques. It can be seen from the figure that the cross-correlation-based transmit beamforming technique has better source resolution capabilities than the traditional MIMO radar while the proposed transmit energy focusing technique is superior to both techniques.

VIII. CONCLUSION

A transmit beamspace energy focusing technique for MIMO radar with application to direction finding for multiple targets is proposed. Two methods for focusing the energy of multiple (two or more) transmitted orthogonal waveforms within a certain spatial sector are developed. The essence of the first method is to employ spheroidal sequences for designing transmit beamspace weight matrix so that the SNR gain at each receive antenna is maximized. The subspace decomposition-based techniques such as MUSIC can then be used for direction finding for multiple targets. The second method uses convex optimization to control the amount of dissipated energy in the out-of-sector at the transmitter and to achieve/maintain rotational invariance property at the receiver. This enables the application of search-free DOA estimation techniques such as ESPRIT. Thus, it allows to achieve a better estimation performance at lower computational cost. Performance analysis of the proposed transmit beamspace-based MIMO radar and comparison to the cross-correlation-based transmit beamforming technique as well as the existing MIMO radar techniques are given. Stochastic and deterministic CRB expressions as functions of the transmit beamspace weight matrix and the number of transmitted waveforms are found. The computational complexity of the proposed method can be controlled by selecting the transmit beamspace dimension, i.e., by selecting the number of transmit waveforms. Simulation examples show the superiority of the proposed technique over the existing techniques.
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