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Abstract—It is a challenging task for multi-hop wireless
networks to support multimedia applications with quality-of-
service (QoS) requirements. This letter presents a joint cross-
layer optimization approach, i.e., joint medium access control,
routing, and energy distribution. User satisfaction represented by
user utility is maximized within the required network lifetime,
given the constraints on the total available energy in the network
and the minimum user rates. Although the resulting optimization
problem is nonlinear and nonconvex, we prove that it is approx-
imately equivalent to a two-step convex problem. Furthermore,
we prove that the problem of maximizing network utility within
achievable network lifetime is quasiconvex.

Index Terms—Cross-layer design, medium access control, rout-
ing, energy distribution, convexity.

I. INTRODUCTION

IT is a challenging task for multi-hop wireless networks
(such as mobile ad hoc networks, wireless mesh networks,

and wireless sensor networks) to support multimedia appli-
cations with quality-of-service (QoS) requirements. In these
networks, each terminal may act as both a traffic source node
and a relay node. Thus, it is necessary to design the medium
access control (MAC) and routing protocols together, where
MAC determines when a node transmits with what power
and rate levels, and routing searches an effective path for
an end-to-end flow [1], [2], [3]. Cross-layer design of MAC
and routing has been well investigated in the literature [4].
Recently research has also shown the importance of energy
distribution in multi-hop wireless networks [5]. It is well
accepted that equal energy assignment among all nodes may
not be efficient. For example, in a mobile ad hoc network with
a wireless gateway, nodes located closer to the gateway might
need more energy since they very likely have more traffic
load (due to relay service) than others. Energy distribution
strategies for wireless sensor networks are investigated in [5],
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which largely depend on the locations of the nodes in the
network.

This letter presents the joint design of MAC, routing
and energy distribution in a multi-hop wireless network,
where the QoS of each node must be guaranteed during the
minimum required network lifetime, and the network utility
within this lifetime is to be maximized. The wireless service
provisioning is formulated as a nonconvex network utility
maximization (NUM) problem. It is proved that the problem
is approximately equivalent to a two-step convex problem.
It is also proved that the NUM problem that maximizes
the network utility within achievable network lifetime is a
quasiconvex problem. The rest of this letter is organized as
follows. Network model is given in Section II. The joint MAC,
routing, and energy distribution design is presented in Section
III. Numerical results are given in Section IV, followed by
further discussions in Section V and concluding remarks in
Section VI.

II. NETWORK MODEL

A network with a node set S is considered. We assume that
all the nodes have the same traffic destination (which is not
included in S.1 Each node in S acts as a traffic source node
with relay function. Note that our simplified formulation can
be easily extended to the case when any node has the function
of both a traffic source and a traffic destination, since that node
can be modeled as two nodes: one traffic source and one traffic
destination at the same location.

We assume that each node has infinitely backlogged traffic
ready to send. The rate of traffic source generated by a node
s ∈ S and injected into the network is denoted rs, which
should be no less than a lower bound rLB

s . Note that this
problem formulation can be also extended straightforwardly
to the case when each node has a source rate upper bound.

The set of one-hop unidirectional links in the network is
denoted as L.2 For each node s, let O(s) denote the set of
outgoing links, and I(s) the set of incoming links. Then for
node s, the difference of its total outgoing traffic and total
incoming traffic should be exactly the traffic generated at s,
that is ∑

l∈O(s)

Rl −
∑

l∈I(s)

Rl = rs, s ∈ S (1)

1For example, in a wireless sensor network, the traffic sink collects
information from all sensor nodes, and thus is the common traffic destination.

2Note that a bidirectional link in the network, if any, can be modeled as
two unidirectional links.
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where Rl is the transmission rate achieved over link l. Note
that link l may not be active (i.e., being transmitting) all the
time. So Rl is upper bounded by the capacity of link l denoted
Cl, which is the rate that link l can achieve if the link is active
all the time. The value of Cl depends on the physical layer
parameters such as spectrum bandwidth, modulation scheme,
channel coding, etc.

For each link l, let εl and εl denote the energy needed
to transmit and receive a unit of traffic, respectively. Then
the constraint on total energy consumption at node s can be
expressed as[ ∑

l∈O(s)

εlRl +
∑

l∈I(s)

εlRl

]
Ts ≤ Es, s ∈ S (2)

where Ts means the lifetime of node s, and Es is the
initial energy supply at node s. It is required that the QoS
requirement of each node (i.e., rs ≥ rLB

s ) should be guaranteed
during the network lifetime, which is defined as the duration
before any node dies. Therefore, the network lifetime can be
expressed as

T = min
s∈S

Ts = min
s∈S

Es∑
l∈O(s)

εlRl +
∑

l∈I(s)

εlRl

.

In this letter, low node mobility is assumed, such as in
the case of a wireless mesh or sensor network. We consider
the stage of node and network configuration. One target is
to assign a certain amount of energy (e.g., a number of
AAA batteries) to the wireless terminals based on the network
topology and QoS requirements of the nodes. Different nodes
should be allocated different amount of energy, since appar-
ently equal energy assignment may not lead to optimality.
The total available energy for the whole network is denoted
Etot, which can be in the form of available batteries with
different capacities. With the assumption of continuous energy
distribution, we have the following constraint in the network∑

s∈S
Es ≤ Etot. (3)

A. Link Contention Graph and Maximal Cliques

Two popular and powerful tools to model contention re-
lations in a multi-hop wireless network are link contention
graph and maximal cliques [4], [6], [7], [8]. Each link in the
network is represented by a vertex in the link contention graph.
For two contending links in the network, an edge between the
two associated vertices in the link contention graph is used to
represent the contention relation. A clique is a subgraph in the
link contention graph within which any two vertices have an
edge (or equivalently, the two represented links in the network
contend with each other). A maximal clique is defined as a
clique not included in any other clique. It is possible that a
link may belong to several maximal cliques. For a maximal
clique, at most one link from it can be active at any time,
because collision(s) will happen otherwise. Then we have

∑
l∈Mk

Rl

Cl
≤ 1, k = 1, . . . , K (4)

where Rl

Cl
is the fraction of time when link l is active, K is the

total number of maximal cliques in the link contention graph,
and Mk is the kth maximal clique. Moreover, it is assumed
here that the link contention graph is perfect.3 Therefore,
the condition (4) is also a sufficient condition for a feasible
schedule with link rates Rl’s [7].

III. JOINT DESIGN OF MAC, ROUTING, AND ENERGY

DISTRIBUTION

A. Problem Formulation

This section presents a joint MAC, routing, and energy
distribution optimization problem. The network lifetime T is
required to be at least Tmin.

The NUM framework [9] has been considered as a powerful
tool for network rate allocation problems. In the framework,
the utility denoted as Uβ(rs) parameterized by β ≥ 0
represents the user satisfaction level with respect to allocated
resources (for example, traffic source rate rs). We propose the
following NUM problem

max
{rs}, {Rl}, {Es}, T

∑
s∈S

Uβ (rs) (5a)

s.t.
∑

l∈O(s)

Rl −
∑

l∈I(s)

Rl = rs, s ∈ S (5b)

rs ≥ rLB
s , s ∈ S (5c)[ ∑

l∈O(s)

εlRl +
∑

l∈I(s)

εlRl

]
T ≤ Es, s ∈ S (5d)

T ≥ Tmin (5e)∑
s∈S

Es ≤ Etot (5f)

∑
l∈Mk

Rl

Cl
≤ 1, k = 1, . . . , K. (5g)

In this optimization problem, the objective is to maximize the
total network utility for all nodes. Constraint (5b) means that
a route exists for the traffic generated by any node. Constraint
(5c) means that each node is guaranteed its minimum traffic
source rate requirement. Constraint (5d) specifies the total
energy supply at each node. Constraint (5e) guarantees that
the network lifetime should be at least Tmin. Note that the
required minimum network lifetime Tmin is determined based
on the design goal of the network.4 Constraint (5f) specifies
the total energy supply in the network. Constraint (5g) gives a
sufficient and necessary condition for a feasible schedule with
link rates Rl’s, as indicated in the preceding section.

It has been shown that different utility definitions can result
in different kinds of fairness [9], [10]. For example, in [10],
a family of utility functions is given as

Uβ (x) =
{

(1 − β)−1
x1−β , β �= 1, β ≥ 0

log x, β = 1.
(6)

When β = 0, the maximization of the network utility (i.e.,
the sum of the utility values of all the nodes in the network)

3Our formulation is also meaningful for a non-perfect link contention graph,
since it can provide an upper bound of the network performance.

4In case when Tmin is not designed appropriately or the total energy is
not sufficient to achieve the Tmin, the problem (5a)-(5g) may be infeasible,
such as in the case of Scheme 1 in Fig. 3 when Etot < 40 K in Section IV.
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will lead to the maximization of system throughput. Moreover,
proportional, harmonic mean, and max-min fairness can be
achieved when β = 1, β = 2, and β → ∞, respectively
[7] [10]. Since such a utility definition is general and flexible
enough, it is adopted here.

The aforementioned NUM problem (5a)-(5g) is both non-
linear and nonconvex. Thus it may look intractable. However,
in the sequel, we develop an algorithm for solving it near
optimally.

B. Near Optimal Solution

Let us consider the optimization problem (5a)–(5g) without
the constraint on the minimum network lifetime, that is

max
{rs}, {Rl}, {Es}, T

∑
s∈S

Uβ (rs) (7a)

s.t. Constraints (5b), (5c), (5d), (5f), (5g). (7b)

THEOREM 1: If the network lifetime T is fixed in (7a)–
(7b), then the optimal value of the optimization problem (7a)
is non-increasing with respect to T .

Proof: Suppose that the network lifetime T in (7a)–(7b)
is fixed at Tf , and define Ẽs = Es

Tf
. After some mathematical

manipulations, (7a)–(7b) can be reformulated as

max
{rs}, {Rl}, {Ẽs}

∑
s∈S

Uβ (rs) (8a)

s.t.
∑

l∈O(s)

Rl −
∑

l∈I(s)

Rl = rs, s ∈ S (8b)

rs ≥ rLB
s , s ∈ S (8c)∑

l∈O(s)

εlRl +
∑

l∈I(s)

εlRl ≤ Ẽs, s ∈ S (8d)

∑
s∈S

Ẽs ≤ Ẽtot =
Etot

Tf
(8e)

∑
l∈Mk

Rl

Cl
≤ 1, k = 1, . . . , K. (8f)

The optimization problem (7a)–(7b) with T = Tf and total
energy Etot is equivalent to the case with fixed network
lifetime T = 1 and new total energy Ẽtot = Etot

Tf
. If Tf is

increased to T ′
f , Etot

T ′
f

becomes smaller than Etot
Tf

. Therefore,

the feasible set of
{{rs}, {Rl}, {Ẽs}

}
’s that satisfies (8b)–(8f)

with T ′
f will be a subset of the feasible set that satisfies (8b)–

(8f) with Tf . So the optimal value of (8a) with T ′
f will be no

more than the optimal value of (8a) with Tf . This completes
the proof.

Consider an example network in Fig. 1, which has 14 nodes
and 42 unidirectional links (21 bidirectional links). The Sink
Node is the traffic destination for all other nodes’ traffic. The
energy needed to transmit 1 unit of data on any link l is set
to be 1 unit of energy, while the energy needed to receive 1
unit of data on any link is set to be 0.2 unit of energy, i.e.,
εl = 1, εl = 0.2, ∀l. The capacity of each link, i.e., Cl, is 20
units of rate. We plot the total network throughput (viewed as
the network utility in (8a)) versus the (fixed) network lifetime
T for different values of minimum source rate requirement
rLB
s and total energy Etot, and show the result in Fig. 2. It

can be seen that for each value of rLB
s and Etot, the network

N1
Sink
Node

N3

N8 N9

N10N5

N6 N11 N13

N12N7

N4N2

Fig. 1. An example of the network model.
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Fig. 2. Throughput versus fixed network lifetime T .

throughput first keeps constant, then starts to decrease after a
threshold Tthreshold. The reason is as follows. If the network
lifetime is small, each node has sufficient energy to transmit.
Thus, the dominant factor to determine the network throughput
is the contention constraints (which do not change). So the
network throughput keeps constant for small values of network
lifetime, as long as the energy supply is sufficient. After a
threshold Tthreshold, the energy supply of the network is not
sufficient anymore, and thus turns to be the dominant factor to
determine the network throughput. So the network throughput
starts to decrease with an increase of network lifetime, since
the energy supply becomes more stringent.

Using Theorem 1, the following algorithm for solving
problem (5a)–(5g) is proposed.

• Step 1: Given Etot, determine the threshold point
Tthreshold.

• Step 2: Set T = max
{
Tthreshold, Tmin

}
.

• Step 3: Solve (5a)–(5g) with T determined as in Step 2.
The bisection search method can be used to determine
Tthreshold in Step 1 without the need for an exhaustive search.
However, the bisection search only provides an approximate
value of Tthreshold within certain accuracy to the actual value.
Particularly, two variables T1 and T2 are used in the bisection
search, where T1 is first fixed at a very small value, and the
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corresponding network throughput5 is denoted as U1, and T2 is
taken to be large enough such that the corresponding network
throughput U2 < U1. Set T1 := T1+T2

2 if network throughput
associated with network lifetime T1+T2

2 is equal to U1, or
set T2 := T1+T2

2 otherwise. This procedure is repeated until
the difference between T1 and T2 is small enough (say, less
than a pre-selected threshold value that defines the desired
accuracy). Finally, we set Tthreshold := T1+T2

2 , which is the
approximated point when the throughput starts to decrease as
shown in Fig. 2. Therefore, depending on the accuracy of the
proposed design, a smaller or larger number of sub-problems
need to be solved in Step 1. Clearly, with some initial ideas
on the value Tthreshold, the complexity of the aforementioned
process can be further reduced.

For the optimization problem in Step 3, the following
Theorem proves its convexity.

THEOREM 2: The optimization problem (5a)–(5g) with
fixed T is convex.

Proof: The utility function Uβ (rs) given in (6) is concave
on source rate variables rs, ∀s ∈ S [10]. It is easy to show that
the constraints in (5b)–(5g) with fixed T are linear constraints
with respect to the variables rs, Rl, Es, ∀l, s. Thus, the
optimization problem is convex.

Theorems 1 and 2 indicate that the optimization problem
(5a)–(5g) is approximately equivalent to a two-step convex
problem. Generally this two-step convex problem should be
solved in a centralized manner. Therefore, for a large-size
network with a large number of variables (such as a sensor
network), the computational complexity to solve the problem
may be high. However, this drawback can be compensated
by the following two facts: 1) We have proved that the sub-
problems in the proposed design are convex, and thus can be
solved with limited complexity, since software packages are
available to solve large-scale convex problems. 2) Although
a centralized algorithm has high computational complexity,
and thus, is not scalable for a large-size sensor network, we
can partition the network into clusters (as discussed in [11]
and references therein), and apply the centralized algorithm
in each cluster. Overall, the proposed algorithm is targeted for
a small- or medium-size network, or a cluster in a large-size
network.

IV. NUMERICAL RESULTS

Consider a multi-hop network as shown in Fig. 1. Three
different scenarios are tested: network throughput maximiza-
tion with all nodes having equal energy, network throughput
maximization with energy distribution, and max-min fairness
optimization with energy distribution, referred to as Schemes
1, 2, and 3, respectively.

First set εl = 1 unit of energy, εl = 0.2 unit of energy, and
Cl = 20 units of rate, ∀l. The minimum network lifetime
requirement is Tmin = 5000 units of time. The minimum
source rate requirement for each node is rLB

s = 0.1 or 0.2
unit of rate. The network throughput is obtained for the three
schemes with different Etot values, shown in Fig. 3. It can be

5Note that any network throughput associated with a fixed network lifetime
T in the bisection search is obtained by solving the problem (8a)–(8f) with
the fixed T .
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Fig. 3. Throughput versus total available energy Etot.
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Fig. 4. Network throughput versus network lifetime requirement Tmin when
Etot = 100 K.

seen that Scheme 2 leads to the maximum network throughout,
while Scheme 1 leads to the least. Next, we fix Tmin = 5000
units of time, rLB

s = 0.2 unit of rate, and Etot = 100 K units of
energy. Table I shows the assigned energy (i.e., Es) and source
rate (i.e., rs) of each node. In Scheme 1, all the nodes have
the same energy assignment. Scheme 2 achieves the largest
network throughput, and at the same time, the largest variance
in the source rates of the nodes. Scheme 3 leads to the best
fairness performance since the source rates of all the nodes are
the same. The variance in the assigned energy of the nodes in
Scheme 3 is because of the variance of the relay traffic load
at the nodes. In other words, a node may need more energy
if it needs to relay more traffic.

The effect of users’ QoS demands on the network through-
put is also investigated. Fig. 4 displays the network throughput
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TABLE I
ASSIGNED ENERGY AND SOURCE RATE AT EACH NODE WHEN Tmin = 5000, rLB

s = 0.2 AND Etot = 100 K.

Node ID N1 N2 N3 N4 N5 N6 N7 N8 N9 N10 N11 N12 N13
Scheme 1 7.7 7.7 7.7 7.7 7.7 7.7 7.7 7.7 7.7 7.7 7.7 7.7 7.7

Energy Scheme 2 1.4 1.0 3.2 1.8 5.3 2.4 1.0 1.0 23.9 28.2 2.8 2.2 25.9
Scheme 3 3.6 2.7 8.1 5.0 13.3 7.1 2.7 2.7 6.0 23.2 8.3 6.0 11.4

Scheme 1 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.9 0.7 0.2 0.2 0.7
Rate Scheme 2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 4.5 4.3 0.2 0.2 4.4

Scheme 3 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5

when Etot = 100 K units of energy, and each node’s source
rate demand rLB

s is 0.1 and 0.2 unit of rate, respectively. It can
be seen that the optimized total network throughput keeps non-
increasing with the increase of the users’ source rate demand.
This can be explained as follows. In the optimization problem
(5a)–(5g), the constraint (5c) becomes more stringent with an
increase of the source rate demand. Thus, the feasible set of{{rs}, {Rl}, {Es}, T

}
’s will be a subset of the feasible set

in the case if the source rate demand does not increase. Thus,
an increase of source rate demand results in the same (e.g.,
Scheme 3 in the example) or smaller (e.g., Schemes 1 and 2
in the example) optimal value of the network utility.

V. FURTHER DISCUSSIONS

In the NUM formulation in Section III, our target is to
maximize the network utility, within the minimum required
network lifetime. An alternative and interesting formulation is
to maximize the network utility within the achievable network
lifetime, while guaranteeing that the achievable network life-
time is at least the minimum required value. For this alternative
case, the energy supply at node s is fixed as Es. Then we
obtain the following NUM problem:

max
{rs}, {Rl}, T

T
∑
s∈S

Uβ (rs) (9a)

s.t.
∑

l∈O(s)

Rl −
∑

l∈I(s)

Rl = rs, s ∈ S (9b)

rs ≥ rLB
s , s ∈ S (9c)[ ∑

l∈O(s)

εlRl +
∑

l∈I(s)

εlRl

]
T ≤ Es, s ∈ S (9d)

T ≥ Tmin (9e)∑
l∈Mk

Rl

Cl
≤ 1, k = 1, . . . , K. (9f)

THEOREM 3: The optimization problem (9a)–(9f) is quasi-
convex.

Proof: A new variable is defined as B = 1/T . Then the
problem (9a)–(9f) can be equivalently rewritten as

min
{rs}, {Rl}, B

− 1
B

∑
s∈S

Uβ (rs) (10a)

s.t.
∑

l∈O(s)

εlRl +
∑

l∈I(s)

εlRl ≤ BEs, s ∈ S (10b)

B ≤ 1/Tmin (10c)

Constraints (9b), (9c), (9f). (10d)

The constraints (10b)–(10d) in the above problem are linear on
variables {rs}, {Rl} and B. In order to prove that the objective

function (10a) is quasiconvex, we consider the following α-
sublevel set (α ∈ R)

N =
{
{rs}, {Rl}, B

∣∣ − 1
B

∑
s∈S

Uβ (rs) ≤ α
}

=
{
{rs}, {Rl}, B

∣∣ − ∑
s∈S

Uβ (rs) − αB ≤ 0
}
.

Since
∑

s∈S Uβ (rs) is concave, −∑
s∈S Uβ (rs) is convex.

And αB is linear on B. So the set N is convex. And thus, the
objective function (10a) is quasiconvex [12]. This completes
the proof.

VI. CONCLUSION

Cross-layer approaches are powerful tools for the design of
multi-hop wireless networks supporting multimedia services
with QoS guarantee. In this letter, the joint design of MAC,
routing, and energy distribution in a multi-hop network is
formulated as a nonconvex and nonlinear NUM optimization
problem, and a near optimal solution is developed. It is also
shown that the problem of maximizing sum utility within
achievable network lifetime is quasiconvex. This research can
help facilitate node configuration and link/network layer pro-
tocol design in multi-hop wireless networks, such as wireless
mesh networks, mobile ad hoc networks, and wireless sensor
networks.
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