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Abstract—Internet-of-Things (IoT) networks are usually distributed in nature. And due to possible mobility of IoT devices, it is common and critical for each IoT device to keep discovering who are in its neighborhood, referred to as neighbor discovery. Due to the limited battery capacity of IoT devices, it is challenging to design a neighbor discovery protocol (NDP) that can achieve both low duty cycle and low discovery latency. In this paper, we build a model called Circle to characterize the process of neighbor discovery in IoT networks. Then, we give a necessary and sufficient condition for neighbor discovery and theoretically prove its correctness. This is the first time in the research community that a necessary and sufficient condition is given for neighbor discovery. According to the necessary and sufficient condition, we analytically derive a lower bound of the worst-case discovery latency and demonstrate when the lower bound can be achieved. The analytical model is generic as it can be used to analyze existing NDPs. Based on the Circle model and the analysis, we propose an NDP, which is also called Circle. We compare Circle with state-of-the-art NDPs in a real testbed, and experimental results show that Circle is superior to the existing state-of-the-art NDPs.
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I. INTRODUCTION

The Internet of Things (IoT) has been envisioned to seamlessly integrate heterogeneous IoT devices to the Internet via various wireless technologies (e.g., ZigBee, Wi-Fi, Bluetooth, etc) [1], [2]. Cisco predicts that there will be 50 billion IoT connected devices by 2020. IoT networks have been widely applied to smart cities/environments for intelligent detection, monitoring, coordination, and management [2]–[5].

IoT networks are distributed in nature. And due to possible mobility of the IoT devices, it is common and critical for each IoT device to keep discovering who are in its neighborhood [4], [6]–[8], referred to as neighbor discovery. Since IoT devices generally have limited battery capacities, it is not good for them to turn on their radios all the time to perform neighbor discovery. Instead, they can turn on radios periodically for a while for data communications, and then go to sleep to save energy. In other words, they work in duty-cycle mode. For an IoT device (called a node in the sequel), its duty cycle is the percentage of time that the device’s radio is turned on. Low duty cycle prolongs lifetime of nodes, but may also increase discovery latency. Therefore, it is important to design an energy-efficient neighbor discovery protocol (NDP) that can achieve both low duty cycle and low discovery latency.

Several energy-efficient NDPs [9]–[18] have been proposed recently. Those NDPs can be classified to two categories: probabilistic and deterministic. Birthday protocol [9] is a representative of probabilistic NDPs, in which a node may select to transmit, receive, or sleep (each with a particular probability). Birthday has a low average discovery latency, but its worst-case latency is not bounded. To ensure a worst-case latency, deterministic NDPs such as Disco [11], U-Connect [14], Searchlight [12], Hello [18], and Nihao [15] have been proposed. In this paper, we focus on deterministic NDPs.

Existing deterministic NDPs are designed based on satisfying a condition that is sufficient to guarantee neighbor discovery. For example, Disco is designed based on the Chinese Remainder Theorem and uses primes. However, it is not clear whether the conditions in those protocols are necessary or not. In other words, can we have a weaker condition that can guarantee neighbor discovery? If yes, then it is very likely that better energy efficiency can be achieved due to the weaker condition used.

To fill this research gap, in this paper, we investigate necessary and sufficient condition for neighbor discovery. A necessary and sufficient condition will enable us to better understand the problem and then design more efficient NDPs. Further, a necessary and sufficient condition can provide guidelines for real applications. For example, in Find Me Profile [19], a typical application of Bluetooth Low Energy (BLE) [20]–[22], two Bluetooth devices try to find each other with one being advertiser and the other being scanner. The scanner listens to the channel for a duration of $\omega$ with a scanning interval $a$, while the advertiser sends advertising packets for a duration of $\tau$ with a advertising interval $b$. Although recommended values for these parameters are given for the low duty cycle discovery mode (e.g., $b$ take values from 1s to 2.5s, $\omega = 11.25$ms, and $a$ can be 1.28s or 2.56s), how to choose values of these parameters to ensure neighbor discovery is unknown. This practical problem can be solved once a necessary and sufficient condition for neighbor discovery is provided (see section IV-D for detail).

In this paper, we first build a model to characterize the process of neighbor discovery. Then, we give a necessary and sufficient condition for neighbor discovery and theoretically
TABLE I
IMPORTANT SYMBOLS USED

<table>
<thead>
<tr>
<th>Symbols</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>gcd(a,b)</td>
<td>the greatest common divisor of a and b</td>
</tr>
<tr>
<td>a mod b</td>
<td>a modulo b</td>
</tr>
<tr>
<td>a ≡ b(modm)</td>
<td>a congruent to b modulo m</td>
</tr>
<tr>
<td>ω</td>
<td>time duration for receiving beacons</td>
</tr>
<tr>
<td>τ</td>
<td>time duration for sending a beacon</td>
</tr>
<tr>
<td>φ</td>
<td>the initial time offset between two nodes</td>
</tr>
</tbody>
</table>

prove its correctness. According to the necessary and sufficient condition, we derive a lower bound for the worst-case discovery latency and demonstrate when the bound can be achieved. Based on this analysis, we design an energy-efficient NDP called Circle. We compare Circle with state-of-the-art NDPs in a real testbed, and experimental results show that Circle outperforms existing NDPs.

In summary, our contributions are as follows:

1). Necessary and sufficient condition for neighbor discovery: We are the first to provide a necessary and sufficient condition for neighbor discovery.

2). Generic analytical model: Our worst-case discovery latency analysis is generic, i.e., it can be used to characterize our and other existing NDPs.

3). New NDP: Based on the necessary and sufficient condition for neighbor discovery and the analytical results, our proposed NDP is superior to existing NDPs in terms of discovery latency, as demonstrated by experiments using a real testbed.

The remainder of this paper is organized as follows. Existing relevant works in the literature are discussed in Section II. The problem statement is given in Section III. Section IV presents our model and theoretical analysis. The proposed NDP is detailed in Section V. Evaluation of the proposed NDP and comparison with existing works are provided in Section VI. Conclusion remarks are presented in Section VII. Table I defines important symbols that will be used in the sequel.

II. RELATED WORKS

The problem of neighbor discovery has received much attention recently. Although neighbor discovery may work in a synchronized manner, e.g., all the nodes get clock synchronization via GPS, it is expensive and energy intensive. Therefore, asynchronous neighbor discovery is of interest. Existing research efforts investigate neighbor discovery from different perspectives including initial neighbor discovery [9]–[18], continuous neighbor discovery [23], and collaborative neighbor discovery [24]–[26]. Our focus in this paper is on initial neighbor discovery.

To simplify design, most existing NDPs [9]–[18] adopt time-slotted model in which time is divided into fixed-length slots. The time slots are indexed from 0, and a node selects some slots as working slots (or active slots), while the other time slots are non-working slots (or sleeping slots). During an active slot, a node will turn on its radio and transmit/receive beacons.

Most NDPs have their own cycle lengths, which means that the time is partitioned into fixed-duration cycles. Each cycle consists of a number of slots: some are working slots, while others are non-working slots. And all the cycles have the same configuration of working slots and non-working slots. The percentage of active slots in a cycle is called duty cycle. For instance, if a node works at slots whose indices are multiples of 3, then its cycle length is 3 slots, and its duty cycle is 1/3. Moreover, a hyper-cycle may have several basic periods, and each period has its own configuration of working slots and non-working slots. For example, a node works at slots whose indices are multiples of 3 or 5. In this example, the hyper-cycle has three periods, and each period has 5 slots. The hyper-cycle can be represented by a $3 \times 5$ matrix as

$$
\begin{pmatrix}
1 & 0 & 0 & 1 & 0 \\
1 & 1 & 0 & 0 & 1 \\
1 & 0 & 1 & 0 & 0
\end{pmatrix}
$$

in which values 1 and 0 mean the corresponding time slot is a working slot and non-working slot, respectively. In other words, in each hyper-cycle, the node works at slot 0, 3, 5, 6, 9, 10, and 12, and its duty cycle is $7/15=46.7\%$.

In the literature, there are two categories of NDPs: probabilistic NDPs and deterministic NDPs. Birthday [9] is a representative of probabilistic NDPs. The state of a node at each slot will be transmitting, listening, or sleeping with probabilities. Birthday has low average discovery latency, but it suffers from unpredictable large latency due to its probabilistic nature. Conversely, deterministic NDPs have bounded worst-case discovery latency.

Based on the concept of quorum, Quorum protocol [10] has a hyper-cycle of $n^2$ slots arranged as an $n \times n$ matrix. From the matrix, a node randomly selects one column and one row of entries as active slots, which ensures that two nodes with the same cycle length must have at least two intersecting slots. Given a delay requirement, the problem of neighbor discovery is formulated as a block design problem in [13], and the problem is solved such that the minimum energy consumption is achieved. However, it is shown that the schemes proposed in [10], [13] can be applied to the scenario with symmetric duty cycle (i.e., when duty cycles of any two nodes are the same), but do not work in the scenario with asymmetric duty cycle (i.e., when the nodes have different duty cycles).

Since nodes may have the same or different duty cycles, neighbor discovery with both symmetric and asymmetric duty cycles should be supported. To support both symmetric and asymmetric duty cycles, existing deterministic NDPs are designed mainly based on coprime (e.g., Disco [11]), quorum (e.g., Searchlight [12] and Nihao [15]), or hybrid of both (e.g., U-Connect [14] and Hello [18]). These techniques ensure that the active slot sets of any two nodes have overlap, thus leading to discovery provided that each node is in communication range of the other node.

As a representative of coprime, Disco [11] selects two primes $p_1$ and $p_2$ for each node, and the node works at the time slots whose indices are multiples of $p_1$ or $p_2$. Based on the Chinese Remainder Theorem, Disco guarantees at least one
overlapping active slot between any two nodes, which means that neighbor discovery is guaranteed.

Instead of using coprime, Searchlight [12] adopts quorum technique. Each node is assigned a value \( t \) from set \( \{c, 2c, 2^2c, 2^3c, \ldots \} \) (\( c \) being an integer constant), and has its hyper-cycle represented by a \( \left\lfloor \frac{t}{c} \right\rfloor \times t \) matrix (here \( \lfloor \cdot \rfloor \) means floor function). In the hyper-cycle matrix, the first slot of each row is an active slot (called the anchor slot of the row). And in row \( i \) (\( i = 1, 2, \ldots, \left\lfloor \frac{t}{c} \right\rfloor \)), the \( (i+1) \)th slot is also active. By this setting, Searchlight guarantees neighbor discovery.

U-Connect [14] and Hello [18] take advantage of both coprime and quorum. In general, asymmetric neighbor discovery depends on the coprime whereas symmetric neighbor discovery relies on quorum. U-Connect uses a single prime \( p \) and its hyper-cycle is a \( p \times p \) matrix. The first slot of each row is active. In the first row, the first \( \frac{t}{c} \) slots are also active slots. Hello provides a generic framework in which the hyper-cycle is a \( n \times c \) matrix where \( c \) is a prime, and \( n \) can be any number. \(^1\) Hello works at the first \( \left\lfloor \frac{t}{c} \right\rfloor \) slots of the first row and the first slots of other rows. It is shown that Quorum, Disco, U-Connect, and Searchlight are special cases of Hello [18].

All above slotted NDPs assume that overlapping active slots result in neighbor discovery. Due to limitation such as half-duplex transceiver and collisions, the overlapping duration may not be sufficient for bidirectional discovery. Taking this limitation into account, Nihao suggests “talk more listen less”. The hyper-cycle of Nihao is an \( n \times m \) matrix, where all slots in the first row are active for listening, and a beacon is sent at the beginning of the first slot of each row.

Although existing state-of-the-art NDPs are designed based on different techniques, none of them provides a necessary and sufficient condition for neighbor discovery. In this paper, we construct a model to characterize the process of neighbor discovery. Then, we provide a necessary and sufficient condition for neighbor discovery and theoretically prove its correctness. This is the first time in the research community that a necessary and sufficient condition is given for neighbor discovery.

III. PROBLEM STATEMENT

Here, we describe the neighbor discovery problem. Neighbor discovery is the process that two nodes, say node A and node B, receive beacons from each other. This process can be divided into two separate discoveries, i.e., node A discovers node B, and node B discovers node A. For presentation simplicity, in the sequel, we only discuss the case that node A discovers node B.

Assume at time instant \( t_0 \), node A and node B enter communication range of each other. Fig. 1 shows the snapshot that node A discovers node B. Suppose node A wakes up every \( a \) time units. \(^2\) So the cycle length of node A is \( a \). During each wake-up, node A turns on its radio, and listens to the channel for \( \omega \) time units. After that, it turns off its radio and goes to sleep. Node B sends a beacon every \( b \) time units (so the cycle length of node B is \( b \)), and transmitting a beacon costs \( \tau \) time units.

The discovery latency for node A to find node B is the delay from the time instant that both nodes go into communication range of each other to the time instant that node A first receives a beacon from node B. Suppose after time instant \( t_0 \), the beacons sent by node B are sequentially indexed from 1, and the moment at which the \( i \)th beacon is sent by node B is denoted by \( t_i \). In Fig. 1, the third beacon sent by node B is received by node A, and therefore, the discovery latency is \( t_3 - t_0 + \tau \).

Three fundamental questions naturally arise.

1. Is there a necessary and sufficient condition for node A to discover node B in finite time?
2. What is the lower bound for the worst-case discovery latency?
3. Can we design a protocol that achieves the lower bound for the worst-case discovery latency?

In Section IV and Section V, we will address these three fundamental questions.

IV. MODEL AND THEORETICAL ANALYSIS

A. Circle Model

We start by analyzing the time offset of node B’s beacons to node A. The time offset of node B’s \( i \)th beacon to node A is defined as the time difference between \( t_i \) and node A’s wake-up time instant right before \( t_i \). The time offset of node B’s first beacon is called initial time offset, denoted by \( \phi \), as shown in Fig. 1. Note that node A’s wake-up time instant that is right before \( t_1 \) could be earlier than \( t_0 \). It can be seen that \( a > \phi \geq 0 \).

Without loss of generality, given an arbitrary value of \( \phi \), assume there exists \( k \) such that the \( k \)th beacon from node B

\(^1\)Such a Hello protocol is termed Hello(\( c, n \)).

\(^2\)Here, a time unit could be one second, or one millisecond, or one microsecond, etc.
is the first beacon received by node A. For example, $k = 3$ in Fig. 1. If node A can never receive a beacon from node B, both $k$ and $t_k$ are infinite. The discovery latency $t_k - t_0$ can be divided into two delay components: one is from $t_0$ to $t_1$, and the other is from $t_1$ to $t_k$. It can be seen that the delay from $t_0$ to $t_1$ is deterministic and is no more than $b$, whereas the delay from $t_1$ to $t_k$ is variable, and may even be infinite.

We restrict $a$, $b$, $\omega$, $\phi$, and $\tau$ to be integers because in real applications, the highest time resolution (e.g., millisecond or microsecond) supported by the system can be used, and therefore all parameters take integer values.

We draw a circle to characterize time offsets of node B’s beacons. Like a clock face, the circle has numbers 0 to $\omega - 1$ that are equally spaced by one time unit around the periphery of the circle with number ‘0’ on the top, as shown in Fig. 2. There is also a “hand” indicating the time offset of the beacon of node B, so we call it beacon hand. Initially, the beacon hand points to $\phi$. For the next beacon, the beacon hand clockwise rotates $b$ time units around the circle. The circular sector from 0 to $\omega - \tau$ represents the target area (the blue shaded sector in Fig. 2). Once the beacon hand falls into this area, then node A discovers node B. For example, in Fig. 2, $a = 32$, $b = 18$, $\omega = 4$, $\tau = 1$, and $\phi = 11$. The beacon hand initially points to 11, next moves to 29 (i.e., $11 + 18$), which is called one hop. From 29, the next hop will be 15 that can be calculated as $(29+18) \mod 32$. Then, the next hop will be 1, and thus discovery occurs. So, if node B has a initial time offset of 11, then it takes three hops (i.e., 54 time units) for node A to discover node B.

Based on the above circle model, neighbor discovery (i.e., node A discovers node B) can be stated as: given an arbitrary $\phi$, there exists $h$ ($h < \infty$) satisfying

$$\left( \phi + h \times b \right) \mod a \leq \omega - \tau.$$  \hspace{1cm} (1)

Define $\hat{\omega} = \omega - \tau + 1$, and the inequality (1) becomes

$$\left( \phi + h \times b \right) \mod a < \hat{\omega}.$$  \hspace{1cm} (2)

B. Necessary and Sufficient Condition for Neighbor Discovery and Analysis

In this subsection, we give a necessary and sufficient condition for neighbor discovery and analyze the worst-case discovery latency. Without loss of generality, we consider $a > 1$, $b > 1$, $a \geq \omega \geq \tau$.

**Theorem 1:** Given $a$, $b$, and $\omega$, it follows:

(i) If and only if $\gcd(a,b) \leq \omega$, there exists $h$ satisfying $(\phi + h \times b) \mod a < \omega$ for an arbitrary integer $\phi \in \{0, 1, 2, ..., a - 1\}$.

(ii) If $\gcd(a,b) \leq \omega$, then $\max h_{\min}(\phi) \geq \left\lceil \frac{\omega}{\gcd(a,b)} \right\rceil - 1$, where $h_{\min}(\phi) = \min\{h|\left(\phi + h \times b\right) \mod a < \omega\}$. Here $h_{\min}(\phi)$ is the minimum number of hops to achieve discovery for initial time offset $\phi$.

(iii) If $\gcd(a,b) \leq \omega$, then the worst-case discovery latency for node A to discover node B is at least $\left\lceil \frac{\omega}{\gcd(a,b)} \right\rceil \times b$.

**Proof:** Proof of (i):

Let $\gcd(a,b) = d$. Then $a$ and $b$ can be expressed as $a = a'd$ and $b = b'd$, respectively. It can be easily proven that $a' \times b \equiv 0 \mod a$.

We have **Statement 1:** \forall $i, j$, $0 \leq i, j < a'$, if $i \times b \equiv j \times b \mod a$, then $i = j$. The statement is proven as follows. Since $i \times b \equiv j \times b \mod a$, it follows $i \times b' \equiv j \times b' \mod a'$. Moreover, since $a'$ and $b'$ are coprime, we have $i \equiv j \mod a'$. Noting that $0 \leq i, j < a'$, we have $i = j$.

**Remark for Statement 1:** Statement 1 means that the integers $0, 1 \times b, 2 \times b, ..., (a' - 1) \times b$ are pairwise incongruent modulo $a$. Define $D \triangleq \{0, d, 2d, \cdots, (a' - 1)d\}$. Since $a$ and $b$ are both multiples of $d$, $(h \times b \mod a) (h = 0, 1, \cdots, a' - 1)$ is a multiple of $d$. Thus, for $h = 0, 1, \cdots, a' - 1$, it can be seen that $h \times b \mod a$ must be equal to a unique element in $D$.

We first prove if $\gcd(a,b) \leq \omega$, there exists $h$ satisfying $(\phi + h \times b) \mod a < \hat{\omega}$. If $\gcd(a,b) \leq \omega$, for $\phi \in \{0, 1, 2, ..., a' - 1\}$, let $\phi = q \times d + r$, $r \in \{0, 1, 2, ..., d - 1\}$.

- If $q = 0$, then we have $(\phi + h \times b) \mod a < \hat{\omega}$ when $h = 0$.

- Consider $q > 0$. Since $a - 1 \geq \phi \geq 0$, it follows $a' - 1 \geq q \geq 1$. Moreover, since the integers $0, 1 \times b, 2 \times b, \cdots, (a' - 1) \times b$ are pairwise incongruent modulo $a$, there exists $h \in \{0, 1, 2, \cdots, a' - 1\}$ such that $h \times b \mod a = (a' - q) \times d$ (based on the Remark for Statement 1).

Then, we have

$$\begin{align*}
(\phi + h \times b) \mod a & = (q \times d + r + (a' - q) \times d) \mod a \\
& = (a' \times d + r) \mod a \\
& = r \mod a \\
& \leq d - 1 \\
& < \hat{\omega}.
\end{align*}$$

We then prove when for arbitrary $\phi \in \{0, 1, 2, ..., a - 1\}$, there exists $h$ satisfying $(\phi + h \times b) \mod a < \hat{\omega}$, then we have $\gcd(a,b) \leq \omega$. Consider $\phi = \phi_0 \triangleq d - 1$. Suppose there exists $h$ (denoted as $h_0$) such that $(\phi_0 + h_0 \times b) \mod a < \omega$. Since $(h_0 \times b \mod a) \in D$, it follows $(\phi_0 + h_0 \times b) \mod a \in \{d - 1, 2d - 1, \cdots, a'd - 1\}$. Therefore, $(\phi_0 + h_0 \times b) \mod a \geq d - 1$.

Since $(\phi_0 + h_0 \times b) \mod a < \hat{\omega}$, it follows $d - 1 < \hat{\omega}$, and thus, $\gcd(a,b) \leq \omega$.

**Proof of (ii):**

Then, for initial time offset $\phi$, $h_{\min}(\phi) = \min\{h|(\phi + h \times b) \mod a < \omega\}$, or briefly, we say it takes $h_{\min}(\phi)$ hops for $\phi$. 
Since \( \gcd(a, b) \leq \omega \), from (i) we know that \( h_{\min}(\phi) < \infty \). If \( a \geq \omega > \lceil a/2 \rceil \), then \( \lfloor \frac{\omega}{a} \rfloor = 1 \). Clearly, \( \max_{\phi} h_{\min}(\phi) \geq 0 \).

Consider \( \lceil a/2 \rceil \geq \omega \geq 1 \). We use proof by contradiction. Assume \( \max_{\phi} h_{\min}(\phi) \leq \lfloor \frac{\omega}{a} \rfloor - 2 \). We consider \( \lceil \frac{\omega}{a} \rceil > 2 \) (as the case when \( \lfloor \frac{\omega}{a} \rfloor = 2 \) can be readily proven). Define \( \Phi_i \triangleq \{ \phi| h_{\min}(\phi) = i, a - 1 \geq \phi \geq 0 \}, i \in \{0, 1, 2, \cdots, \lceil \frac{\omega}{a} \rceil - 2 \} \). It follows that \( \forall i, j \in \{0, 1, 2, \cdots, \lceil \frac{\omega}{a} \rceil - 2 \}, i \neq j \), we have \( \Phi_i \cap \Phi_j = \emptyset \), and \( \bigcup_{i=0}^{\lceil \frac{\omega}{a} \rceil - 2} \Phi_i = \{0, 1, 2, \cdots, a - 1\} \). Since \( \bigcup_{i=0}^{\lceil \frac{\omega}{a} \rceil - 2} \Phi_i \) has \( a \) elements, and is union of \( \lfloor \frac{\omega}{a} \rfloor - 1 \) sets, there exists a set, say \( \Phi_i \) (\( l \in \{0, 1, 2, \cdots, \lfloor \frac{\omega}{a} \rfloor - 2 \} \)), such that \( |\Phi_i| \geq \frac{a}{\lfloor \frac{\omega}{a} \rfloor - 1} > \omega \). Here \( |\cdot| \) means cardinality of a set. Based on definition of \( \Phi_i \) and \( h_{\min}(\phi) \), for any element (say \( \phi \)) in \( \Phi_i \), we know that \( (\phi + l \times b) \mod a < \omega \). Since \( |\Phi_i| > \omega \), there exist two different elements in \( \Phi_i \), say \( \phi' \) and \( \phi'' \), such that \( \phi' + l \times b \equiv \phi'' + l \times b \mod a \). Then it follows \( \phi' \equiv \phi'' \mod a \). As \( \phi' < a \) and \( \phi'' < a \), we have \( \phi' = \phi'' \), which contradicts the fact that \( \phi' \) and \( \phi'' \) are different elements in \( \Phi_i \).

**Proof of (iii):**

By (ii), the maximal number of hops is at least \( \lfloor \frac{\omega}{a} \rfloor - 1 \). Suppose the maximal number of hops happens at time offset \( \phi (a - 1 \geq \phi \geq 0) \). As shown in Fig. 1, the worst-case latency from \( t_0 \) to \( t_1 \) is \( b - \tau \), and the worst-case latency from \( t_1 \) to discovery time is at least \( \left( \lfloor \frac{\omega}{a} \rfloor - 1 \right) \times b + \tau \). Therefore, the worst-case discovery latency is at least \( b - \tau + \left( \lfloor \frac{\omega}{a} \rfloor - 1 \right) \times b + \tau = \lfloor \frac{\omega}{a} \rfloor \times b \).

This completes the proof.

Theorem 1 shows that node A can discover node B if and only if \( \gcd(a, b) \leq \omega \). For initial time offset \( \phi \), it takes \( h_{\min}(\phi) \) hops for neighbor discovery. Fig. 3 gives three simple examples. For each circle in Fig. 3, in addition to the target area \( \{0, 1, \cdots, \omega - \tau \} \), the rest of area (i.e., \( \{\omega - \tau + 1, \omega - \tau + 2, \cdots, a - 1\} \)) is divided into sectors. Each sector contains one or more integers that represent initial time offset values, and the number inside the sector is the number of hops for all those time offsets to achieve neighbor discovery. Clearly, the number inside the target area is 0, and thus, is omitted. For instance, in Fig. 3(a), when the initial time offset is 4 or 5 time units, it takes 7 hops for node A to discover node B. It can be seen that, \( \gcd(a, b) \) is 2, 4, and 8 in Fig. 3(a), (b), and (c), respectively, while \( \omega \) is 4 in Fig. 3(a), (b), and (c). By Theorem 1, we know that we can guarantee neighbor discovery in Fig. 3(a) and (b) but cannot guarantee neighbor discovery in Fig. 3(c).

Given \( a, b, \) and \( \omega \), Theorem 1 not only gives a necessary and sufficient condition for node A to discover node B, but also provides a lower bound of worst-case discovery latency. The next question is under what conditions the lower bound can be achieved? The next theorem answers this question.

**Theorem 2:** If \( \gcd(a, b) > 1 \) and \( \omega = \gcd(a, b) \), then \( \max_{\phi} h_{\min}(\phi) = \lfloor \frac{\omega}{a} \rfloor - 1 \); \( a - 1 \geq \phi \geq 0 \). The worst-case discovery latency is \( \frac{\omega}{a} \times b \).

**Proof:** Let \( \Phi_0 = \{0, 1, \cdots, \omega - 1\} \), and iteratively compute \( \Phi_i = \{\phi| \phi = (\phi' - b) \mod a, \phi' \in \Phi_{i-1}\}, i = 1, 2, \cdots, \frac{\omega}{a} - 1 \}. \)

Next we prove for \( \forall i, j \), \( i \neq j \), \( \frac{\omega}{a} - 1 \geq i, j \geq 0 \), we have \( \Phi_i \cap \Phi_j = \emptyset \). We use proof by contradiction. Assume \( i \neq j \), and \( \Phi_i \cap \Phi_j \neq \emptyset \). Without loss of generality, assume \( i < j \) and \( \phi \in \Phi_i \cap \Phi_j \). Since \( \phi \in \Phi_i \), there exists \( r \in \Phi_0 \) such that \( \phi = (r - i \times b) \mod a \). Similarly, since \( \phi \in \Phi_j \), there exists \( r' \in \Phi_0 \) such that \( \phi = (r' - j \times b) \mod a \). Therefore, we have \( (r - i \times b) \equiv (r' - j \times b) \mod a \), which leads to

\[
(j - i) \times b \equiv (r' - r) \mod a. \tag{3}
\]

Since \( \gcd(a, b) = \omega \), it can be seen that \( (j - i) \times b \mod a \) is a multiple of \( \omega \), and thus, \( (r' - r) \mod a \) is a multiple of \( \omega \). Together with the fact that \( r \) and \( r' \) are both less than \( \omega \), we have \( r' = r \). From (3) we have

\[
(j - i) \times b \mod a = 0. \tag{4}
\]

As \( \omega = \gcd(a, b) \), we can denote \( a \) as \( a' \omega \) and denote \( b \) as \( b' \omega \), with \( \gcd(a', b') = 1 \). Then (4) becomes

\[
(j - i) \times (b' \omega) \equiv (a' \omega ) \mod a'. \tag{5}
\]

As \( \gcd(a', b') = 1 \) and both \( i \) and \( j \) are less than \( \frac{\omega}{a'} \), from (5) we can conclude that \( i = j \), which contradicts the assumption \( i \neq j \).

Next we prove the following statement, referred to as **Statement 2:** If \( \phi \in \Phi_i \), then \( h_{\min}(\phi) = i, i = 0, 1, 2, \cdots, \lfloor \frac{\omega}{a} \rfloor - 1 \). We prove it by mathematical induction. When \( i = 0 \), we have \( h_{\min}(\phi) = 0 \) if \( \phi \in \Phi_0 \). Assume Statement 2 is true for \( i = n < \frac{\omega}{a} \), i.e., \( h_{\min}(\phi) = n \) if \( \phi \in \Phi_n \). Recall that \( \Phi_{n+1} = \{\phi| \phi = (\phi' - b) \mod a, \phi' \in \Phi_n\} \). For \( \forall \phi \in \Phi_{n+1} \),

3As we only consider integer time offset values, there is a “white gap” between two neighboring sectors.
there exists $\phi' \in \Phi_a$ such that $\phi = (\phi' - b) \mod a$. It follows $(\phi + b) \mod a = \phi'$. Because $b_{\min}(\phi') = n$, we have $h_{\min}(\phi) = n + 1$. Thus, we have proven Statement 2.

Since $|\Phi_1| = \hat{\omega}$ and $\Phi_i \cap \Phi_j = \emptyset, \forall i, j \neq j, \frac{a}{\omega} - 1 \geq i, j \geq 0$, we have $\bigcup_{i=0}^{\omega} \Phi_k = \{0, 1, \ldots, a - 1\}$. Thus, for any $\phi$ in $\{0, 1, \ldots, a - 1\}$, if $\phi$ falls within set $\Phi_k$, we have $h_{\min}(\phi) = k$. As the set $\Phi_{\omega - 1}$ is non-empty, we have $\max h_{\min}(\phi) = \frac{a}{\omega} - 1$.

Finally, similar to the proof of statement (iii) of Theorem 1, the worst-case discovery latency is $\frac{a}{\omega} \times b$.

This completes the proof.

Theorem 2 means that when $\gcd(a, b) > 1$ and $\hat{\omega} \geq \gcd(a, b)$, then the lower bound of the worst-case discovery latency is achieved. For example, $\hat{\omega} = \gcd(a, b)$ is satisfied in Fig. 3(b) but not in Fig. 3(a) or Fig. 3(c), while we have $\frac{a}{\omega} - 1 = 7$ in Fig. 3(a), (b), and (c). It can be seen that $\max h_{\min}(\phi)$ is equal to $7$ in Fig. 3(b), and is more than $7$ in Fig. 3(a) and Fig. 3(c).

For the case when $\gcd(a, b) > 1$ and $\hat{\omega} = \gcd(a, b)$, the next theorem provides a method for calculating $h_{\min}(\phi)$ for a particular $\phi$.

**Theorem 3:** Given $a$, $b$, and $\hat{\omega}$, if $\gcd(a, b) > 1$ and $\hat{\omega} = \gcd(a, b)$, it follows:

(i) The congruence

$$\left(\frac{b}{\hat{\omega}}\right)x \equiv -1 \mod \left(\frac{a}{\hat{\omega}}\right)$$

has a unique solution $k$ such that $\left(\frac{a}{\hat{\omega}}\right) > k > 0$.

(ii) For an arbitrary integer $\phi \in \{0, 1, 2, \ldots, a - 1\}$, if $\phi \in \Phi_i = \{i\hat{\omega}, i\hat{\omega} + 1, \ldots, (i+1)\hat{\omega} - 1\}$, $i = 0, 1, \ldots, \left(\frac{a}{\hat{\omega}}\right) - 1$, then $h_{\min}(\phi) = i \times k \mod \left(\frac{a}{\hat{\omega}}\right)$.

**Proof:**

**i:**

since $\hat{\omega} = \gcd(a, b)$, $\left(\frac{b}{\hat{\omega}}\right)$ and $\left(\frac{a}{\hat{\omega}}\right)$ are coprime, and thus congruence (6) has a unique solution modulo $\left(\frac{a}{\hat{\omega}}\right)$ [29]. This means, if congruence (6) has a solution $x = k$, then it follows that all integers $x$ satisfying $x \equiv k \mod \left(\frac{a}{\hat{\omega}}\right)$ are also solutions. It can be seen that we can restrict $k$ such that $\left(\frac{a}{\hat{\omega}}\right) > k > 0$.

**ii:**

We prove it by mathematical induction. Let $a' = \left(\frac{a}{\hat{\omega}}\right)$ and $b' = \left(\frac{b}{\hat{\omega}}\right)$. If $b'k \equiv -1 \mod a'$, then $bk \equiv -\hat{\omega} \mod a$ [30].

Clearly, it follows $h_{\min}(\phi) = 0$ for the base case, i.e., $i = 0$ and $\phi \in \Phi_0 = \{0, 1, \ldots, \hat{\omega} - 1\}$.

For $i = 1, \forall \phi \in \Phi_1 = \{\hat{\omega}, \hat{\omega} + 1, \ldots, 2\hat{\omega} - 1\}$, let $\phi = \hat{\omega} + r$, $r = 0, 1, \ldots, \hat{\omega} - 1$, and we have

$$\begin{align*}
(\phi + (1 \times k \mod a') \times b) \mod a' \\
= (\phi + k \times b) \mod a' \\
= (\hat{\omega} + r + k \times b) \mod a' \\
= (\hat{\omega} + r - \hat{\omega}) \mod a' \\
= r \\
< \hat{\omega},
\end{align*}$$

which means it takes no more than $(1 \times k \mod a')$ hops for $\forall \phi \in \Phi_1 = \{\hat{\omega}, \hat{\omega} + 1, \ldots, 2\hat{\omega} - 1\}$. Next we prove $h_{\min}(\phi) = 1 \times k \mod a'$ for $\forall \phi \in \Phi_1 = \{\hat{\omega}, \hat{\omega} + 1, \ldots, 2\hat{\omega} - 1\}$. We prove it by contradiction. Let $h = 1 \times k \mod a'$. Suppose there exist $\phi'$ and $h'$ such that $\phi' \in \Phi_1 = \{\hat{\omega}, \hat{\omega} + 1, \ldots, 2\hat{\omega} - 1\}$, $h' < h$, and $(\phi' + h' \times b) \mod a < \hat{\omega}$. It can be seen that there exists $\phi, \phi' \in \Phi_1 = \{\hat{\omega}, \hat{\omega} + 1, \ldots, 2\hat{\omega} - 1\}$ such that $\phi + h' \times b \equiv \phi + h \times b \mod a$. It follows $\phi' - \phi \equiv (h' - h) \times b \times \mod a$. If $\phi' = \phi$, we have $(h' - h) \times b \equiv 0 \mod a$, and $(h' - h) \times b \equiv 0 \mod a'$. By the **Statement 1** in the proof of Theorem 1, it follows $h' = h$, contradicted to the assumption $h' < h$. Otherwise, if $\phi' \neq \phi$, we have $\phi' - \phi \equiv (h' - h) \times b \times \mod \hat{\omega}$, and $\phi' - \phi \equiv 0 \mod \hat{\omega}$, which cannot be true unless $\phi' = \phi$, contradicted to the assumption $\phi' \neq \phi$. Therefore, we have $h_{\min}(\phi) = 1 \times k \mod a'$ for $\forall \phi \in \Phi_1 = \{\hat{\omega}, \hat{\omega} + 1, \ldots, 2\hat{\omega} - 1\}$.

Assume $h_{\min}(\phi) = i \times k \mod a'$ when $(a' - 2) \geq i \geq 1$ and $\phi \in \Phi_i = \{i\hat{\omega}, i\hat{\omega} + 1, \ldots, (i+1)\hat{\omega} - 1\}$. Now we consider the case of $i = 1$. Let $\forall \phi \in \Phi_{i+1} = \{(i+1)\hat{\omega}, (i+1)\hat{\omega} + 1, \ldots, (i+2)\hat{\omega} - 1\}$ and $\phi = (i+1)\hat{\omega} + r$.

$$\begin{align*}
&= (\phi + ((i+1) \times k \mod a') \times b) \mod a' \\
&= (\phi + ((ik \mod a' + k \mod a') \times b) \mod a' \\
&= (\phi + (ik \mod a' + k \mod a') \times b) \mod a' \\
&= (i\hat{\omega} + r + (ik \mod a') \times b + \hat{\omega} + bk) \mod a' \\
&= (i\hat{\omega} + r + (ik \mod a') \times b) \mod a' \\
&< \hat{\omega},
\end{align*}$$

where the last inequality is based on the induction hypothesis.

For the case 2, it follows

$$\begin{align*}
&= (\phi + ((i+1) \times k \mod a') \times b) \mod a' \\
&= (\phi + (ik \mod a' + k \mod a') \times b) \mod a' \\
&= (i\hat{\omega} + r + (ik \mod a') \times b + \hat{\omega} + bk) \mod a' \\
&= (i\hat{\omega} + r + (ik \mod a') \times b) \mod a' \\
&< \hat{\omega},
\end{align*}$$

where the last inequality is based on the induction hypothesis.

It can be seen that for $\forall \phi \in \Phi_{i+1} = \{(i+1)\hat{\omega}, (i+1)\hat{\omega} + 1, \ldots, (i+2)\hat{\omega} - 1\}$, it takes no more than $(i+1) \times k \mod a'$ hops, and similarly, we can prove $h_{\min}(\phi) = (i+1) \times k \mod a'$.

This completes the proof.

For example, in Fig. 3(b), $a = 32, b = 20$, and $\hat{\omega} = 4$. The congruence $(\frac{ab}{\hat{\omega}}) \equiv -1 \mod (\frac{a}{\hat{\omega}})$ has a solution $k = 3$. If $\phi = 17$, then $h_{\min}(\phi) = (\frac{17}{4}) \times 3 \mod 8 = 12 \mod 8 = 4$. 
C. A Generic Analytical Model

In this subsection, we will show that the Circle model is a generic analytical model, which can be used to explain and analyze existing well-known slotted NDPs such as U-Connect, Disco, Hello, and Nihao. In those protocols, the slot length is denoted by $t_{\text{slot}}$. An active slot contains transmission of beacons and listening to the channel. Assume it takes one time unit to transmit a beacon, then $\hat{\omega} = t_{\text{slot}}$. Moreover, it is assumed that overlapping active slots will result in neighbor discovery.

We first analyze neighbor discovery in these NDPs with asymmetric duty cycles.

Suppose U-Connect selects two different primes, say $p_1$ and $p_2$, for node A and node B, respectively. By circle model, $a = p_1 \times t_{\text{slot}}$ and $b = p_2 \times t_{\text{slot}}$. Since $p_1$ and $p_2$ are different primes, it follows $\gcd(p_1 \times t_{\text{slot}}, p_2 \times t_{\text{slot}}) = t_{\text{slot}} = \hat{\omega}$. By Theorem 1, node A can discover node B and vice versa. The worst-case discovery latency is $p_1 \times p_2 = t_{\text{slot}}$ according to Theorem 2. Similar analyzes can be applied to Hello. Consider nodes A and B respectively running $\text{Hello}(c_1, n_1)$ and $\text{Hello}(c_2, n_2)$, where $c_1$ and $c_2$ are primes. If $c_1 \neq c_2$, then $\gcd(c_1 \times t_{\text{slot}}, c_2 \times t_{\text{slot}}) = t_{\text{slot}} = \hat{\omega}$. Thus, neighbor discovery is guaranteed according to Theorem 1, and the worst-case discovery latency is $c_1 \times c_2 \times t_{\text{slot}}$ according to Theorem 2.

For Disco, suppose the prime pairs of node A and node B are $(p_{11}, p_{12})$ and $(p_{21}, p_{22})$, respectively. It can be seen that there are four combinations of different primes used by the two nodes, i.e., $\{p_{11}, p_{21}\}$, $\{p_{11}, p_{22}\}$, $\{p_{12}, p_{21}\}$, and $\{p_{12}, p_{22}\}$, corresponding to four circle models. Any combination guarantees neighbor discovery according to Theorem 1. Given four combinations, by Theorem 2, the worst-case discovery latency will be $\min\{p_{11} \times p_{21} \times t_{\text{slot}}, p_{11} \times p_{22} \times t_{\text{slot}}, p_{12} \times p_{21} \times t_{\text{slot}}, p_{12} \times p_{22} \times t_{\text{slot}}\}$.

Nihao has two parameters $m$ and $n$ where $n$ can be changed by nodes but $m$ remains constant. Suppose the parameters for node A and node B are $(m, n_1)$ and $(m, n_2)$, respectively. It can be seen that $\hat{\omega} = m \times t_{\text{slot}}$. Since $\gcd(m \times n_1 \times t_{\text{slot}}, m \times t_{\text{slot}}) = m \times t_{\text{slot}} = \hat{\omega}$, the worst-case discovery latency for node A to discover node B is $m \times n_1 \times t_{\text{slot}}$. Similarly, the worst-case discovery latency for node B to discover node A is $m \times n_2 \times t_{\text{slot}}$. Because Nihao adopts two separate one-way discoveries to achieve mutual discovery, the worst-case discovery latency is $m \times t_{\text{slot}} \times \max\{n_1, n_2\}$.

Next we analyze neighbor discovery in these NDPs with symmetric duty cycles.

Suppose for Disco, both node A and node B select $(p_1, p_2)$. Since $\gcd(p_1 \times t_{\text{slot}}, p_2 \times t_{\text{slot}}) = t_{\text{slot}} = \hat{\omega}$, the worst-case discovery latency is $p_1 \times p_2 = t_{\text{slot}}$. For Nihao, assume two nodes have the same parameters $(m, n)$. Since $\gcd(m \times n \times t_{\text{slot}}, m \times t_{\text{slot}}) = m \times t_{\text{slot}} = \hat{\omega}$, the worst-case discovery latency is $m \times n \times t_{\text{slot}}$.

However, for U-Connect, if two nodes select the same prime $p$, neighbor discovery cannot be guaranteed because $\gcd(p \times t_{\text{slot}}, p \times t_{\text{slot}}) = p \times t_{\text{slot}} > \hat{\omega}$. In other words, U-Connect cannot ensure discovery with symmetric duty cycle if nodes only works at a time slot for every $p$ time slots. To address this problem, U-Connect adopts quorum technique. Specifically, U-Connect combines $p$ basic cycles into a hyper-cycle, denoted by a $p \times p$ matrix. The first $\frac{p+1}{2}$ slots at the first row are active slots, and the first slot of row $2, 3, \ldots, p$ are also active. This technique guarantees overlapping active slots for two nodes with the same parameter because their time offset cannot be more than $\frac{p-1}{2}$ slots. Hello also adopts quorum technique to deal with discovery with symmetric duty cycles. Searchlight relies on quorum technique for discovery with both symmetric and asymmetric duty cycles. Each duty cycle in Searchlight should be a power-multiple of the smallest duty cycle, which actually limits the number of duty cycles that can be used.

In addition to analyzing existing NDPs, Circle also provides guidelines for designing new protocols. For example, according to Circle, new slotted NDPs can use co-prime parameters instead of primes. For instance, there are 31 prime numbers from 13 to 151, but at least 36 numbers that are pairwise coprime. In other words, using co-prime parameters increases the number of feasible duty cycle values.

D. Discussion on Modeling Neighbor Discovery for BLE Networks

In this subsection, we show that Circle can also be used to model other more complex neighbor discovery problem. We take the neighbor discovery for BLE networks as an example.

In BLE networks, a node tries to announce its presence to other nodes by working in an advertising mode, thus referred to as an advertiser. A node tries to discover other nodes by working in a scanning mode, thus referred to as a scanner. Fig. 4 illustrates how these nodes work. Three predetermined advertising channels are assigned, which are channels 37, 38, and 39. Over each advertising channel, an advertiser announces its presence by periodically sending advertising packets (called Adv_PDUs) into the channel. The advertiser also tries to receive possible responses over the same channel immediately after each of its transmissions. A scanner tries to receive Adv_PDUs of other nodes by scanning (i.e., listening to) each of the three advertising channels periodically. The length of a scanning over each advertising channel is called a scan-window. If the scanner successfully gets an Adv_PDU in a scan-window over an advertising channel, we say that the advertiser of the Adv_PDU is successfully discovered by the scanner [20]-[22].

Assume that for the scanner, the interval from the beginning of a scanning event to the beginning of the next scanning event (noting that the two scanning events are over two different advertising channels) is $a$ and scan-window length is $\omega$; for the advertiser, the advertising interval is $b$, the duration for sending an Adv_PDU is $\tau$, and the duration for receiving possible responses over each advertising channel is $\delta$.

To characterize BLE neighbor discovery, we can build three Circle models, respectively for channels 37, 38, and 39. For presentation simplicity, we assume that at time instant $t_0$, the advertiser comes within the communication range of the scanner and sends the first Adv_PDU, as shown in Fig. 4.

\[^4\text{In Section V, we will give an example about how to find pairwise coprime numbers.}\]
Assume the initial time offsets of the advertiser to the scanner on channel 37, 38, and 39 are \( \phi, \phi', \) and \( \phi'' \), respectively. Given \( \phi \), we can derive \( \phi' \) and \( \phi'' \) as follows:

\[
\phi' = (\phi + 2a + \tau + \delta) \mod 3a,
\]

\[
\phi'' = (\phi + a + 2\tau + 2\delta) \mod 3a.
\]

Based on the three Circle models, the BLE neighbor discovery can be stated as: given an arbitrary \( \phi \), there exists \( h (h < \infty) \) satisfying at least one of the following three inequalities:

\[
(\phi + h \times b) \mod 3a < \hat{\omega},
\]

\[
(\phi' + h \times b) \mod 3a < \hat{\omega},
\]

\[
(\phi'' + h \times b) \mod 3a < \hat{\omega},
\]

where \( \hat{\omega} \equiv \omega - \tau + 1 \).

By Theorem 1, if \( \gcd(3a, b) < \hat{\omega} \), then neighbor discovery is guaranteed, that is, the scanner can discover the advertiser. Further, if \( \gcd(3a, b) = \hat{\omega} \), the worst-case discovery latency is

\[
\max_{\phi} \min(h_{\min}(\phi) \times b, h_{\min}(\phi') \times b, h_{\min}(\phi'') \times b),
\]

where \( \phi = 0, 1, 2, \cdots, 3a - 1 \). Given an arbitrary \( \phi, \phi' \) and \( \phi'' \) can be calculated by (7) and (8) respectively, and \( h_{\min}(\phi), h_{\min}(\phi'), \) and \( h_{\min}(\phi'') \) can be calculated according to Theorem 3. Similarly, the average discovery latency is

\[
\frac{1}{3a} \sum_{\phi=0}^{3a-1} \min(h_{\min}(\phi) \times b, h_{\min}(\phi') \times b, h_{\min}(\phi'') \times b).
\]

As can be seen from the above description, Circle is a generic analytical model, which can be used not only to analyze existing well-known slotted NDPs, but also to build a model for BLE neighbor discovery. In addition, Circle can also be used to design new NDPs. In the next section, we present a new unslotted NDP.

V. CIRCLE PROTOCOL DESIGN

A. Working Mode Design

In this section, we present a new NDP which is designed based on Circle model. For simplicity, it is also called Circle. The basic working mode of Circle is very simple: each node periodically wakes up, sends a beacon, and listens to channel for a while. Once a beacon is received, an acknowledgement (ACK) is sent.\(^5\) Fig. 5 shows an example, in which node A and node B periodically send a beacon with \( \tau \) time units and then listen to channel for \( \omega \) time units. The cycle lengths of node A and node B are \( a \) and \( b \) time units, respectively. In the example, node A receives a beacon from node B, and then it responds with an ACK. From this moment, node A and node B know each other.

By Theorem 2, Circle requires that the greatest common divisor of any two distinct cycle lengths should be \( \hat{\omega} \). Let \( L = \{\ell_1, \ell_2, \cdots, \ell_n\} \) be the set of distinct cycle lengths used by Circle. It follows \( \ell_i = \hat{\omega} \times p_i, n \geq i \geq 1 \), and the elements in the set \( \{p_1, p_2, \cdots, p_n\} \) are pairwise coprime. We give an

\(^5\)This working mode is similar to that of a receiver-initiated low-duty-cycle medium access control (MAC) Protocol [27], [28].
example to show how to construct the set \( L \). Suppose \( \omega = 4 \), \( \tau = 1 \), \( \hat{\omega} = 4 \), and we require that the cycle length should be in the range of \([100, 1000]\). Initially, \( L = \emptyset \) (null set). We search cycle lengths in ascending order. Firstly, 100 is added into \( L \). The next cycle length that can be added into \( L \) is 104 because \( \gcd(104, 100) = 4 \). Now \( L \) has two elements, and the next cycle length that can be added into \( L \) is 108 because it has the greatest common divisor of 4 with all elements already in \( L \). Note that 112 cannot be added into \( L \) because \( \gcd(104, 112) = 8 \). Repeat this process until we have searched all integer values within \([100, 1000]\). Finally there are 49 elements in \( L \).

If two nodes select the same cycle length, however, discovery cannot be guaranteed because the condition of Theorem 1 cannot be satisfied. To address this problem, inspired by the quorum technique used by U-connect and Hello, we combine multiple cycles into a hyper-cycle. Specifically, given cycle length \( \ell \), the hyper-cycle consists of \( \ell/\hat{\omega} \) cycles, indexed by \( 1, 2, \ldots, \ell/\hat{\omega} \). During the first cycle, a node first sends a beacon for \( \tau \) time units and then listens to the channel for \( \lceil \ell/2 \rceil \) time units, and in all other cycles, the node first sends a beacon for \( \tau \) time units and then listens to the channel for \( \omega \) time units, as shown in Fig. 6. We denote Circle protocol with parameters \( \ell \) and \( \hat{\omega} \) by Circle\((\ell, \hat{\omega})\), and its duty cycle is given by

\[
DC = \frac{\ell}{\hat{\omega}} \times (\omega + \tau) + \left( \left\lceil \frac{\ell}{2} \right\rceil - \omega \right) \frac{\ell}{\hat{\omega}} \\
= \frac{\omega + \tau}{\ell} + \left( \left\lceil \frac{\ell}{2} \right\rceil - \omega \right) \frac{\ell}{\hat{\omega}^2}. \tag{14}
\]

The first term of the equation (14) can be regarded as the basic duty cycle of Circle protocol, while the second term can be thought of as an extra duty cycle just in case the same cycle length is used by two nodes.

### B. Worst-case Discovery Latency

**Theorem 4:** Given two nodes with parameter pairs \((\ell_1, \omega)\) and \((\ell_2, \hat{\omega})\), the worst-case discovery latency for Circle is

\[
\frac{\ell_1 \times \ell_2}{\hat{\omega}}.
\]

**Proof:** Assume node A and node B adopt parameter pairs \((\ell_1, \omega)\) and \((\ell_2, \hat{\omega})\), respectively, with \( \hat{\omega} = \gcd(\ell_1, \ell_2) \). First consider the case with \( \ell_1 \neq \ell_2 \). By Theorem 2, the worst-case discovery latency is \( \frac{\ell_1 \times \ell_2}{\hat{\omega}} \).

Next we consider the case with \( \ell_1 = \ell_2 \). Since each node listens to the channel for \( \lceil \ell/2 \rceil \) time units in its first cycle, either node A or node B would receive a beacon in its first cycle from the other node. The worst case happens, for example, when the two nodes come into communication range of each other at the time instance when one node just turns off its radio in the first cycle while the other node just finishes sending the beacon in the second cycle. It can be seen that it also takes \( \frac{\ell_1 \times \ell_2}{\hat{\omega}} \) time units for the two nodes to discover each other. This completes the proof.

---

### VI. Evaluation

In this section, we evaluate the performance of Circle protocol by comparing it with state-of-the-art NDPs including Disco, U-Connect, Hello, Hello-S, and Nihao in a testbed of TelosB motes.

#### A. Implementation

We have implemented Circle and other protocols for comparison on TinyOS 2.1.2. All these protocols are implemented under the UPMA (Unified Radio Power Management Architecture) framework of TinyOS. Generally, nodes work in low duty cycle, and therefore we consider duty cycles from 1% to 10%. Disco, U-Connect, Hello, and Nihao are slotted protocols, while Circle is unslotted protocol. For these slotted protocols, the slot length is set to 10 ms as Disco does. Hello-S employs striped probing by increasing the length of active slot by 4 ms. For Circle, we empirically set \( \hat{\omega} \) to 4 ms. The beaconsing schemes taken by these protocols are different. Disco, U-Connect, and Hello send two beacons at each active slot, one at the beginning of the slot and the other at the end of the slot. Nihao and Circle both periodically send a beacon. Each beacon message contains the timestamp of transmitting, and its transmission time is about 1 ms.

To send a 1-ms beacon in a real system (such as the testbed), some extra radio-on time is needed. For periodically sending a beacon, the system should turn on the radio in advance, set the header and payload of the beacon, and send the beacon to underlying components for transmitting, which brings about extra radio-on time cost. Empirically, the extra radio-on time cost is 3 ms for Circle and Nihao. For Disco, U-Connect, and Hello, the extra radio-on time cost for an active slot is 2 ms, relatively smaller than Circle and Nihao as beaconing and listening are included in one slot in Disco, U-Connect, and Hello. The extra radio-on time cost is considered when we calculate the duty cycle of each protocol.

Fig. 7(a) shows the testbed consisting of a laptop and two TelosB motes, called node A and B. The two motes tried to discover each other, and the laptop was used to configure the two motes and collect results.

In order to fairly compare one NDP with other NDPS, we use the same configuration for each NDP, as a 4-tuple \((DC_A, DC_B, \phi_A, \phi_B)\). Specifically, \( DC_A \) and \( DC_B \) are desired duty cycles of nodes A and B, respectively; and \( \phi_A \) and \( \phi_B \) are initial phases of the cycles of node A and node B, respectively, when they enter communication range of each node.

\( \text{Note that TinyOS platform has also been used in [15] and [18] for performance evaluation.} \)
(a) Experiment testbed
(b) Configuration interface of Java application

Fig. 7. Experiment testbed and the configuration interface of Java application.

Fig. 8. The box plots of actual duty cycles (DCs) of NDPs.
other. \( DC_A \) and \( DC_B \) are chosen from \( \{1\%, 2\%, \ldots, 10\%\} \), and therefore there are \( \binom{10}{2} = 45 \) pairs of duty cycles. For each pair of duty cycles, 100 pairs of initial phases \((\varphi_A, \varphi_B)\) are randomly generated. For each configuration of \((DC_A, DC_B, \varphi_A, \varphi_B)\), we let the two motes implement each NDP and record the discovery latency.

We have implemented a Java application that enables interactions between the laptop and the two motes by serial communication. The interface Java application is shown in Fig. 7(b). The two motes are connected with the laptop by USB cables. To test an NDP, the Java application reads a configuration \((DC_A, DC_B, \varphi_A, \varphi_B)\) from the source file (which contains all configurations), and sends a configuration message to node A and node B respectively. For example, the message sent to node A contains working parameters corresponding to \( DC_A \) (e.g., the prime number \( p \) for U-Connect, or \((\ell, \omega)\) for Circle). In addition, the message also contains initial phase \( \varphi_A \), based on which the mote will set its initial state. After configuration, the two motes run the NDP simultaneously with their own initial states. If node A discovers node B (i.e., node A receives a beacon from node B), node A sends a discovery message to the laptop containing the time-stamp of the beacon sent by node B, the moment when node A receives the beacon, and the discovery latency. Node B behaves similarly when it finds node A. After receiving two discovery messages, the Java application records the data, stops the two motes, reads the next data, and repeats the experiment.

For each desired duty cycle (i.e., 1\%, 2\%, ..., 10\%), based on estimated extra time cost, we calculate working parameters for the NDPs. Then we use the interface CC2420Accounting provided by component CC2420Csm in the UPMA framework of TinyOS to accurately measure the actual duty cycles of the NDPs. Fig. 8 shows the box plots of actual duty cycles of different NDPs. It can be seen that in most cases, the actual duty cycles are close to desired ones, slightly lower or higher than desired values. However, one exception is that due to prime limitation, U-Connect selects the same prime for duty cycles of 6\% and 7\%. With the actual duty cycles approximately equal to the desired ones, we can make a fair comparison.

### B. Experimental Results

Fig. 9 shows experimental cumulative distribution function (CDF) of discovery latency. It can be observed that Circle performs the best among the six protocols. Disco, Hello, and Hello-S have similar performance, while U-Connect is slightly better than these three protocols. For instance, 90 percent of discovery latencies are within 16s for Circle, 28s for Disco, 29s for U-Connect, 30s for Hello, 32s for Hello-S, and 85s for Nihao.

In our experiments, Circle and Nihao exhibit smaller worst-case latency. Specifically, the worst-case latencies in ascending order are 330s for Circle, 354s for Nihao, 581s for U-Connect, 712s for Hello-S, 791s for Disco, and 816s for Hello. In Circle and Nihao, there are dedicated time for receiving, which allows Circle and Nihao to successfully receive beacons from neighbors. In contrast, Disco, U-Connect, Hello, and Hello-S adopt the same time-slotted model in which sending beacon and listening to the channel happen in one slot. For Disco, U-Connect, Hello, and Hello-S, we debugged cases with large discovery latency, and found that they are mainly caused by half-duplex transceiver and short overlapping duration. Short overlapping duration is very likely not sufficient for the two nodes to receive beacons from each other.

Fig. 10 shows the average latency for all experimental duty cycle pairs, in which DC1 and DC2 are duty cycles of the two nodes. It can be seen that for each protocol, the largest average latency occurs at duty cycle pair (1\%, 1\%), and when one node increases its duty cycle, the discovery latency of all protocols except Nihao decreases significantly. To be more specific, Fig. 11(a) shows the average discovery latency for asymmetric duty cycle pairs (1\%, 5\%), (1\%, 10\%), and (5\%, 10\%). Interestingly, when only one node increases its duty cycle, the average latency of Nihao just decreases slightly. This is because in Nihao, the bidirectional discovery is accomplished by two separate one-way discoveries, and the discovery latency is the larger of the two one-way discovery latency values. Overall, Circle has the best average performance among the six protocols. For instance, compared with Disco, Circle reduces the average latency by 42\%, 57\%, and 37\% at duty cycle pairs (1\%, 5\%), (1\%, 10\%), and (5\%, 10\%), respectively.

The average discovery latency for symmetric duty cycle pairs (1\%, 1\%), (5\%, 5\%), and (10\%, 10\%) are shown in Fig.11(b). The discovery latency for (1\%,1\%) represents the worst case for all experiments. As the duty cycles increase, the average discovery latency of the protocols reduce significantly. It can be seen that Circle also outperforms other NDPs in neighbor discovery with symmetric duty cycles.

### C. Further Discussion on Multiple-Node Case

Now we discuss the case when Circle is implemented in a network with multiple nodes. If two or more nodes transmit beacons at the same time (or their beacons overlap in time), this is a collision, which degrades the performance of Circle.

We consider a target node, say node A, that implements Circle with cycle length \( \ell_A \). Based on the cycle length \( \ell_A \), we
Fig. 10. Average discovery latency for all experimental duty cycle pairs.

Fig. 11. Average latency for asymmetric and symmetric neighbor discovery.
know the duty cycle of node A, denoted as $DC_A$. Consider another node, say node B, with cycle length $\ell_B$. If $\ell_B \neq \ell_A$, then the greatest common divisor of the cycle lengths $\ell_A$ and $\ell_B$ is $\omega$. In other words, one cycle length cannot be a multiple of the other cycle length. Therefore, even if some of node A’s beacons may be collided by node B’s beacons, other beacons of node A are not collided, referred to as occasional collisions. With occasional collisions, discovery of the target node (node A) still occurs (for example, when node A transmits a beacon while node B does not transmit).

The worst case of collisions happens when the two nodes have the same cycle length (i.e., $\ell_B = \ell_A$) and the time difference between their beacon transmissions in a cycle is smaller than the length of a beacon ($\tau$), referred to as persistent collisions between node A and node B. Next we analyze the probability that the target node (node A) has persistent collisions with node B, denoted as $P_{\text{by},B}^A$.

Denote $\varphi_A$ and $\varphi_B$ as the initial phases of node A’s cycle and node B’s cycle, respectively, when they enter communication range of each other. Then we have

$$P_{\text{by},B}^A = \mathbb{P}\{\ell_B = \ell_A\} \cdot \mathbb{P}\{-\tau < \varphi_B - \varphi_A < \tau | \ell_B = \ell_A\},$$

which in which $\mathbb{P}\{\cdot\}$ represents probability of an event.

We have $\mathbb{P}\{\ell_B = \ell_A\} = \frac{1}{m}$, where $m$ is the number of cycle lengths available for choosing. Next we calculate $\mathbb{P}\{-\tau < \varphi_B - \varphi_A < \tau | \ell_B = \ell_A\}$. If node B selects the same cycle length as that of node A, the initial phases of node A and node B are independent and uniformly distributed in $[0, \ell_A]$. Then, $\mathbb{P}\{-\tau < \varphi_B - \varphi_A < \tau | \ell_B = \ell_A\}$ can be calculated as the ratio of the area of the shaded region as shown in Fig. 12 to $\ell_A^2$. It follows

$$\mathbb{P}\{-\tau < \varphi_B - \varphi_A < \tau | \ell_B = \ell_A\} = \frac{2\ell_A\tau - \tau^2}{\ell_A^2}. \quad (16)$$

Thus, we have

$$P_{\text{by},B}^A = \frac{2\ell_A\tau - \tau^2}{m\ell_A^2}. \quad (17)$$

If node A has $n$ neighbor nodes, then each of the $n$ neighbor nodes persistently collides with node A with a probability equal to that in (17). Therefore, node A’s overall probability of persistent collisions is given as

$$1 - (1 - P_{\text{by},B}^A)^n = 1 - \left(1 - \frac{2\ell_A\tau - \tau^2}{m\ell_A^2}\right)^n. \quad (18)$$

Fig. 13 shows the persistent collision probability of the target node (node A) when its duty cycle $DC_A$ is 1%, 5%, or 10% and the number of neighbor nodes ($n$) varies from 1 to 200. Here we set $\tau$ as 1 ms and $m$ (the number of cycle lengths available for choosing) to 10. The available duty cycles are 1%, 2%, ..., 10%. For each combination of $(DC_A, n)$, the simulation result is averaged over $10^6$ simulation runs. The analytical results in Fig. 13 are calculated using (18). It can be seen that the analytical and simulation results match with each other. When the target node (node A) has duty cycle of 1%, its probability of persistent collisions is low, for example, 4% even with 200 neighbor nodes. When node A’s duty cycle changes to 5% and 10%, the probability of persistent collisions increases to about 17% and 32%, respectively. Note that here we only adopt 10 cycle lengths. In fact, the number of cycle lengths could be much larger than 10. For example, if we use the set of cycle lengths $L$ constructed in Section V-A, then we have $m = 49$, and node A’s persistent collision probability for $(DC_A = 5\%, n = 200)$ and $(DC_A = 10\%, n = 200)$ will be reduced to no more than 4% and 8%, respectively. As observed, the target node’s probability of persistent collisions increases with its duty cycle and the number of neighbor nodes. In case the persistent collision probability is above an acceptable level, the target node may dynamically reduce its duty cycle when it is aware that a large number of neighbor nodes are around. Further, as persistent collision is also an issue in almost all existing NDPS, the target node in Circle can apply the methods used in existing NDPS to deal with persistent collisions, such as performing a clear channel assessment (CCA) before transmitting as suggested in [14], or cooperating with underlying MAC protocols to avoid collisions as suggested in [8].

VII. Conclusion

In this paper, we present Circle model to characterize the process of neighbor discovery for the Internet of Things. Based on this model, we give a necessary and sufficient condition
for neighbor discovery and analyze the worst-case discovery latency. Circle model is a generic analytical model because it can be used to explain and analyze existing well-known NDPs. Further, based on this model, we propose an NDP also called Circle. The basic working mode of Circle is very simple: each node periodically wakes up, sends a beacon, and listens to channel for a while. Once a beacon is received, an ACK is sent. Experimental results show that Circle is superior to existing state-of-the-art NDPs.

**Limitation of Circle:** Compared to existing NDPs, one limitation of Circle is that its parameters, such as $\tau$ (length of a beacon), $\omega$ (length of a listening period), and $\ell$ (cycle length), should be integer values (i.e., each should be an integer number of time units).

**Extendability of Circle:** Circle can be extendable to some new wireless technologies such as WiFi Neighbor Awareness Networking (NAN) [31]. NAN enables a wireless device to continuously find, in an energy-efficient fashion, available devices and available services in its neighborhood. The NAN stack consists of the discovery engine (DE) and the NAN MAC, and the main task of DE can be implemented by Circle.

**Applicability of Circle:** Circle can be applied to discover IoT devices (e.g., sensors, actuators, smartphones, tablets, etc.) with the same wireless interface (e.g., ZigBee, Wi-Fi, or BLE). For IoT devices with different wireless interfaces, Circle is still applicable when IoT devices are equipped with multiple wireless interfaces and one wireless interface is in common for all IoT devices. For example, future smartphones will not only have Wi-Fi and BLE, but also ZigBee [32]. If it is impossible to have a common wireless interface among all involved IoT devices, a feasible solution is to partition the devices into different groups, and each group has a common wireless interface. Circle can be implemented in each group. In each group, a group leader is elected, which has multiple wireless interfaces. So the group leader can use other wireless interfaces to communicate with leaders of other groups to exchange node discovery information.

**Future work:** Future research topics include cooperative neighbor discovery, where multiple IoT devices are organized to discover new neighbors in a collaborative manner. Compared to pairwise neighbor discovery, cooperative neighbor discovery expects better performance in terms of shorter discovery latency as well as lower duty cycle. Moreover, cooperative neighbor discovery naturally fits with the cluster structure adopted by some new wireless technologies such as NAN, in which the devices within a cluster work cooperatively to discover new devices to be included into the cluster.
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