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Abstract—Internet-of-Things (IoT) networks are usually dis-
tributed in nature. And due to possible mobility of 10T devices,
it is common and critical for each IoT device to keep discoveng
who are in its neighborhood, referred to as neighbor discovs.
Due to the limited battery capacity of IoT devices, it is chaenging
to design a neighbor discovery protocol (NDP) that can achie
both low duty cycle and low discovery latency. In this paper,
we build a model called Circle to characterize the process of
neighbor discovery in 10T networks. Then, we give a necessgar
and sufficient condition for neighbor discovery and theoreically
prove its correctness. This is the first time in the research
community that a necessary and sufficient condition is giverfior
neighbor discovery. According to the necessary and suffia
condition, we analytically derive a lower bound of the worstcase
discovery latency and demonstrate when the lower bound can

be achieved. The analytical model is generic as it can be used
to analyze existing NDPs. Based on the Circle model and the

energy. In other words, they work in duty-cycle mode. For
an loT device (calleca nodein the sequel), its duty cycle
is the percentage of time that the device’s radio is turned
on. Low duty cycle prolongs lifetime of nodes, but may also
increase discovery latency. Therefore, it is importantesign
an energy-efficient neighbor discovery protocol (NDP) taat
achieve both low duty cycle and low discovery latency.
Several energy-efficient NDPs [9]-[18] have been proposed
recently. Those NDPs can be classified to two categories:
probabilistic and deterministic. Birthday protocol [9] &
representative of probabilistic NDPs, in which a node may
select to transmit, receive, or sleep (each with a particula
probability). Birthday has a low average discovery latemey
its worst-case latency is not bounded. To ensure a worst-cas

analysis, we propose an NDP, which is also called Circle. We latency, deterministic NDPs such as Disco [11], U-Connect

compare Circle with state-of-the-art NDPs in a real testbedand
experimental results show that Circle is superior to the exgting
state-of-the-art NDPs.

Index Terms—Internet of Things, neighbor discovery protocols,
duty cycle.

I. INTRODUCTION

The Internet of Things (IoT) has been envisioned to sea

lessly integrate heterogeneous IoT devices to the Intesiaet guarantee ne|ghb_o_r discover !
h better energy efficiency can be achieved due to the weaker

various wireless technologies (e.g., ZigBee, Wi-Fi, Bha!
etc) [1], [2]. Cisco predicts that there will be 50 billionTo

connected devices by 2020. loT networks have been widel

applied to smart cities/environments for intelligent dgtm,
monitoring, coordination, and management [2]-[5].

0T networks arelistributedin nature. And due to possible
mobility of the IoT devices, it is common and critical for éac
IoT device to keep discovering who are in its neighborhoJB

[14], Searchlight [12], Hello [18], and Nihao [15] have been
proposed. In this paper, we focus on deterministic NDPs.

Existing deterministic NDPs are designed based on satis-
fying a condition that issufficientto guarantee neighbor dis-
covery. For example, Disco is designed based on the Chinese
Remainder Theorem and uses primes. However, it is not clear
whether the conditions in those protocols are necessary or
jot. In other words, can we have a weaker condition that can
y? If yes, then it is very likbbt

condition used.

To fill this research gap, in this paper, we investigagees-
sary and sufficient condition for neighbor discovefyneces-
sary and sufficient condition will enable us to better untderd

the problem and then design more efficient NDPs. Further,
a necessary and sufficient condition can provide guidelines
r real applications. For example, in Find Me Profile [19], a

[4], [6]-[8], referred to as neighbor discovery. Since Io'Fypical application of Bluetooth Low Energy (BLE) [20]-{B2

devices generally have limited battery capacities, it isgomd

two Bluetooth devices try to find each other with one being

for them to turn on their radios all the time to perform neighb advertiser and the other being scanner. The scanner listens

discovery. Instead, they can turn on radios periodicallygo

while for data communications, and then go to sleep to sa
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to the channel for a duration af with a scanning intervad,
ngle the advertiser sends advertising packets for a curati
7 with a advertising interval. Although recommended values
for these parameters are given for the low duty cycle disgove
mode (e.g.p take values from 1s to 2.58, =11.25ms, and
a can be 1.28s or 2.56s), how to choose values of these
parameters to ensure neighbor discovery is unknown. This
practical problem can be solved once a necessary and sufficie
condition for neighbor discovery is provided (see sectiDI
for detalil).

In this paper, we first build a model to characterize the
process of neighbor discovery. Then, we give a necessary and
sufficient condition for neighbor discovery and theordtica



TABLE | Most NDPs have their own cycle lengths, which means that

IMPORTANT SYMBOLS USED the time is partitioned into fixed-duration cycles. Eachleyc
Symbols Meaning consists of a numbe_r of slots: some are working slots, while
gcd(a, b) the greatest common divisor afandb others are non-working slots. And all the cycles have theesam
amod b a modulob configuration of working slots and non-working slots. The
@ = b(modm) gnfg”(ﬂj:‘;irgnt%rmrgggi'a% beacons percentage of active slots in a cycle is called duty cycle. Fo
. time duration for sending a beacon instance, if a node works at slots whose indices are muttiple
¢ the initial time offset between two nodes of 3, then its cycle length is 3 slots, and its duty cycléd 8.

Moreover, a hyper-cycle may have several basic periods, and
each period has its own configuration of working slots and

prove its correctness. According to the necessary and iguiffic pon-work|ng slo_ts. For example, a_node works at slots whose
indices are multiples of 3 or 5. In this example, the hypeasiey

condition, we derive a lower bound for the worst-case discoy ) .
ery latency and demonstrate when the bound can be achievhe%sf three periods, and each penqd has 5 slots. The hypler-cyc
Based on this analysis, we design an energy-efficient NDB" be represented byJax 5 matrix as

called Circle. We compare Circle with state-of-the-art NDP 100 1 0

in a real testbed, and experimental results show that Circle 1100 1

outperforms existing NDPs. 1010 0

In summary, our contributions are as follows:

1). Necessary and sufficient condition for neighbor disepve in which valuesl and 0 mean the corresponding time slot
We are the first to provide a necessary and sufficieist a working slot and non-working slot, respectively. In
condition for neighbor discovery. other words, in each hyper-cycle, the node works at slot

2). Generic analytical model: Our worst-case discovery 183,5,6,9,10, and 12, and its duty cycle is 7/15=46.7%.
tency analysis igenerig i.e., it can be used to character- In the literature, there are two categories of NDPs: prob-
ize our and other existing NDPs. abilistic NDPs and deterministic NDPs. Birthday [9] is a

3). New NDP: Based on the necessary and sufficient condépresentative of probabilistic NDPs. The state of a node at
tion for neighbor discovery and the analytical results, owach slot will be transmitting, listening, or sleeping wgttob-
proposed NDP is superior to existing NDPs in terms afbilities. Birthday has low average discovery latency, ibut
discovery latency, as demonstrated by experiments usisigffers from unpredictable large latency due to its prolisitai
a real testbed. nature. Conversely, deterministic NDPs have bounded worst

The remainder of this paper is organized as follows. Exgstirff@se discovery latency.
relevant works in the literature are discussed in Section II Based on the concept of quorum, Quorum protocol [10] has
The problem statement is given in Section Ill. Section I hyper-cycle of.* slots arranged as am x n matrix. From
presents our model and theoretical analysis. The propodBf matrix, a node randomly selects one column and one row
NDP is detailed in Section V. Evaluation of the proposed ND® entries as active slots, which ensures that two nodes with
and comparison with existing works are provided in Sectidh€ same cycle length must have at least two intersectirg, slo
VI. Conclusion remarks are presented in Section VII. TableGiven a delay requirement, the problem of neighbor disgover

defines important symbols that will be used in the sequel. is formulated as a block design problem in [13], and the
problem is solved such that the minimum energy consumption

is achieved. However, it is shown that the schemes proposed
in [10], [13] can be applied to the scenario wislymmetric
The problem of neighbor discovery has received mudhity cycle(i.e., when duty cycles of any two nodes are the
attention recently. Although neighbor discovery may wark isame), but do not work in the scenario wakymmetric duty
a synchronized manner, e.g., all the nodes get clock sygycle(i.e., when the nodes have different duty cycles).
chronization via GPS, it is expensive and energy intensive.Since nodes may have the same or different duty cycles,
Therefore, asynchronous neighbor discovery is of intereseighbor discovery with both symmetric and asymmetric duty
Existing research efforts investigate neighbor discoesyn cycles should be supported. To support both symmetric and
different perspectives including initial neighbor diseoy [9]- asymmetric duty cycles, existing deterministic NDPs are de
[18], continuous neighbor discovery [23], and collabamti signed mainly based on coprime (e.g., Disco [11]), quorum
neighbor discovery [24]-[26]. Our focus in this paper is ofe.g., Searchlight [12] and Nihao [15]), or hybrid of bothg(e
initial neighbor discovery. U-Connect [14] and Hello [18]). These techniques ensure tha
To simplify design, most existing NDPs [9]-[18] adopthe active slot sets of any two nodes have overlap, thusrigadi
time-slotted model in which time is divided into fixed-lehgt to discovery provided that each node is in communication
slots. The time slots are indexed from 0, and a node seletagige of the other node.
some slots as working slots (or active slots), while the othe As a representative of coprime, Disco [11] selects two
time slots are non-working slots (or sleeping slots). Dgiam primesp; andp, for each node, and the node works at the time
active slot, a node will turn on its radio and transmit/rgeei slots whose indices are multiples pf or p,. Based on the
beacons. Chinese Remainder Theorem, Disco guarantees at least one

Il. RELATED WORKS
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Fig. 1. A simple example of discovery procedure.

overlapping active slot between any two nodes, which meamsde B, and node B discovers node A. For presentation
that neighbor discovery is guaranteed. simplicity, in the sequel, we only discuss the case that node
Instead of using coprime, Searchlight [12] adopts qué: discovers node B.
rum technigue. Each node is assigned a valuom set Assume at time instant,, node A and node B enter
{c,2¢,2%¢,23¢, ...} (c being an integer constant), and has itsommunication range of each other. Fig. 1 shows the snapshot
hyper-cycle represented by {aﬂ x t matrix (here|-| means thatnode A discovers node B. Suppose node A wakes up every
floor function). In the hyper-cycle matrix, the first slot afa  « time units? So the cycle length of node A is During each
row is an active slot (called the anchor slot of the row). Andiake-up, node A turns on its radio, and listens to the channel
inrowi (i =1,2,...,|£]), the(i+1)th slot is also active. By for w time units. After that, it turns off its radio and goes to
this setting, Searchlight guarantees neighbor discovery. sleep. Node B sends a beacon evietyme units (so the cycle
U-Connect [14] and Hello [18] take advantage of botkength of node B i9), and transmitting a beacon costsime
coprime and quorum. In general, asymmetric neighbor disnits.
covery depends on the coprime whereas symmetric neighboilhe discovery latency for node A to find node B is the delay
discovery relies on quorum. U-Connect uses a single ppimegrom the time instant that both nodes go into communication
and its hyper-cycle is @ x p matrix. The first slot of each range of each other to the time instant that node A first reseiv
row is active. In the first row, the 1‘ir§t42r—1 slots are also active a beacon from node B. Suppose after time instgntthe
slots. Hello provides a generic framework in which the hypebeacons sent by node B are sequentially indexed from 1, and
cycle is an x ¢ matrix wherec is a prime, anch can be any the moment at which théh beacon is sent by node B is
number! Hello works at the firs{ £ | slots of the first row and denoted byt;. In Fig. 1, the third beacon sent by node B is
the first slots of other rows. It is shown that Quorum, Discaeceived by node A, and therefore, the discovery latency is
U-Connect, and Searchlight are special cases of Hello [18}t3 — to + 7.
All above slotted NDPs assume that overlapping active slotsThree fundamental questions naturally arise.

result in neighbor discovery. Due to limitation such as half1). |s there a necessary and sufficient condition for node A

duplex transceiver and collisions, the overlapping dorati to discover node B in finite time?
may not be sufficient for bidirectional discovery. Takingsth 2). What is the lower bound for the worst-case discovery
limitation into account, Nihao suggests “talk more listead”. latency?

The hyper-cycle of Nihao is an x m matrix, where all slots 3). Can we design a protocol that achieves the lower bound
in the first row are active for listening, and a beacon is sent for the worst-case discovery latency?

at the beginning of the first slot of each row. In Section IV and Section V, we will address these three
Although existing state-of-the-art NDPs are designed éasg,damental questions.

on different techniques, none of them provides a necessary

and sufficient condition for neighbor_ discovery. In this pap IV. MODEL AND THEORETICAL ANALYSIS

we construct a model to characterize the process of neigh-

bor discovery. Then, we provide a necessary and sufficig?ﬁt Circle Model

condition for neighbor discovery and theoretically prowe i We start by analyzing the time offset of node B's beacons

correctness. This is the first time in the research communig node A. The time offset of node Bish beacon to node

that a necessary and sufficient condition is given for nesghbA is defined as the time difference betwegrand node As

discovery. wake-up time instant right beforg. The time offset of node
B’s first beacon is called initial time offset, denoted dyas
I1l. PROBLEM STATEMENT shown in Fig. 1. Note that node A's wake-up time instant that
Here, we describe the neighbor discovery problem. Neigﬁ- right beforet; could be earlier thamy. It can be seen that

bor discovery is the process that two nodes, say node A a(llﬂ ¢ 0.
y P » Say ithout loss of generality, given an arbitrary value @f

node B, receive beacons from each other. This process Canaggume there exists such that thekth beacon from node B
divided into two separate discoveries, i.e., node A distove

2Here, a time unit could be one second, or one millisecond, e o
1Such a Hello protocol is termefl ello(c,n). microsecond, etc.



Theorem 1:Givena, b, andw, it follows:

(i) If and only if ged(a,b) < @, there existsh satisfying
(¢ + h x b) mod a < w for an arbitrary integerp <
{0,1,2,...,a—1}.

(i) If ged(a,b) <o, thenmqe}x Aumin(¢) > | 2] — 1, where

hmin(¢) = min{h|(¢ + h x b)) moda < &}. Here
hmin(¢) is the minimum number of hops to achieve
discovery for initial time offsetp.

(iii) If ged(a,b) < w, then the worst-case discovery latency
for node A to discover node B is at least | x b.

Fig. 2. An example of circle model where= 32, b =18, w =4, 7 =1,  Proof. Proof of (i):

and ¢ = 11. The shaded sector is the target area. Let gcd(a, b) — d. Thena andb can be expressed as—

a’'d and b = b'd, respectively. It can be easily proven that

is the first beacon received by node A. For examples 3 a’ x b= 0mod a. _

in Fig. 1. If node A can never receive a beacon from node B, We haveStatement I Vi,j, 0 < 4,j < o/, if i x b =

both k and+; are infinite. The discovery latenay — t, can J X b mod a, theni = j. The statement is proven as follows.

be divided into two delay components: one is fromto ¢;, SiNCei x b= j x bmod a, it follows i x ' = j x b" mod a'.

and the other is from; to ¢;. It can be seen that the delayMoreover, since.’ andb’ are coprime, we have= j mod a’.

from t, to ¢, is deterministic and is no more thanwhereas Noting that0 < i,j < a’, we have: = j.

the delay fromi; to t,, is variable, and may even be infinite. Remark for Statement 1: Statement 1 means that the
We restricta, b, w, ¢, and 7 to be integers because inintegersd, 1xb,2xb,-- -, (a’—1)xb are pairwise incongruent

real applications, the highest time resolution (e.g.,issitond Moduloa. DefineD £ {0,d,2d, - , (a’ — 1)d}. Sincea and

or microsecond) supported by the system can be used, &rfe both multiples ofl, (i xbmod a) (h = 0,1,--- ,a’—1)

therefore all parameters take integer values. is a multiple ofd. Thus, forh = 0,1,---,a’ — 1, it can be
We draw a circle to characterize time offsets of node B&€n that: x b mod a must be equal to a unique element in

beacons. Like a clock face, the circle has numbers @ tol D _ _ . o

that are equally spaced by one time unit around the peripheg}’ve first prove ifged(a,b) < @, there existsh satisfying

of the circle with number ‘0’ on the top, as shown in Fig. 2(¢ + h x b)moda < @. If ged(a,b) < @, for ¢ €

There is also a “hand” indicating the time offset of the beacd 0: 1,2, ....a — 1}, let¢ =g x d+r, 7 €{0,1,2,....d - 1}.

of node B, so we call it beacon hand. Initially, the beacorchan « If ¢ = 0, then we havg¢ + h x b) mod a < & when

points tog. For the next beacon, the beacon hand clockwisely % = 0.

rotatesh time units around the circle. The circular sector from ¢ Considerg > 0. Sincea — 1 > ¢ > 0, it follows o' —

0 tow — 7 represents the target area (the blue shaded sector in 1 > ¢ > 1. Moreover, since the integefs 1 x b,2 x

Fig. 2). Once the beacon hand falls into this area, then node b,---,(a’ — 1) x b are pairwise incongruent modutg

A discovers node B. For example, in Fig. 2= 32, b = 18, there existsh € {0,1,2,...,a’ — 1} such thath x b mod

w=4,7=1,and¢ = 11. The beacon hand initially points a = (a’ —q) x d (based on the Remark for Statement 1).

to 11, next moves to 29 (i.e., 11+18), which is called one Then, we have

hop. From 29, the next hop will be 15 that can be calculated

as (29+18) mod 32. Then, the next hop will be 1, and thus (¢ +h x b) mod a

discovery occurs. So, if node B has a initial time offset of

7 g5 15

= [¢gxd+r+(a —q)xd moda

11, then it takes three hops (i.e., 54 time units) for node A to = (¢ xd+r)moda
discover node B. = rmoda
Based on the above circle model, neighbor discovery (i.e., < d-1
node A discovers node B) can be stated as: given an arbitrary -
¢, there existsh (h < oo) satisfying < W
(6+hxb) mod a<w—r. 1) We ther! provelwh_en for arbitrary < {O,},2,...,a — 1},
there existsh satisfying(¢+ h x b) mod a < @, then we have
Definew £ w — 7 + 1, and the inequality (1) becomes ged(a,b) < . Considerp = ¢y £ d— 1. Suppose there exists

h (denoted as) such that(¢o + ko x b) mod a < @. Since
(ho x bmod a) € D, it follows (¢g + ho x b) mod a € {d —
o N ) ) 1,2d—1,--- ,a’d—1}. Therefore{¢o+hoxb) mod a > d—1.
B. Necessa_lry and Sufficient Condition for Neighbor D'Scwveéince(% + ho x b)mod a < @, it follows d — 1 < &, and
and Analysis thus, ged(a, b) < .
In this subsection, we give a necessary and sufficientProof of (ii):

condition for neighbor discovery and analyze the worstecas Then, for initial time offsetp, hmin(¢) = min{h|(¢ + h x
discovery latency. Without loss of generality, we considén mod a < &}, or briefly, we say it take,,i,(¢) hops for
a>1,b>1,a>w>r. o.

(¢ +h xb) mod a <. )
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(a) a=32b=18w=4717=1 (b)a=32b=20w=47=1 (c)a=32b=2dw=47=1

Fig. 3. Examples of circle model, in which each sector coistaine or more integers that represent initial time offsélesgm and the number inside the
sector is the number of hops for all those time offsets toeaehineighbor discovery.

Sinceged(a, b) < w, from (i) we know thath,in(¢) < co . discover node B. It can be seen thatd(a, b) is 2, 4, and 8 in
If a >& > [a/2], then| 2| = 1. Clearly, max hmin(¢) > 0.  Fig. 3(a), (b), and (c), respectively, while is 4 in Fig. 3(a),
g (b), and (c). By Theorem 1, we know that we can guarantee
neighbor discovery in Fig. 3(a) and (b) but cannot guarantee
neighbor discovery in Fig. 3(c).

Consider|a/2] > @ > 1. We use proof by contradiction.
Assumemgx humin(¢) < [ 2] — 2. We consider| 2| > 2 (as

w

K3

the case when £ | = 2 can be readily proven). Defing; £ Given a, b, andw, Theorem 1 not only gives a necessary
{¢|hmin(¢) =i,a—1>¢ >0}, i€ {0,1,2,---,|2| —2}. and sufficient condition for node A to discover node B, but
It follows thatVi,j € {0,1,2,---,|%| — 2}, i # j, we have also provides a lower bound of worst-case discovery latency
o, N®; = 0, and UlL:%OJ*2 ® — {0,1,2,--- a— 1}. Since The next qgestion is under what conditions the_Iower b_ound

|22 ) ) Y can be achieved? The next theorem answers this question.
U @ hasa elements, and is union GOFJ — 1 sets,  Theorem 2:1f ged(a,b) > 1 and@ = ged(a,b), then
there exists a set, say; (I € {0,1,2,---,|%] —2}), such maxhpin(¢) = ¢ — 1, a—1 > ¢ > 0. The worst-case
that |®;| > %= > . Here|-| means cardinality of a ¢ & -

sl-1 discovery latency is: x b.
set. Based on definition ¢b;, and h,in(¢), for any element Proof Let &, = {0,1,---,& — 1}, and iteratively compute

(say ¢) in ®;, we know that(¢ + [ x b) mod a < w. Since g _ (66 = (& —b) mod a, ¢ € ®;_1},i=1,2,---, 81,
|®;| > @, there exist two different elements i, squs’ and  Next we prove forvi, j, i # j, & —1>i,j > 0, we. have
¢”, such thatp/ +1 x b = ¢"” +1 x b mod a. Then it follows ®, N ®, = (. We use proof by Uéontradiction. Assunie’ j,
¢' = ¢" moda. As ¢' < a and¢” < a, we haved’ = 6", 5044’ @, £ (. Without loss of generality, assumie< j
WhICh contradicts the fact that and¢” are different elements andg € ®; N ;. Sinced € ;, there exists' € ®, such that
n ;. ¢ = (r — i x b) mod a. Similarly, since¢p € ®;, there exists
Proof of (iii): ' € ® such thatp = (' — j x b) mod a. Therefore, we have

By (ii), the maximal number of hops is at least | — 1. ( —; x b) = (+/ — j x b) mod a, which leads to
Suppose the maximal number of hops happens at time offset

# (a—1> ¢ > 0). As shown in Fig. 1, the worst-case latency (j—4) xb=(r"—r) mod a. 3)
from ¢y to ¢; is b — 7, and the worst-case latency from to
discovery time is at least| 2 | — 1) x b + 7. Therefore, the
worst-case discovery latency is at least 7+ (| 2] — 1) x

Sinceged(a, b) = w, it can be seen thadj — i) x b mod a is
a multiple ofw, and thus(r’ — r) mod a is a multiple ofc.
Together with the fact that and+’ are both less thaw, we

b+ T= L%J X b. haver’ = r. From (3) we have
This completes the proof.
Theorem 1 shows that node A can discover node B if (j —i) x bmod a = 0. (4)

and only if ged(a,b) < “- For |n|t_|aI time of_fset ¢ '.t As & = ged(a,b), we can denote asa’@w and denoté as

takes hmin(¢) hops for neighbor discovery. Fig. 3 gives . ik ved(el 1) — 1. Then (4) b

three simple examples. For each circle in Fig. 3, in addition W't &¢ (o, ') = 1. Then (4) becomes

to the target ared0,1,...,w — 7}, the rest of area (i.e., (j —1) x (V&) mod (a’@w) = 0. (5)

{w=—7+1Lw—7+2,...,a—1}) is divided into sectors. _ )

Each sector contains one or more integers that represéat inAS gcd(a’,0") = 1 and bothi and j are less tharg = d/,

time offset value$, and the number inside the sector is th§0m (5) we can conclude that= j, which contradicts the

number of hops for all those time offsets to achieve neighb8FSUMption 7 ;. _

discovery. Clearly, the number inside the target area is, a N€xtwe prove the following statement, referred tdSaate-

thus, is omitted. For instance, in Fig. 3(a), when the ihitidnent 2 if ¢ € @;, thenhmyin(¢) =i, =0,1,2,---, 5 — L.

time offset is 4 or 5 time units, it takes 7 hops for node A t§/ prove it by mathematical induction. When= 0, we
have hyin(¢) = 0 if ¢ € ®y. Assume Statement 2 is true

3As we only consider integer time offset values, there is aitsvigap” fori =mn < %' i.e., hmin(¢) = n if ¢ € ®,. Recall that
between two neighboring sectors. D1 = {d|¢ = (¢ —b) mod a,¢’ € ®,}. ForvVo € @,,14,



there exists¢’ € ®, such that¢ = (¢ — b) mod a. It it by contradiction. Leh, = 1x%k mod o'. Suppose there exist

follows (¢ +b) mod a = ¢'. Because,in(¢') = n, we have ¢ andh’ such thayy € &, = {&,w+1,---,20—1}, ' <h,

hmin(¢) = n+ 1. Thus, we have proven Statement 2. and (¢’ + 1’ x b) mod a < @. It can be seen that there exists
Since|®;| _wandtb Ne; =0,Y,5,i#j,2-1>4i,7> ¢, ¢c® ={w,0+1,---,20— 1} such thaty’ + ' x b=

0, we haveUk @k_{()’l’... ,a—1}. Thus, for anyg in ¢ +h x bmod a. It follows ¢' — ¢ = (h — h') x b mod a. If

{0,1,-- ,a— 1} if ¢ falls within set®;,, we haveh,,(¢) = ¢ = ¢, we have(h —1h') x b =0mod a, and(h —h") x b' =

k. As the setd._; is non-empty, we havenax hmin(¢) = 0mod a’. By the Statement 1in the proof of Theorem 1,

a_1 “ ® it follows A’ = h, contradicted to the assumptidri < h.

! (A - N
F|nally, similar to the proof of statement (iii) of Theorem Otherwise, if¢ ,5& ¢, we haAve¢ (,b_ (}i W) x lszd.a’
—¢=(h—Hh)xbmodw, and¢’ — ¢ = 0 mod @, which

1, the worst-case discovery latencydsx b.

) cannot be true unlesg = ¢, contradicted to the assumption
This completes the proof. % =¢ P

/ . _ l
Theorem 2 means that wheged(a,b) > 1 and o = ¢¢7’5 ‘1?1 Ihgez“?flwe. h;éafllln}(¢) 1ok mod o for
ged(a, b), then the lower bound of the worst-case dlscovery ASSUMEhmin () — i x k mod o’ when (a/ —2) > > 1

latency is achieved. For example,= gcd(a,b) is satisfied and ¢ . A -
ced, ={iw,iv+1,---,c+1Hw—-1

in F|g 3(b) but not in Fig. 3(a) or Fig. 3(c), while we have Now we co{n3|der the casé 0f+)1 Let}v¢ € By —

= —1 = 7 in Fig. 3(a), (b), and (c). It can be seen thaji &, (41041, (i4+2)0—1) ande = (i+ 1)@+,

mehmm((b) is equal to7 in Fig. 3(b), and is more than in 0 1 C -1 We have

Fig. 3(a) and Fig. 3(c).

. I
For the case whegcd(a,b) > 1 and® = ged(a,b), the (¢ +((+1) x k mod a’) x b) mod a

next theorem provides a method for calculating,(¢) fora = (¢+ ((ikmod a’+k mod a’) mod a’) x b) mod a,
particularg. where there are two cases for the tefih mod o' + & mod

Theorem 3.Givena, b, andw, if ged(a,b) > 1 andw = ¢/):
ged(a, b), it follows: o Case 1:(ik mod o’ +k mod o) < a;

(i) The congruence o Case 22a’ > (ikmod o +k mod a') > d'.

For the case 1, we have
b a
(5)305_1 mod (5) 6 (¢+ ((i+1) x kmod a') x b) mod a
3 / li /
has a unique solutioh such that(4) > k > 0. = (o+ ((_Zk mod a/ K mod a/) mod @) x b) mod a
(i) For an arbitrary integerp € {0,1,2,..,a — 1}, if = (¢ + (ik mod a’+k mod a’) x ) mod a

¢ € ¢ = {iviw+1,---, 0+ Do — 1}, i = (
0,1,--, (& 1), thenhyin(¢) =i x k mod (£). (i + 7 + (ik mod ') x b+ + bk) mod a
Pro_Of' Proof of (i): _ (i + 7 + (ik mod a’) x b) mod a
since® = ged(a,b), (£) and (%) are coprime, and thus _ .
congruence (6) has a unique solution mod@@ [29]. This <
means, if congruence (6) has a solution= £k, then it where the last inequality is based on the induction hypdghes
follows that all integerse satisfyingz = kmod (%) are  For the case 2, it follows
also solutions. It can be seen that we can resiristich that (4 1 ((j 4 1) x & mod a’) x b) mod a
(Zl:)’rc>)ollf;‘ (()i.i) = (¢ + ((ik mod a’ + k mod a’) mod a') x b) mod a
We prove it by mathematical induction. Let = (£) and = (¢ + (ik mod a'+k mod @ —a') xb) mod a
V= (2).If ¥k =—1mod d, thenbk = —& mod a [30]. =((i+1)x@+7r+(ik mod o +k mod a' —a’) xb)
Clearly, it follows h,in (¢) = 0 for the base case, i.6.= 0 mod a
and¢ € o ={0,1,--- ,& —1}.
Fori=1,Y¢p € &y = {0, 0+1,---,20—1}, letp = o+,
r=0,1,---,0— 1, and we have

(i+1)x&+7r+ (ik mod o' +k mod a') xb) mod a

((i+1)x@+7r+ (ik mod a') xb+kb—a'b) mod a

(i + 7+ (ik mod a’) x b+ & + kb —a’b) mod a
(iw + 7 + (ik mod a’) x b) mod a

< w,

(¢ + (1 x k mod a’) x b) mod a
= (¢+k xb)moda _ N - | |
= (& where the last inequality is based on the induction hypdghes
(@

W+ r+kxb)moda It can be seen that forp € @, = {( + 1), (i + 1) +

= (@+7r—®) mod a 1,--,(i4+2)@—1}, it takes no more thafi+1) x k mod a’
=7 hops, and similarly, we can provg,in(¢) = (i+1) x &k mod
< @’ 0/. )

This completes the proof. |

which means it takes no more théh x k& mod «’) hops for For example, in Fig. 3(b)yy = 32, b = 20, andw = 4. The
Vo € &y = {@,&o+1,--+,20—1}. Next we proveimin(¢) = congruencg2?) z = —1 mod (22) has a solutiork: = 3. If
1xk mod a' forve € &, = {&,&+1,---,20—1}. We prove ¢ = 17, thenhy,(¢) = (| 1] x 3) mod 8 = 12 mod 8 = 4.

,J;



C. A Generic Analytical Model problem, U-Connect adopts quorum technique. Specifidatly,

In this subsection, we will show that the Circle model onnect combinep ba_smpcgqcles into a hyper-cycle, denoted
ap x p matrix. The first?5~ slots at the first row are active

a generic analytical model, which can be used to explain anF

L slots, and the first slot of row, 3, ..., p are also active. This
analyze existing well-known slotted NDPs such as U-Conne echnique guarantees overlapping active slots for two siode
Disco, Hello, and Nihao. In those protocols, the slot lengt] que 9 pping

is denoted byt...,. An active slot contains transmission o ith the same parameter because their time offset cannot be

ptl i
beacons and listening to the channel. Assume it takes Oﬁegre than®;~ slots. Hello also adopts quorum technique to

fime unit to transmit a beacon, then= ¢,,.,. Moreover, it is al with discovery with symmetric duty cycles. Searchligh

! : . . . *  relies on quorum technique for discovery with both symngetri
assumed that overlapping active slots will result in neahb d i d | hd o i hliah
discovery and asymmetric duty cycles. Each duty cycle in Searc ight

We fi t | iahbor di in th NDPs wit hould be a power-multiple of the smallest duty cycle, which
€ Tirst analyze neighbor discovery in these S wi ctually limits the number of duty cycles that can be used.

asymmetric duty cycles. ) i In addition to analyzing existing NDPs, Circle also proade
Suppose U-Connect selects two dlﬁgrent p”m?sﬁﬁ‘?@'”d uidelines for designing new protocols. For example, atcor
p2, for node A and node B, re_spectlvely. By C|rc_le mode&g to Circle, new slotted NDPs can use coprime parameters
a = p1 X tsior ANAD = py X 101 Sincep; andp, are different nqeaq of primes. For instance, there are 31 prime numbers
primes, it followsged(pr X tsior P2 X Lsiot) = tstor = @ from 13 to 151, but at least 36 numbers that are pairwise

By Theorem 1, node A can discover node B and vice versg,prime? |n other words, using coprime parameters increases
The worst-case discovery latencyyis x po X t4,; according the number of feasible duty cycle values.
to Theorem 2. Similar analysis can be applied to Hello.

Consider nodes A and B respectively runnifgllo(ci, nq)
and Hello(ca,n2), wherec; and co are primes. Ife; # ca,
then ged(c1 X tsior, 2 X tsiot) = tsiot = @. Thus, neighbor
discovery is guaranteed according to Theorem 1, and thdn this subsection, we show that Circle can also be used to
worst-case discovery latency is x co X tqo; according to model other more complex neighbor discovery problem. We
Theorem 2. take the neighbor discovery for BLE networks as an example.
For Disco, suppose the prime pairs of node A and node BIn BLE networks, a node tries to announce its presence to
are (p11,p12) and (pa1, pa2), respectively. It can be seen thapther nodes by working in an advertising mode, thus referred
there are four combinations of different primes used by t to as anadvertiser A node tries to discover other nodes by
nodes, i.e.,(p11,p21), (p11,p22), (P12,p21), and (p12,paz), WOrking in a scanning mode, thus referred to ascanner
corresponding to four circle models. Any combination gnaraFig. 4 illustrates how these nodes work. Three predetermine
tees neighbor discovery according to Theorem 1. Given fo@@vertising channels are assigned, which are channels 37,
combinations, by Theorem 2, the worst-case discoverydgter38, and 39. Over each advertising channel, an advertiser
will be min{pi; X pa1 X tsior, P11 X P2 X tsior, P12 X po1 X @NNOUNCes its presence by periodically sending advegtisin
Lsiot, P12 X P22 X tsiot }- packets (called AdWDUs) into the channel. The advertiser
Nihao has two parameters andn wheren can be changed @lso tries to receive possible responses over the sameahann
by nodes butn remains constant. Suppose the parameters ffimediately after each of its transmissions. A scannes tae
node A and node B arén,n;) and (m,ny), respectively. It receive AdvPDUs of other nodes by scanning (i.e., listening
can be seen thal = m X ty;. Sinceged(m x ny X tgor, m x to) each of the three advertising channels periodicallye Th
tsot) = m X Lo = @, the worst-case discovery latency foflength of a scanning over each advertising channel is called
node A to discover node B s x ny x tg.:. Similarly, the scan-windowlf the scanner successfully gets an ABDRU in

worst-case discovery latency for node B to discover node & Scan-window over an advertising channel, we say that the
iS m X na X tye. Because Nihao adopts two separate on@dvertiser of the AdWDU is successfully discovered by the

way discoveries to achieve mutual discovery, the worsecagcanner [20]-[22].

D. Discussion on Modeling Neighbor Discovery for BLE
Networks

discovery latency isn x ty,; x max{n;,ns}. Assume that for the scanner, the interval from the beginning
Next we analyze neighbor discovery in these NPDs wif®f @ scanning event to the beginning of the next scanningteven
symmetric duty cycles. (noting that the two scanning events are over two different

advertising channels) is and scan-window length is; for
the advertiser, the advertising interval tis the duration for
sending an AdwDU is 7, and the duration for receiving
possible responses over each advertising channel is

To characterize BLE neighbor discovery, we can build three
Circle models, respectively for channels 37, 38, and 39. For
n%esentation simplicity, we assume that at time instgnt
the advertiser comes within the communication range of the
scanner and sends the first ABNDU, as shown in Fig. 4.

Suppose for Disco, both node A and node B se{g¢tps).
Sinceged(pr X tsior, P2 X tsiot) = tsior = @, the worst-case
discovery latency i1 x p2 X tg.- FOr Nihao, assume two
nodes have the same parametersn). Sinceged(m x n x
tsiot, M X tsior) = m X tgor = W, the worst-case discovery
latency ism x n X tgo;.

However, for U-Connect, if two nodes select the same pri
p, neighbor discovery cannot be guaranteed becguse x
tsiot, P X tsiot) = P X tsor > w. In other words, U-Connect
cannot ensure discovery with symmetric duty cycle if nOCIeS4In Section V, we will give an example about how to find pairwisgrime
only works at a time slot for evenytime slots. To address this numbers.
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Fig. 5. An example of Circle protocol.

Assume the initial time offsets of the advertiser to the sesin  As can be seen from the above description, Circle is a
on channel 37, 38, and 39 are ¢, and ¢, respectively. generic analytical model, which can be used not only to
Given ¢, we can derivep’ and¢~ as follows analyze existing well-known slotted NDPs, but also to build
;o a model for BLE neighbor discovery. In addition, Circle can
¢ =(¢+2a+7+06) mod 3a, (7) also be used to design new NDPs. In the next section, we

¢" = (¢ +a+ 27+ 25) mod 3a. (8) present a new unslotted NDP.

Based on the three Circle models, the BLE neighbor dis-
covery can be stated as: given an arbitrarythere exists
h (h < o0) satisfying at least one of the following threeA. Working Mode Design
inequalities: In this section, we present a new NDP which is designed
(¢ +hxb) mod 3a <w, (9  pased on Circle model. For simplicity, it is also called @irc
(¢/ +h xb) mod 3a <, (10) The basic working mode of Circle is very simple: each node
y . periodically wakes up, sends a beacon, and listens to channe
(¢" +h xb) mod 3a <w, (1) for a while. Once a beacon is received, an acknowledgement
wherew 2 w — 7 + 1. (ACK) is sent® Fig. 5 shows an example, in which node A
By Theorem 1, ifgcd(3a,b) < @, then neighbor discovery and node B periodically send a beacon witlime units and
is guaranteed, that is, the scanner can discover the ashrertithen listen to channel forw time units. The cycle lengths of

Further, ifged(3a, b) = @, the worst-case discovery latency ifnode A and node B are andb time units, respectively. In the
example, node A receives a beacon from node B, and then it

. . ) / . /1
max min(hmin (@) X b, hanin(@') X b, hmin(¢”) x b),  (12) responds with an ACK. From this moment, node A and node
: . . B know each other.
where ¢ = 0,1,2,---,3a — 1. Given an arbnraw@, ¢ By Theorem 2, Circle requires that the greatest common
and ¢ can be calculated by (7) and (8) respecuvely,_an&visor of any two distinct cycle lengths should ke Let
hin(9), h“’i“(¢/).’ a.ndhmi“(d/) can be calculated according; _ {t1,05,--- ,£,} be the set of distinct cycle lengths used
to Theorem 3. Similarly, the average discovery latency is by Circle. It follows(; = & x pi, n > i > 1, and the elements
3a—1 ; o ; ;
1 in the set{p1,pa,--- ,pn} are pairwise coprime. We give an
=S min(umin(6) X b, hunin(6) X b, hunin (6 X ). tp1,p2, e opaf alE P J

sa ¢=0 5This working mode is similar to that of a receiver-initiatev-duty-cycle
(13) medium access control (MAC) Protocol [27], [28].

V. CIRCLE PROTOCOLDESIGN



£ either node A or node B would receive a beacon in its
o, [492] first cycle from the other node. The worst case happens, for
1 ﬁ example, when the two nodes come into communication range
) Eﬁ of each other at the time instance when one node just turns
off its radio in the first cycle while the other node just firésh
3 E sending the beacon in the second cycle. It can be seen that it
O N B also takesélz—é2 time units for the two nodes to discover each
o g other. This completes the proof. [ |

. Transmit D Receive
VI. EVALUATION

Fig. 6. The hyper-cycle of Circle. In this section, we evaluate the performance of Circle
protocol by comparing it with state-of-the-art NDPs indhagl

example to show how to construct the getSupposew = 4, Disco, U-Connect, Hello, Hello-S, and Nihao in a testbed of

7 =1,& = 4, and we require that the cycle length should be ih€/0SB motes.

the range o0f100, 1000]. Initially, L = 0 (null set). We search

cycle lengths in ascending order. Firstly, 100 is added into A, Implementation

The next cycle length that can be added ihtes 104 because . .
¢d(104,100) — 4. Now L has two elements, and the next We have implemented Circle and other protocols for com-
%ycle Ier’19th that c.an be added infais 108 beca’luse it has theparison on TinyOS 2.1.2All these protocols are implemented

greatest common divisor of 4 with all elements already.in under the UPMA (Unified Radio Power Management Ar-

Note that 112 cannot be added inlibecauseed(104, 112) — chitecture) framework of TinyOS. Generally, nodes work in

; . . low duty cycle, and therefore we consider duty cycles from
8. Repeat this process until we have searched all mtegeesralﬂ% to 10%. Disco. U-Connect. Hello. and Nihao are slotted
within [100, 1000]. Finally there are 49 elements in ' ' ' '

If two nodes select the same cycle length, however, OIiSCOor_otocols, while Circle is unslotted protocol. For thesgttsld

ery cannot be guaranteed because the condition of Theorer%r(imco's’ the slot length is set to 10 ms as Disco does. Hello
S

cannot be satisfied. To address this problem, inspired by f{ eemploys striped probing by increasing the length of active

uorum technique used by U-connect and Hello, we combi Ot by 4 ms. For Circle, we empirically set to 4 ms.
quior q Y oo L e beaconing schemes taken by these protocols are differen
multiple cycles into a hyper-cycle. Specifically, given leyc

length ¢, the hyper-cycle consists dflc cycles, indexed by Disco, U-Connect, and Hello send two beacons at each active

1,2, /&> During the first cycle, a node first sends éslot, one at the beginning of the slot and the other at the end

of the slot. Nihao and Circle both periodically send a beacon

beacon forr time units and then listens to the channel fo . . L
[¢/2] time units, and in all other cycles, the node first SenOésach beacon message contains the timestamp of transmitting

and its transmission time is about 1 ms.

a beacon forr time units and then listens to the channel for .
: . - . To send a 1-ms beacon in a real system (such as the testbed),
w time units, as shown in Fig. 6. We denote Circle protocal

. N : N . some extra radio-on time is needed. For periodically sendin
with parameters andw by Cirele(f,), and its duty cycle a beacon, the system should turn on the radio in advance, set

's given by the header and payload of the beacon, and send the beacon to
DO = Lx(w+r)+([¢/2] —w) underlying components for transmitting, which brings abou
Ly extra radio-on time cost. Empirically, the extra radio-ong
Wt T ([02/21 —W) X cost is 3 ms for Circle _and N_ihao. For Disco, U-_Connec_t,
= 7 1z . (14) and Hello, the extra radio-on time cost for an active slot is

2 ms, relatively smaller than Circle and Nihao as beaconing

The first term of the equation (14) can be regarded as tRRd listening are included in one slot in Disco, U-Connect,
basic duty cycle of Circle protocol, while the second term céand Hello. The extra radio-on time cost is considered when
be thought of as an extra duty cycle just in case the same cy@fe calculate the duty cycle of each protocol.

length is used by two nodes. Fig. 7(a) shows the testbed consisting of a laptop ar_ld two
TelosB motes, called node A and B. The two motes tried to
B. Worst-case Discovery Latency discover each other, and the laptop was used to configure the

. . . two motes and collect results.
Theorem 4:Given two nodes with parameter paifs , ©)

and (/2,w), the worst-case discovery latency for Circle i%v
él >A<52'

In order to fairly compare one NDP with other NDPs,
e use the same configuration for each NDP, as a 4-tuple

Proof Assume node A and node B adopt parameter paiigcA’DcB’(pA’wB)' Specifically, DC's and DC'y are de-

(61.6) and ((5,), respectively, withs — ged(éy, £2). First ited duty cycles of nodes A and B, respectively; andand

. . pp are initial phases of the cycles of node A and node B,
3?;33::;?;;?5; iwitilgf (2. By Theorem 2, the VVorst'c"’ls‘erespectively, when they enter communication range of each
s“—a .

) Next we consider the case V\_Iii!h - 6_2' _Sin_ce ?aCh node  enote that TinyOS platform has also been used in [15] and [18] f
listens to the channel fof¢/2] time units in its first cycle, performance evaluation.
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other. DC4 and DCp are chosen fro{1%, 2%, - - - ,10%}, 0]
and therefore there aré?) = 55 pairs of duty cycles. f
For each pair of duty cycles, 100 pairs of initial phases 0.8l ;‘
(pa,pp) are randomly generated. For each configuration o° & |
(DC4,DCg, 04, p5), We let the two motes implement each g
NDP and record the discovery latency. go'& ‘

We have implemented a Java application that enables ir <%
teractions between the laptop and the two motes by serie §°4 Disco
communication. The interface Java application is shown ir @ U-Connect
Fig. 7(b). The two motes are connected with the laptop by 0.2/ :z::zs
USB cables. To test an NDP, the Java application reads a co Nihao
figuration (DC 4, DCg, v, ¢p) from the source file (which 001 —— Circle
contains all configurations), and sends a configuration agess 6 100 200 360 400 500 600 700 800

to node A and node B respectively. For example, the messac Discovery latency (s)

sent to node A contains working parameters correspondingFto o Exverimental COF of di at

DCy (e.g., the prime number for U-Connect, or(¢, &) for '9- . Experimenta of discovery fatency.

Circle). In addition, the message also contains initial ggha

pa, .basec_i on which the mote will set its .|n|t|al state. Aﬂ? dopt the same time-slotted model in which sending beacon
configuration, the two motes run the NDP simultaneously witl, listening to the channel happen in one slot. For Disco
their own initial states. If node A discovers node B (i.e.d@0 ) ~onnect Hello. and Hello-S, we debugged cases with Iargé
A receives ar?e?con from n(_)d_e B)H nqde A Sendsfa:'sgg\/%rigcovery latency, and found that they are mainly caused by
message to the laptop containing the time-stamp of the atIf-duplex transceiver and short overlapping duratidmorg

sent by no_de B, the moment when node A rece_ive_zs the beac(S’VHerIapping duration is very likely not sufficient for thedw
and the discovery latency. Node B behaves similarly Whenribdes to receive beacons from each other

finds node A. After receiving two discovery messages, the
Java application records the data, stops the two motess re
the next data, and repeats the experiment.

For each desired duty cycle (i.6.%, 2%, ..., 10%), based

ig. 10 shows the average latency for all experimental duty
gycle pairs, in which DC1 and DC2 are duty cycles of the two
nodes. It can be seen that for each protocol, the largestgeer

. . : latency occurs at duty cycle pair (1%, 1%), and when one node
on estimated extra time cost, we calculate working parametﬁmreases its duty cycle, the discovery latency of all prots

for the NDPs. Then we use the interface CC2420Accountlr(])g{cept Nihao decrease significantly. To be more specific,

provided _by component CC2420Csma in the UPMA framﬁ‘fig. 11(a) shows the average discovery latency for asynienetr
work of TinyOS to accurately measure the actual duty cycl ty cycle pairs (1%, 5%), (1%, 10%), and (5%, 10%).

of the NDPs. Fig. 8 shows the box plots of actual duty cycl ﬁterestingly, when only one node increases its duty cycle,

of different NDPs. It can be seen _that n most_ cases, t e average latency of Nihao just decreases slightly. This i
actu_al duty cycles_ are close fo desired ones, shghtly IOWSEcause in Nihao, the bidirectional discovery is accorhplis
or higher than desired values. However, one exception is trE) two separate one-way discoveries, and the discovenydgte

due to prime limitation, U-Connect selects the same PIME the larger of the two one-way discovery latency values.

for duty cytclles of GIfV: ‘iﬂd g%'_ V\gth the actual duty lfyde]f)_verall, Circle has the best average performance amongxthe s
approximately equat to the desired ones, we can make a &%tocols. For instance, compared with Disco, Circle reguc

comparison. the average latency by 42%, 57%, and 37% at duty cycle pairs
(1%, 5%), (1%, 10%), and (5%, 10%), respectively.

B. Experimental Results The average discovery latency for symmetric duty cycle

Opairs (1%, 1%), (5%, 5%), and (10%, 10%) are shown in

Fig. 9 shows experimental cumulative distribution funetio™ .
(CDF) of discovery latency. It can be observed that Circl'é'g'll(b)' The discovery for (1%,1%) represents the worst
se for all experiments. As the duty cycles increase, the

performs the best among the six protocols. Disco, Hello, afft _ S
Hello-S have similar performance, while U-Connect is dligh average discovery Iatency of the protocols reduce signifiza .
better than these three protocols. For instance, 90 peotfen{t (_:arr]‘]bbe d_seen that _Cr:rcle also .ou(;performls other NDPs in
discovery latencies are within 16s for Circle, 28s for Dist]e'g or discovery with symmetric duty cycles.

29s for U-Connect, 30s for Hello, 32s for Hello-S, and 85s
for Nihao. . . .

In our experiments, Circle and Nihao exhibit smaller Worst(-:' Further Discussion on Multiple-Node Case
case latency. Specifically, the worst-case latencies ieresng Now we discuss the case when Circle is implemented in a
order are 330s for Circle, 354s for Nihao, 581s for U-Connecdtetwork with multiple nodes. If two or more nodes transmit
712s for Hello-S, 791s for Disco, and 816s for Hello. Ifpeacons at the same time (or their beacons overlap in time),
Circle and Nihao, there are dedicated time for receivingetvh this is a collision, which degrades the performance of €ircl
allows Circle and Nihao to successfully receive beaconsifro We consider a target node, say node A, that implements
neighbors. In contrast, Disco, U-Connect, Hello, and H8llo Circle with cycle lengtlY 4. Based on the cycle length, we
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know the duty cycle of node A, denoted &&”'4.” Consider P

another node, say node B, with cycle lendih If (g # {4,

then the greatest common divisor of the cycle lendthsand

¢p is @. In other words, one cycle length cannot be a multiple
of the other cycle length. Therefore, even if some of node A's
beacons may be collided by node B’s beacons, other beacons
of node A are not collided, referred to ascasional collisions

With occasional collisions, discovery of the target nodedg

A) still occurs (for example, when node A transmits a beacon
while node B does not transmit).

The worst case of collisions happens when the two nodes
have the same cycle length (i.¢p l4) and the time
difference between their beacon transmissions in a cycle is
smaller than the length of a beacan),(referred to apersistent Fig. 12. The calculation oP{—7 < pp —pa < T|lp = la}.
collisions between node A and node B. Next we analy

il

7%* > @,

g L,

in which P{-} represents probability of an event.
We haveP{(p = (4} = 1, wherem is the number of cycle 5,

lengths available for choosing. Next we calcul@é—r <

¢ — a4 < T|lp = L4}. If node B selects the same cyc = e e R S S S S R

length as that of node A, the initial phases of node A and n O e e o of Iﬁ‘fgﬁlﬁf 1523?51?%1)60170180190200

B are independent and uniformly distributed[in¢4]. Then,

P{—7T < v —pa < T|£B = (4} can be calculated as theFig. 13. Persistent collision probability of the target aggode A).

ratio of the area of the shaded region as shown in Fig. 12 to

/% . 1t follows

the_p_robabi_lity that the target node (node A) has persis .l " DC = 1%, Stulation
collisions with node B, denoted &% py g. >.0.30 |~ PCa = 1%, Analytical
e . -0 , = oL ¢ DCa = 5%, Simulation
Denotep andyp as the initial phases of node As cyc 5 028 DCy = 5%, Analytical
and node B’s cycle, respectively, when they enter comm 8| " 22“}83}” iin“lﬂj?io?
H s — DCy = 107%, Analytica
cation range of each other. Then we have co2f :
So.
@ 0.18
Prpyg=P{lp=1La} -P{—T<pp—pa< T|€B ={4}, So16f
(15) 2 0.14
< 0121

4% even with 200 neighbor nodes. When node A's duty cycle
changes to 5% and 10%, the probability of persistent colisi
increases to about 17% and 32%, respectively. Note that here
we only adopt 10 cycle lengths. In fact, the number of cycle
AT — 72 lengths could be much larger than 10. For example, if we use
— (17)  the set of cycle length€ constructed in Section V-A, then

_ _ we havem = 49, and node A's persistent collision probability
If node A hasn neighbor nodes, then each of theneighbor for (DC, = 5%,n = 200) and (DC4 = 10%,n = 200)

nodes persistently collides with node A with a probabilityjj| pe reduced to no more than 4% and 8%, respectively. As
equal to that in (17). Therefore, node As overall proba@ili gpserved, the target node’s probability of persistentisiolis

of persistent collisions is given as increases with its duty cycle and the number of neighbor
)n nodes. In case the persistent collision probability is &bov

2041 — T2

z (16)

P{—7 < ¢p—pa <7|lp="La} =

Thus, we have

Pa_py B =
-0Y- mﬁ%

2041 — 72 _
Y (18) an acceptable level, the target node may dynamically reduce

its duty cycle when it is aware that a large number of
Fig. 13 shows the persistent collision probability of th@eighbor nodes are around. Further, as persistent callisio

target node (node A) when its duty cycleC4 is 1%, 5%, also an issue in almost all existing NDPs, the target node in

or 10% and the number of neighbor node$ Yaries from 1 Circle can apply the methods used in existing NDPs to deal

1—(1—Papyp)" =1— (1 e

to 200. Here we set as 1 ms andn (the number of cycle
lengths available for choosing) as 10. The available dutjesy
are 1%, 2%, ..., 10%. For each combination BXC'4,n), the

simulation result is averaged ovéf® simulation runs. The

analytical results in Fig. 13 are calculated using (18).ah ¢
be seen that the analytical and simulation results match wit

with persistent collisions, such as performing a clear aean
assessment (CCA) before transmitting as suggested ingt.4],
cooperating with underlying MAC protocols to avoid collis
as suggested in [8].

VIl. CONCLUSION

each other. When the target node (node A) has duty cycle of

1%, its probability of persistent collisions is low, for ewple,

“In Circle, each cycle length is corresponding to a duty cycle

In this paper, we present Circle model to characterize the
process of neighbor discovery for the Internet of Thingsdgha
on this model, we give a necessary and sufficient condition
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for neighbor discovery and analyze the worst-case disgovez] Q. Ye and W. Zhuang, “Distributed and adaptive mediumeasccontrol

Iatency. Circle model is a generic analytical model because for Internet-of-things-enabled mobile networktEE Internet Things J.
vol. 4, no. 2, pp. 446-460, Apr. 2017.

it can be used to explaln _and analyze existing We”'knov\‘@] A. Zanella, N. Bui, A. Castellani, L. Vangelista, and Mozi, “Internet of
NDPs. Further, based on this model, we propose an NDP alsothings for smart cities,IEEE Internet Things Jvol. 1, no. 1, pp. 22-32,

called Circle. The basic working mode of Circle is very sigpl _ Feb. 2014.

T - _[4]. A. Kamilaris and A. Pitsillides, “Mobile phone compugirand the Internet
each node periodically wakes up, sends a beacon, and “Stéhﬁf things: A survey,"IEEE Internet Things Jvol. 3, no. 6, pp. 885-898,

to channel for a while. Once a beacon is received, an ACK Dec. 2016.

is sent. Experimental results show that Circle is supewor ] X. dHlle, g g.é.] ChuAV. C. M. LeuBgIJ, E. (_Z-I-H. Ngali, P.ApP;Lychte
T _Af _ an . C. b. an, * survey on moblie socla networks: IoNs,

8X|§tlr!g S.tate of th.e art NDPs. Lo platforms, system architectures, and future researctctiins,” IEEE
Limitation of Circle Compared to existing NDPs, one  cCommun. Surveys Tutsol. 17, no. 3, pp. 15571581, 3rd Quart., 2015.

limitation of Circle is that its parameters, such aglength [6] R. Pozza, M. Nati, S. Georgoulas, K. Moessner, and A. @fufiNeigh-

; ; ; bor discovery for opportunistic networking in Internet birtgs scenarios:
of a beacon)w (length of a listening period), and (cycle A survey,” IEEE Accessvol. 3, pp. 1101-1131, 2015.

length), should be integer values (i.e., each should be @0y Galluzzi and T. Herman, “Survey: Discovery in wiretesensor
integer number of time units). networks,”Int. J. Distrib. Sens. Networksol. 8, no. 1, Article ID 271860,

Extendability of Circle Circle can be extendable to somjéals Jan. 2012.

. . - . W. Sun, Z. Yang, X. Zhang, and Y. Liu, “Energy-efficient iglebor
new wireless teChn0|og|eS such as WiFi Nelghbor Awaren discovery in mobile ad hoc and wireless sensor networks: Aesi

Networking (NAN) [31]. NAN enables a wireless device t0 IEEE Commun. Surveys Tytsol. 16, no. 3, pp. 1448-1459, 3rd Quart.,
continuously find, in an energy-efficient fashion, avaiéabl = 2014.

. . . l . M. J. McGlynn and S. a. Borbash, “Birthday protocols fomwl energy
devices and available services in its neighborhood. The NA[R] deployment and flexible neighbor discovery in ad hoc witelestworks.”

stack consists of the discovery engine (DE) and the NAN in Proc. 2nd ACM Int. Symp. Mobile Ad Hoc Networking and Conmgyti
MAC, and the main task of DE can be implemented by Circle. (MobiHoc) pp. 137-145, 2001.

. o . : : : [10] Y. Tseng, C. Hsu, and T. Hsieh, “Power-saving protocfus IEEE
Applicability of Circle Circle can be applied to discover 802.11-based multi-hop ad hoc networks.” Roc. IEEE INFOCOM

loT devices (e.g., sensors, actuators, smartphonestgable.) pp. 200-209, 2002.
with the same wireless interface (e_g_, ZigBee, Wi-Fi, 0|E|$|_ [11] P. Dutta and D. Culler, “Practical asynchronous neahbliscovery

: : : : : ‘s and rendezvous for mobile sensing applications,Pioc. 6th Int. Conf.
For loT devices with different wireless interfaces, Cirige Embedded Networked Sensor Systems (Sensysj1-83, 2008,

still applicable when loT devices are equipped with mutipli12] M. Bakht, M. Trower, and R. H. Kravets, “Searchlight: Woyou be
wireless interfaces and one wireless interface is in common my neighbor?,” inProc. ACM MobiCom 2012pp. 185-196.
for all 10T devices. For example, future smartphones wilf3! R- Zheng, J. C. Hou, and L. Sha, *Optimal block design &syn-

S . . chronous wake-up schedules and its applications in mypltivoreless
not only have Wi-Fi and BLE, but also ZigBee [32]. If it  networks” IEEE Trans. Mobile Computvol. 5, no. 9, pp. 1228-1241,

is impossible to have a common wireless interface among all Sep. 2006.

involved 10T devices, a feasible solution is to partitiore th[14] A-Kandhalu, K. Lakshmanan, and R. R. Rajkumar, *U-CertnA low-
latency energy-efficient asynchronous neighbor discoyentocol,” in

d?Vices ihto diﬁerem_ groups, anq each group has a CoOMMON prqc, int. Conf. Information Processing in Sensor NetwdtRSN) 2010
wireless interface. Circle can be implemented in each group pp. 350-361.

In each group, a group leader is elected, which has multigh®] Y. Qiu, S. Li, X. Xu, and Z. Li, “Talk more listen less: Ergy-

irel - f So th lead h el efficient neighbor discovery in wireless sensor networks Proc. IEEE
wireless interfaces. So the group leader can use otheres&el  |\rocom pp. 1-9, 2016.

interfaces to communicate with leaders of other groups [ts] L. Chen, R. Fan, K. Bian, M. Gerla, T. Wang, and X. Li, “Oethro-
exchange node discovery information. geneous neighbor discovery in wireless sensor network$Proc. IEEE

Future work Future research topics include cooperativ&n"\IiF(\?V%O'\éL %0?193;(_7&2’ %013]8” 3. Zhang, J. Peng, Q. LuoSun

neighbor discovery, where multiple 10T devices are orgeahiz "D. Li, and L. Chen, “Lightning: A high-efficient neighbor disvery
to discover new neighbors in a collaborative manner. Com- protocol for low duty cycle WSNsJEEE Commun. Letvol. 20, no. 5,

[ ; : : : pp. 966-969, May 2016.
pared to pairwise neighbor discovery, cooperative neigh 8] W. Sun, Z. Yang, K. Wang, and Y. Liu, “Hello: A generic fible

discovery expects better performance in terms of shorter protocol for neighbor discovery,” iProc. IEEE INFOCOM pp. 540—
discovery latency as well as lower duty cycle. Moreover, 548, 2014.

; ; ; ; ; [19] Bluetooth find me profile specification. (2011). [Onlindvailable at:
cooperative nelghbor dlscovery natura”y fits with the tdus https://www.bluetooth.org/docman/handlers/downlaaddshx?dodd=

structure adopted by some new wireless technologies such as)3g3gg

NAN, in which the devices within a cluster work cooperatywel[20] Bluetooth SIG. Specification of the Bluetooth Syster? December

to discover new devices to be included into the cluster. 2014. Core Version 4.2. [Online]. (Available: htips:/fwibhaetooth.
com/specifications/bluetooth-core-specification/lggsmecifications)

[21] J. Liu, C. Chen, and Y. Ma, “Modeling neighbor discovenyBluetooth
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