Optimal Resource Allocation for Wireless Powered Sensors:
A Perspective From Age of Information

Qi Gu, Gongpu WangMember, IEEE, Rongfei FanMember, |IEEE, Fudong Li,
Hai Jiang,Senior Member, IEEE, and Zhangdui Zhongdsenior Member, |IEEE

Abstract—We investigate a wireless powered sensor network,

in which multiple sensors generate data and send their data
to a base station (BS) periodically. Each sensor first harvés
energy from the BS via wireless power transfer and then uses
its available energy to transmit to the BS its data. We target
minimal average age of information, by optimizing the energ
harvesting time and the bandwidth allocation during the sesors’
transmissions. The research problem is hard to solve, as s@n
notations in the problem do not have a closed-form expressio To
optimally solve the problem, we first show that there is a onde-
one mapping from the energy harvesting time to the bandwidth
allocation. We also develop a method to obtain the bandwidth
allocation vector corresponding to each value of the energy
harvesting time. Then we get the optimal energy harvesting
time by investigating and comparing different sub-regions of
energy harvesting time. Numerical results show optimality of
our solution and its performance gain over a benchmark schem
based on the traditional threshold-based method.

Index Terms—Wireless power transfer, energy harvesting, age
of information.

I. INTRODUCTION

of importance. Age of information (Aol) is a metric for
information freshness, and has drawn a lot of attentionntce
[5]-[7]. Consider a source node and a destination node. At
a moment (sayy), some information (a burst of packets) is
generated at the source node; and at momgrihe destination
node finishes receiving the information. Then, Aol at instan

t € [m,m1] is defined ag — 7y, which is actually the elapsed
time duration since generation of the information. Fordsly

of the information, the end-to-end delay i$ — 79, which

is actually Aol at the moment when the whole information
is delivered. It can be seen that, compared to the end-to-end
delay metric, Aol can measure the freshness of each packet
(or each bit) in the target information. This Aol feature fits
well with delay-sensitive applications, in which fresheax
each packet is a major concern.

Recently, the Aol metric has been widely used in energy-
harvesting wireless sensor networks (WSNSs), for system per
formance analysis and/or optimization of sensing and trans
mission policies. The works in [8]-[12] consider WSNs that
harvest energy from ambient environments (such as solar,

In recent years, the Internet-of-things (IoT) has been growind, etc.). The works in [8] and [9] consider a non-fading
ing quickly, which is very helpful in many applications in-channel between a sensor and its sink. Online sensing and
cluding environmental monitoring, connected and autothatéfansmission policies are designed for the cases with fimite
vehicles, smart home, connected health, etc. To facilitdigite, or one-unit battery capacity. The work in [10] taketoi

various loT applications, wireless sensors are usuallyogep

account instantaneous channel state information of a Rywyle

to monitor the environments and then upload the collectéading channel when designing an online transmission yolic
data to a base station (BS) or a fusion center [1]. To powehile the work in [11] develops an online sensing policy

the wireless sensors, energy harvesting from ambient ssurgonsidering data erasure due to the wireless fading channel
or from wireless power transfer (WPT) sources is a godtl [12], the work is focused on a sensor-sink pair aided by
candidate solution, and has been studied extensively in @@ energy-harvesting-powered relay node. Both offline and
literature [2]-[4]. online transmission policies are developed. The works 31
Many loT applications, such as connected vehicles afith] consider WSNs powered by WPT. In [13], a slave node
connected health, are delay sensitive [1]. When a destimatharvests energy from a master node that uses WPT, When the
receives some information, freshness of the information fgrvested energy at the slave node is more than a threshold, i
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uploads its information to the master node. Closed-form Aol
in the information transmission process is derived. In [14]
an external power station is applied to send RF signals to a
wireless sensor. When the sensor is fully charged, its uses a
its harvested energy to transmit a fixed amount of data. Gakin
link outages into consideration, Aol of the system is deative
in closed form, and is then minimized by finding the optimal
battery capacity. The work in [15] also considers a sensi-s
pair using an external power station. A metric ternuegency-
aware Aol (U-Aol) is defined, and then derived in closed form.
The U-Aol of the system is minimized by finding the optimal
waiting time before each sensing.

In this letter, we consider a WSN powered by WPT. The
major difference between our paper and works [13]-[15] lies
in that we consider transmissions of multiple sensors to a
sink while works [13]-[15] consider only one sensor-sink.pa



In specific, we investigate a system with multiple wirelesthese N sensors, a total bandwidtl, is available. Denote
sensors that have periodical data to transmit to a BS. Each> 0 as the allocated bandwidth for sengoirhen we have
sensor first gets energy harvested through WPT from the

for a while and then uploads its data to the BS. In such/aj
framework, when to stop energy harvesting and how to akocalt (o), to uploadD; nats within time duratior,, the transmit
the bandwidth resources for data uploading are of impoetargower is %f“) Then according to the Shannon capacity
for minimization of the Aol of the system. An optimizationformula, we have

problem is formulated, which is hard to solve because some E;(to)hi )

notations in the problem formulation do not have a closed- D; = tyw; log (1 + m) VieN, 1)
form expression. To optimally solve the formulated prohlem ) ) ) ’ ) )
which optimizes over variables of energy harvesting time ai? Which o? is noise power spectrum de”f'ty' According to
bandwidth allocation, we first transform it to an equivaleritt): f1 ¢an be denoted as a functionfgfand=;, expressed as
problem that optimizes over only the energy harvesting timé (fo,Zi), where=; represents information related to sensor
Then we find the optimal solution of the transformed problerfSUCh asDi, wi, hi, ;). Note thatt; (o, Z;) has no closed-form

which is also the optimal solution of the original problengXPression. Since all the sensors use the same duratign, i.e
formulation. t1, for transmission to the BS;(to, Z;) should be the same

for all sensors. Thus, we have(ty,=;) = t1(to),Vi € N.

In a frame, the total time for wireless charging and data
] ) ) transmission igr = to + t1(to), which is actually a function
Consider a wireless sensor system with one BS and o 4 (written astr(t)). Since wireless charging and data

i a
sensors. TheV sensors constitute se¥” = {1,2,..., N}. yansmission should happen within a frame, we have,) =
The N sensors are used to monitor diverse physical quantltLFOs+ t(to) < T.

related to an application scenario and then upload thesesen ~ ~gnsider a frame with duration from moment O to moment
data to the BS. Each sensor has periodical data generation, For sensoi. i — 1.2. ... n. its generated data in this frame
i.e., it generates a burst of information after evérgluration. . uploaded to the BS in this frame. Thus, the associated

For sensot (€ N), the amount of data it generates each timg,| ot timet(t € [s;, tr(to)]) can be written ag— s; and the
is D; nats. The data generation moments of Me&ensors are tr(to) (p _

, ; (

different. Without loss of generality, within time inteiv@, 77, sensorsl accumulated2 Aol in the frame @ = fSi (
the data generation moments of thesensors areq, ss, ..., si)dt = 5 (tT(,tO,) —si)" .
sn, respectively, with) < s; < so < ... < sy_1 < sn < T. For sensot, i = n+ 1,n+42, ....,N, its Aol has two pa.rts: .

None of theN sensors have stable power supply. Thus, they ® Data generated in the previous frame are transmitted in
are all wireless-powered by the radio frequency signalmfro  the current frame. The associated Aol in the current
the BS. Energy harvesting and data transmission are pestbrm ~ frame, i.e., at timet(¢ € [0,z (to)]), can be written
alternatively. Specifically, time is divided into frameagseach ast —s; +T. The corresporzdl? accumulated Aol in
frame has duratioff’. In each frame, a time duration af > 0 the current frame isb; = fOT( Yt — s + T)dt =
is firstly used for wireless power transfer from the BS to all % ((tT(to) +T— Si)2 (T - Si)z

sensors, and then a time durationtef> 0 is used for data , Data generated in the current frame will be transmitted in

w; = wr. Given that the available energy of sengois

IIl. SYSTEM MODEL AND PROBLEM FORMULATION

transmission, in which senso(i € ) will upload D; nats to the next frame. The associated Aol in the current frame,
the BS. Consider the time frame from moment 0 to moniént i.e., at timet(t € [s;, T]) can be written ag — s,. The
Suppose the ending moment of wireless charging, th¢lies corresponding accumulated Aol in the current frame is

betweens,, ands, 1. Thus, at the frame (and each subsequent y, — fsT.(t —s;)dt = 1 (T — i)

frame), sensors, 2, ..., n upload data generated in the current oy era)| i the current frame, the average Aol of the system

frame, while sensors +1,n+2, ..., N upload data generatediS expressed ad — 1 e+ Zj-\i [@; + W]).

in the preceding frame. An illustration of the charging aated Lhri=1 7t =l ot !

transmission process over multiple frames is given in Fig. ]To
Denote the channel gain from the BS to sensas g; and

In this letter, our target is to minimize the average Abl
achieve this goal, we need to optimizeandw;, Vi € V.
Specifically, the following optimization problem is fornatéd.

the channel gain from sensbto the BS as;. Both g; andh; Problem 1:

keep unchanged fare A within the duration off’. This setup R

is reasonable when the sensors make observations freguentl min

or the channels are slow-fading. t“’""{willj\tf} 0<to<T: tolts) <T 28)
-L 0 ;o tr(to) = 145

The BS has transmit powes;. The energy conversion
efficiency of the sensors’ energy harvesterg.iShen within sp <to < spi1; n€{0} Uj\/; (2b)
durationty, the energy harvested by sengocan be written

: - t1(to, Zi) = t1(to), Vi € N 2c

as E;(to) = prngito,¥i € N. For data transmission of 1]5 0:Zi) = ta(to), ’ (2¢)

1A typical application is health monitoring network, in whianultiple sz =wr; w; >0,Vi€ N (2d)
sensors are implemented separately on the body of one ptramilect the i=1

blood pressure, respiratory rate, heart rate, moving sped for the purpose . .
of monitoring the person’s health status. The sensors nsy @rform fall wheresy andsy, are defined a® andT', respectively, for

detection as well as activity classification for older pesso the ease of presentation.



value of z;(D;,ty) can be searched by a bisection search
T T method such that (3) holds. With the value of( D;,t),

we can further get the value af; by using (5). In other
words, for a givent, € (¢34, 7)), we can find the values of

- w1, wa, ..., wy. Thus, for Problem 1, we only need to optimize
L, over variableg, andn.

0 to totts | T totT tott#T 2T 1 The objective function of Problem 1 is re-written as
S1 52 Sn Sn+1 Sn

Energy

A=k (Z?_l (E2(t0) — 207 (1o)s; + 52)

SN [Blto) + 2 (to)(T — 1) + (T - siﬂ)
= 2TY(tT’ n)
with

Fig. 1: lllustration of time frames.

IIl. OPTIMAL SOLUTION OF PROBLEM 1

In Problem 1, the function$; (¢o,Z;) and t;(to) do not
have a closed-form expression, which brings a big challeng® (t7,n) = Nt2.(to) — 2tT(t0) Zl 15 +2(N —n)Ttr(to)
to solve Problem 1. Next, we will develop a method to get the

n 9 , 9
optimal solution of Problem 1. +§1 st i:%;rl (=)

Thus, Problem 1 is equivalent to the following optimization
A. Problem Transformation problem

In Problem 1, the variables to be optimized agen, and Problem 2:
{w;|i € N'}. We first try to transform Problem 1 to another

problem that optimizes ovef, andn only. We achieve this Itronﬁl Y(tr,n)
by representingu; as a function of. s.t. tglin <tg<T; tp(ty) <T, (8a)
Define functionz;(D;, ty) such that
il 0) Sn <tog < Spa1; ME {O}UN (8b)

ihit .
DZ:,Zl(D“to)log <1+w> ,V’LGN. (3)

zi(Di, to)o? B. Optimal Solution of the Transformed Problem

Then from (1), it can be seen that(to)w; = z;(D;, to), Vi € In Problem 2,t1(t;) appears in both the objective func-
N. Therefore, combining the fact in (2d), we have tion and constraints. Thus, it is necessary to characterize
N tr(to). Recalling thattr(to) = to + ti(to) and t1(to) =
- Z in(Di, to). (4) wl—T Z?’:l zi(D;, to) from (4), we will first investigate a feature
=1 o wr of z;(D;,to) in Lemma 1.

Lemma 1. With D; given, z;(D;,ty) is decreasing and
convex witht, for i € A.
_ 2i(Di, to) fom @) wrzi(Disto) . Proof: We first prove the monotonicity of;(D;, ty) with
= = L Ve N 5) PO .

t1(to) é\f: (Ds. to) to. Fort) < t;, according to (3), we have

Zi iy L0

To get the expression ofv; in (5), we need to find
the expression ofz;(D;,to) for ¢ € N. The function

2i(Dy, to) is actually the inverse function of;(z,ty) £ fo. Hence we havef,(z:(D; tg) tg) < fi(=(D; tf)) t%)
. 7 7 (2] Y 2 (3 (3l ) Y

prngihit ; ; i . i g

log (14 #55 ) with « for i € N. By checking the '\ hich contradicts the fact in (9). Therefore, we should have
first-order derivative, it can be proved thi{z, to) is mono- 2i(Di, th) > 2D, th) fori € N, i.e., z(D;, o) is decreasing
tonically increasing withz whenz > 0. Hence the inverse yjth ¢,,.
function of fi(z,t0), i.e., zi(Di, to), is also a monotonically  Next we turn to prove the convexity of;(D;,t,) with
increasing function. On the other hand,zif(D;, o) goes to 4, for i ¢ A, Considert{ andt} such thatt] # ti. Note
infinity, we have that the functionf;(z, o) is a concave function witliz, t)”

i Dt . prigihito \ _ prngihito (here(-)T_ means transpose_ operatic_m), which can be p_roved
Z»(D}gl)ﬁoo zi(Di, to)log { 1+ z(Dito)o? ) by checking that the Hessian matrix eff;(z,ty) is semi-

' ’ (6) definite. Hence folva € [0, 1], we have
which, together with (3), imposes a lower bound an —aD; + (1 - a)D;
expressed as ’ ’ ;

p D_O.Q N = afz- (Zi(Di,t(];),tT) + (1 — Oé)fl (Zn(Dl,té) té)
= VieN. 7
p—— () < filazi(Dy, th) + (1 — @)z (Dy, ), ath + (1 — oz)ltoog

For the ease of following presentation, we defifjg" = The inequality in (10) indicates thaﬁzi(Di,tf)) + (-

%%({&W Therefore, for a giverty € (t§',T), the a)z(Dy, ) is larger than thex’ value such thatD; =

In addition, fromt; (to)w; = z;(D;,to), we have

Supposezi(Di,tf)) < zi(Di,tg). It can be also checked
that the functionf;(x,ty) is increasing with bothz and

o2

to >



@ atd + (1 — a)th), ie., 2’ = z(D;,ath + (1 — a)t)). IV. NUMERICAL RESULTS
Considering the increasing monotonicity ¢fx,t) with «

andt,, we have Numerical results are presented next to show the perfor-

: ; : ; mance of our proposed method. Unless otherwise specified, we
azi(Di, ty) + (1 — a)zi(Di, ty) > 2 (Du aty + (1 — Oé)fo) »have the following system parameter setting= {1, 2, 3, 4}.
The carrier frequency is 500MHz;? = —140dBm, p7=1W,
m Wr= 1MHz, andn = 0.5. Both g; and h; i € N experience
Remark: tr(t)) = o + ti(te) and ti(ty) = free-space attenuation with path loss component being 3 at a

1 ng 2(D;,to). Thus, from Lemma 1, we can see thagistance of 50m, as well as Rayleigh fading with mean being
ng(to)Zi:sl also é convex fu’nction Witk ’ 1. The length of one frame & = 0.1s. The amount of data

Sincetr(to) is a convex function withto, whent, varies generated in each frame I3; = 800 nats fori & N. o
from 0 to T, the minimal value ot (t,), denoted a$§m can In Fig. 2,_ average Aol is plotted for eaeh value within
be found by using a golden-section search method (which(fémnv 7), W'th_ s1 = 0.1T, s2 = 0.4T’, 53 = 0.6T', 54 = 0.8T".
able to return the minimum value of a one-dimensional convé® analyzed in the preceding section, the feasible region of

function), and we denote the correspondipg/alue ast%. to coqsists of multiple _sub-regions. Fig. 2 also shows our
Next we turn to solve Problem 2. Recall that the feasibnalytically obtained optimal, value. It can be seen that the
region ofty is (3", T'). Suppose}™ satisfiess,_; < 5" < analytically obtained Qp_tlmazio valu_e m_deed minimizes the
s,. Then the feasible region df, consists of the following @verage Aol, thus verifying the optimality of our solution.
N — k + 2 sub-regions:(t™® si], [sk, sk41]s [Skt1s Skeal, From our discussion in Sections Il and Ill, for a sensor (say
o [sn—1,sn], [sn,T). To solve Problem 2, we can find thesensori), if its data generation momest is afterto, then its
optimal objective function value over each sub-region, gatl 9enerated data in the current frame will be transmitted & th
N — k + 2 objective function values, and then we pick up theext frame, leading to longer Aol. Thus, it may look intugiv
minimal value. that Aol can be shortened if all the's are shifted to the
Now we show how to get the optimal objective functiodeginning portion of a frame. To check this, we design the
value of Problem 2 over a sub-regionigf denoted agts, tR] ~ following simulation. ForN' sensors, considef0, Tmax) as
(here superscript L and R stand for “left” and “right”). Westir the window for allsi, s, ...sy. Without loss of generality, we
get the feasible region df, denoted astt., (3] whent, is consider thas,, ss, ..., s are evenly placed betweégs= and

which proves functior;(D;, to) is convex withéy (i € N).

within the sub-region. Recall thai-(¢¢) is a convex function % i.e.,s1 = %, SN = % Thus, a smaller
with . Tmax Means that the,’s are closer to the beginning moment
o If 5 e [t5tR], then t5, = ¢}, and 1} = of eachframe. Fig. 3 shows the minimal average Aol obtained
max{tr(t5), tr(t§)}; by our proposed solution for differef and7},., values. We
. Otherwise, t5. = min{tr(t5),tr(t5)}, and & = have a counter-intuitive observation: a smallgr., does not
max{tr(t5),tr(t§)}. guarantee smaller Aol. The reason is as follows. Consider a

SinceY (tr, n) (objective function of Problem 2) is a quadrati¢pecificTi.x. Suppose we can find two sensors, say sepsor
function oftr, it is easy to get the minimal value &f(t7-,n) and sensok, with s; smaller than the optimal andsy, larger
in closed form forty € [t5., ). than the optimat,. So sensoj’s generated data in a frame can
The above gives how to find the optimal solution of Problere transmitted in the current frame, while sengsrdata need
2, which is also optimal solution of Problem 1, since the twtp be transmitted in the next frame. Whé@h,.. decreases,
problems are equivalent. indeed it is likely thats, may be smaller than the optimal
Complexity Analysis: We can see that to find the optimalty, and thus sensok’s generated data in a frame may be
to value, we need to first find the value a)g, and then transmitted in the current frame, which reduces sehsohol.
solve Problem 2 forN — k + 2 sub-regions oft,. The However, with a smallefl},,.., sensorj’s s; moves towards
value of tg is found by using a golden-section search, thidae beginning moment of the frame, which increases sensor
complexity of which isO(log(1/e2)), wheree, is the error j's Aol. Thus, overall, with a smalleT,.., the average Aol
tolerance for golden-section search. In each iterationhef tof the system may decrease or increase.
golden-section search with a specifi¢ value, we need to Now we compare our proposed solution with a bench-
calculatez;(D;, ty) for i € N by using a bisection search,mark scheme. The benchmark scheme borrows the idea of
the complexity of which igD(N log(1/e1)), with €; the error threshold-based transmission in [13], and thus, is redetoe
tolerance for the bisection search. Thus, the complexity @&s threshold-based scheme. In specific, when the harvested
getting the value of% is O (Nlog(1/e1)log(1/e2)). For each energy level of the sensors are all more than a threshold, the
sub-region ofty, optimal solution of Problem 2 can be foundsensors stop energy harvesting and start data transnsssion
in closed form, with complexityO(1). Thus, complexity of During transmissions, the bandwidth allocation to the sens
solving Problem 2 over allN — k + 2 sub-regions oft, is optimized so as to achieve the minimal Aol. Fig. 4 shows
is O(N). Further, after the optimal, value for Problem 2 average Aol of our proposed solution and the threshold-
is found, we can get the corresponding optimal values based scheme when the threshold varies. It can be seen
(¢ € N) by using a bisection method, with complexitythat when the threshold increases, the average Aol of the
O(N log(1/e1)). Overall, the complexity in solving Problemthreshold-based scheme fluctuates. It can also be seeruthat o
1isO (Nlog(1/e1)log(1/es) + N + Nlog(1/er)). proposed solution outperforms the threshold-based sclasme



our solution has a lower average Aol.
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V. CONCLUSION

We investigate energy harvesting and bandwidth allocation
in a WPT-based WSN. Our target is minimal Aol by optimiz-
ing the energy harvesting timg and the bandwidth allocation
for data transmissions from the sensors. To solve the r&sear
problem, we first discover a one-to-one mapping frgnto
the bandwidth allocation, i.e., for each value, there is a
corresponding bandwidth allocation vector for the senddis
also develop a method to find the corresponding bandwidth
allocation vector. Based on this finding, our research bl
is transformed to another problem that minimizes average Ao
by optimizing to. Closed-form solution of the transformed
problem is obtained for each sub-regiontgf and the best
solution among alty’s sub-regions is the optimal solution of
our research problem. Our proposed solution has complexity
linear to the number of sensors, and thus, is appropriate for
low-complexity WSN.
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