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Abstract— In this work, we consider roadside infrastructure to central RSUgi.e., RSUs with backbone connection), and
to roadside infrastructure communications in a vehicular a hoc  then the central RSUs forward the data traffic to the back-
network. A remote roadside unit (RSU), which does not have p,na petwork. This communication is referred to as roadside
connection to the backbone network, needs to send its dataaffic . frastruct t dside infrastruct 12] S
to a central RSU (which has backbone connection) by using Infrastructure-to-roadsiae infrastructure (121) comioar Ilon'.
help from passing-by vehicles. Cost is assigned to informan A COSt effectlve met_hod to aphleve 2] communications is to
transmission energy consumption, as well as possible vidgian of use passing-by vehicles, which can carry messages from the
a soft delay bound. For each passing-by vehicle, the remoteSR  remote RSUs and forward them to central RSUs on their path.
needs to decide whether or not to ask for help from the vehicle For such vehicle-aided 121 communications, the energy con-

with a target at minimal rate of cost. We derive an optimal . . - o
decision strategy of the remote RSU, which is shown to have a SUMPtion of the remote RSUs is an issue. This is because those

conditional pure-threshold structure, i.e., when a vehia arrives RSUs are usually deployed in remote areas, and thus, they do
at the remote RSU, if the queuing delay of the data traffic at te  not have constant power supply. So the remote RSUs are often
remote RSU is above a threshold, it is optimal for the remote BU  equipped with batteries, and the batteries can get rectiarge
to ask for help from the vehicle, with a condition that the veficle's " renewed after a relatively long time (for example, a few

speed satisfies a requirement. We also provide a method thaae . L
theoretically derive the threshold. The conditional purethreshold MONths) [7]. Energy efficient data forwarding in VANETS has

structure makes our derived strategy very easy to implemenwith ~ been investigated recently in the literature [8]-[12]. Terk

very low computation complexity. in [8] targets at energy consumption minimization for an RSU
Index Terms—Delay, infrastructure-to-infrastructure (121) A Scheduling scheme is provided, which favors passing-by
communications, vehicular ad hoc network. vehicles with higher velocity and/or shorter distance te th

RSU. The work in [9] considers delivery of packets from
a source to a destination by using relaying service of other
|. INTRODUCTION nodes. A delay bound is set for each packet. If a packet cannot

A vehicular ad hoc network (VANET) can support the combe delivered to the destination within the delay bound, the
munications among roadside units (RSUs, the infrastregtuPacket will be discarded. To maximize the packet delivery
and vehicles. By providing safety messages, road conditioRrobability subject to an energy consumption constraint, i
and commercial services, VANET is essential to make a safe,shown that the threshold dynamic policy is optimal. The
intelligent, and convenient transportation system [1]-[& Works in [10] and [11] take into account the energy for node
the literature, VANET has been well investigated, mainly ifliscovery process as well as energy for information tragsmi
two research directions: vehicle-to-infrastructure (V@om- Sion, for two-hop routing and epidemic routing, respedyive
munications and vehicle-to-vehicle (V2V) communicatioits Transmission policy is well designed such that packet egfiv
is in general assumed that all the RSUs are connected t®rabability is maximized. The work in [12] proposes that the
backbone network via wired links. However, in some case3SU-to-vehicle scheduling can be combined with vehicle-to
some RSUs may not be connected to the backbone netwdfihicle forwarding, which can largely lower the energy cost
For example, in remote areas, it is costly to connect all RSQ§the RSU. o o
to the backbone network. Thosemote RSUgi.e, RSUs  Although the vehicle-aided 121 communications can tolerat

without backbone connection) need to send their data traffi¢ertain level of delay, a timely delivery is still preferid 3]—
[15]. In general, the total delay of a data packet at a source
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TABLE |
COMPARISON OFDATA TRAFFIC FORWARDINGMETHODS INVANETS.

Y.

Work | Research Problem, Methodology, and Result
Problem: Minimize energy consumption of an RSU that proegsequests from vehicles.
[8] Methodology: Optimization formulation and approximation
Result: A scheduler based on vehicles’ locations and visci
Problem: Maximize the multi-hop packet delivery probabifrom a source to a destination subject to
an energy consumption constraint.
[9] Methodology: Continuous-time Markov framework.
Result: The threshold dynamic policy is optimal.
Problem: Maximize packet delivery probability in two-hoguting subject to constraints on energy
consumption and relay activation rate, considering enarggformation transmission and node discover
[10] Methodology: Fluid approximation, optimal control theory
Result: Optimal two-dimensional threshold policy in cldderm for transmission and activation.
Problem: Maximize message delivery probability in epidenoiuting subject to total energy consumption
constraint, considering energy in information transneissand node discovery.
[11] Methodology: Continuous-time Markov framework.
Result: Optimal beaconing control solution.
Problem: in RSU-to-vehicle communications, minimize RS\¢rgy consumption by using V2V forwarding.
[12] Methodology: Integer linear programming.
Result: Greedy scheduling algorithms with low complexity.
Problem: For 12I communications using vehicles as relayisjmize the delay for delivering all packets
in a finite-size file, or the average packet delay for a file viitfinite packets.
[16] Methodology: Markov decision process.
Result: Optimal scheduling algorithms and a low-compiezitb-optimal algorithm.
Problem: For 121 communications using vehicles as relayisjmmze sum of queuing delay and transit delg
[17] Methodology: Queuing analysis.
Result: Probabilistic scheduling scheme.
Problem: For 121 communications using vehicles as relayisjmmze rate of weighted cost of energy
consumption and queuing delay.
[18] Methodology: Traditional optimal stopping theory.
Result: Optimal pure-threshold strategy.
Problem: For 121 communications (with hard delay boundnhgsiehicles as relays, minimize rate of
weighted cost of energy consumption, queuing delay, antsitraelay.
[19] Methodology: Traditional optimal stopping theory.
Result: Optimal strategy without threshold structure.
Problem: For I2I communications (with soft delay bound)ngsvehicles as relays, minimize rate of
This weighted cost of energy consumption, queuing delay, antsitraelay.
Paper| Methodology: New method to solve an optimal stopping probleith forced stop.

Result: Optimal strategy with conditional pure-threshstidicture.
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all packets is minimized by using a Markov decision process.
USEDNOTATIONS

For the latter case, the source file has an infinite number of
packets, and the average delay of a packet is minimized J)té‘ bol
a Markov decision process. Both queuing delay and transi ymbo
delay are considered and well balanced. The work in [1T]a,b Smallest, largest possible transit delay

assigns each passing-by vehicle a pick-up probabilitychvhi : : :
favors faster vehicles. For a vehicle, its assigned praibabi ¢ The set of all possible stopping strategies

Meaning

is the probability that its arrival moment at the destinatis | ¢ Distance from S-RSU to D-RSU
Sarligr than its next vehicle’s expected arrival momenthat t | 1 Soft delay bound

estination. ————— ,

The work in [18] considers both energy consumption angs(x) | Cumulative distribution function of

gueuing delay. As a follow-up of [18], the work in [19] con- transit delay, given in (1)
siders energy consumption, queuing delay, and transilydela}-
Cost function is assigned to energy consumption as well as "~
packet dropping (due to delay bound violation). An optima delay of vehicles before Vehicle.
scheduling scheme is derived, which minimizes the rate ofyt()\) | Optimal stopping strategy of Problem (5)
cost (i.e., the average cost per unit of time). —
For the work in [19], ahard delay bounds used, which | ¥ Transmission power of RTS, CTS,
means that if an information unit at the source RSU cannot be DATA, and ACK
delivered to the destination RSU within the delay bound, theR
information unit is considered useless and thus, is drogped

information of arrival moments and transit

Transmission rate of DATA packets

the source RSU. Different from the work in [19], here wg r Data traffic arrival rate at the S-RSU
consider asoft delay boundIn specific, it is desired that | ¢ The transit delay of theith vehicle
any information unit is delivered within the delay bound - -
However, when an information unit cannot be delivered withi| 7 The arrival moment of theith vehicle
the delay bound, the information unit is considered to bey, Total cost of using the:th vehicle

partially useful and is still delivered, and a cost is chdrge
for the delay bound violation. The rationale behind usin
soft delay bound in vehicle-aided 121 communications is asV()) Optimal objective function of Problem (5)
follows. One typical application of the source RSU is to serv

(given in (2))

QL

. ) Ummin Minimal speed of vehicles
as gateway for a wireless sensor network that monitors the - -
environments (fire detection, animal tracking, etc.) in oéen | Umax Maximal speed of vehicles
areas. The sensing data of the wireless sensor network arg Time interval from arrival of vehicle: — 1

sent to the source RSU, and are subsequently delivered by the
source RSU to a destination RSU with backbone connectign
Then the destination RSU sends the data to the data centef,,(\) Cost function for Problem (5)
of the wireless sensor network. It is preferred that theiagns 1/
data are delivered within a delay bound. If the sensing data
are beyond the delay bound, they still have some value (fpr Communication overhead duration
example, for later historical studies), and will still bdidered. between S-RSU and selected vehicle
A similar soft delay bound model was used in [20], [21].
The contributions of this paper are summarized as follows.
1) Based on the soft delay bound model, we formulate ans Cost of violating soft delay bound
optimal stopping problem. In the formulated optimal staoygpi
problem, a concept of forced stop (the definition of forced
stop is given in Section Il) is introduced. Due to the forced
stop, the methods used in the literature to solve traditiona .
optimal stopping problems, including the method used irj,[19" [19] does not have such.a cgndmonal pure—thresholmfggt .
do not work here, and a completely new method is requiredf!d thus, more computation is needed to make a decision in
By characterizing the impact of forced stop, we develop gptimal solution of [19]. 3) We provide a method that quickly
method to find optimal solution for the formulated probler. Z@lculates the threshold off-line.
We theoretically prove that it is optimal for the source R®U t The following sections are organized as follows. Section
take aconditional pure-threshold strategyn specific, before || describes the considered system and formulates the re-
a forced stop, the source RSU should transmit to a passinggarch problem. Section Il derives an optimal strategy of
vehicle if the queuing delay is above a thresRptmbnditioned the problem, and proves that the optimal strategy has a
on that the total delay (queuing delay plus transit delayhef t conditional pure-threshold structure. Section IV prosiden
vehicle) is not more than the delay bound. The conditiongfficient method to obtain the threshold. Section V evakiate

pure-threshold structure can largely facilitate impletaéon  our derived strategy. Section VI concludes our paper.
of the strategy in a VANET. As a comparison, optimal solution

to arrival of vehiclen

Average duration between two vehicle arrivals

w Cost weight for energy consumption

Table | compares existing data traffic forwarding methods
1in the sequel, “threshold” means threshold for queuingydatethe source 1N VANETS and the method proposed in this paper, and Table
RSU. Il summarizes important notations used in this paper.



[I. SYSTEM MODEL AND PROBLEM FORMULATION we say that a soft delay bound violation happens, and a
fixed charge ofs3 is set (the reason for a fixed charge
for one or multiple information units with delay bound
violation is given in Appendix A). Therefore, delay cost
if the S-RSU stops at theth vehicle is expressed as
Blyr,+s,>p}, Wherel , is an indicator function (which

is equal to 1 if the event indicated ift} happens, and
equal to O otherwise), andl,, is transit delay of theath
vehicle. Overall, the total cost if the S-RSU stops at the
nth vehicle is given as

The system model is similar to that in [19], except that a
soft delay bound is used here. A source RSU (S-RSU) has
constant data traffic arrival rate The S-RSU is a remote
RSU, and needs to send its data traffic to a destination RSU
(D-RSU, which is a central RSU) by using the help of passing-
by vehicles. The distance between the S-RSU and D-R3U is
If a vehicle is selected to help, it takes all buffered daadfitr
at the S-RSU, and when the vehicle arrives at the D-RSU, it
passes all the carried data traffic to the D-RSU . pr

At the S-RSU, denote the arrival moment of tht (n = . wrtin
1,2,...) vehicle asT,. Without loss of generality, we set Un =wPr+ + 811, +5,>D}- (2
To = 0. Similar to [16], [17], [22], the arrival process of Recall that for any vehicle, the transit delay is always not
vehicles at the S-RSU is a Poisson process with parametefiess than: (the smallest possible transit delay). Thus, if the
which means that the vehicle inter-arrival durations, ded@s queuing delay at the S-RSU is more thah — a), the total
Xy =T,=T,-1 (n = 1,2,..), are independent exponentially-delay (queuing delay plus transit delay) will be always more
distributed random variables with meap.. Similar to [23], than the delay bound). Therefore, when its queuing delay is
the speed of the vehicles are independent random varidtales nore than(D — a), the S-RSU is required to stop when the
are uniformly distributed betweenyi, (the minimal speed) next vehicle arrives, referred to asfaced stop® The index

and vmax (the maximal speed). As the transit delay is thgf the vehicle that is the first arrival after momeii? — a) is
duration for a vehicle to travel from the S-RSU to the D-RSWenoted ag” £ min {n : T\, > D — a}. Thus, if the queuing

it can be seen that the transit delay has cumulative disiibu gelay at the S-RSU is more tham — a), it will be forced to
function (CDF) given as stop at theC'th vehicle, and the moment of the forced stop is
denoted ag . The inter-arrival duration between Vehiale

2(7«_0) if T < a; and its previous vehicle is denoted &s:.
Fs(x) = z—a) I a<z<b 1) DenoteN as index of the vehicle upon arrival of which the
1 if = >0b. S-RSU stop& We also useN to denote the corresponding

stopping strategy. We target at the S-RSU’s optimal stappin
Herea = d/vmax is the smallest possible transmit delay, whilstrategy with minimal rate of cost (i.e., minimal cost per
b = d/vmin is the largest possible transit delay. unit time). DefineY,, 2 Pk + Blir, +s.>p}, andC =
When a vehicle (say theth vehicle) arrives, the system{N .1 < N < C} is the set of all possible stopping strategies
state is defined as the arrived vehicles’ arrival momengs, (|(|e, due to the forced stop concept, we exclude Stoppﬂg} ru
11, 1>, ..., T,) and transit delay (denoted &, S, ...,.5,), which will stop at a vehicle arriving after th€'th vehicle).
and the S-RSU needs to make a decision between two optioggilar to [19], to achieve our target, equivalently we slkiou

as follows. find

« Option wait: the nth vehicle is skipped, and the S-RSU A .. E[UN]
waits for later vehicles. NT Zarg Inf o [Tn]

o Option stop the S-RSU stops waiting, and passes its
buffered traffic to thenth vehicle by using a four- — arg inf E[Yn] +wrPE[Ty]/R
way handshake RTS-CTS-DATA-ACK. Here RTS means Nec E[Tn]
request-to-send, CTS means clear-to-send, DATA carries — are inf E[Yy] 3)
the data traffic, and ACK means acknowledgement. De- A8 e E[Tn]’

note P as the transmission power of RTS, CTS, DATA, . . . .
and ACK. Denote: as the duration of all communicationVnere E[-] means expectationAs the vehicle inter-arrival
overhead (including RTS, CTS, ACK, as well as thgurations are exponentially distributed (which means that

medium access control IMAC] header of the DA-I-Avehicle inter-arrival durations are “memoryless”), we @av
[ : Te) = D—-a+E[X¢] = D —a+1/p < oo. Thus,

packet). Denote the transmission rate of a DATA packet E‘% ; I
R. Similar to [20], [24], [25], we adopt a weighted cost® 1] < oo forall N < C.

structure for energy consumption and delay as follows.sgeference [21] uses a concept similar to forced stop. In, [@en the
For energy consumption, we assign cost Weugf(lunlt target soft delay bound for a service is crossed, the systest provide the
of cost per Joule). Then the energy consumption castvice when the next chance appears.

if the S-RSU stops at theth vehicle is expressed as 4Note that after the S-RSU stops at a vehicle and transmitiaits traffic,

h . . we denote this stop moment & = 0, and call the next arrival vehicle as
wP (an/R + ’{>' in which T}, is the amount of buffered Vehicle 1 again. In other words, the formulated problem pested after a

data traffic at the S-RSU. A soft delay boud is set siop.
for each information unit in the data traffic. If one or SHere we minimizeE [Uy]/E [Tv] due to the following reason. Since the
multiple information units of the data traffic have a totapptimal stopping problem is repeated after a stop, we dethetstopping time

; : in K stops asI'n,,Tn,,...,Tn, (which are independent and identically
delay (queumg delay plus transit de?aiyarger thanD, distributed), and trlle co?respond}fng cost in Kiestops ad/n, , Un,, ...UNj

(which are independent and identically distributed), eesipely. Then the
2Note that when the S-RSU and a vehicle are exchanging int@ma average cost per unit time is given @Sy, + Uny, + ... + Uny )/ (TN, +
the vehicle is also moving. Thus, the duration of transmissibetween the T, + ...Tn, ), Which converges td [Uy]/E[Tv] by the law of large
S-RSU and the vehicle is included in the transit delay. numbers [26].



Remarks:For the formulated problem, there is a tradeoffonstruct a new stopping strategy, denoted\as The only
between wait and stop. If the S-RSU waits less time and piciiference of N' from N is that: if N advises a stopping such
up a vehicle, the selected vehicle can have a larger chamiegt 7 < D — a,Ty + Sy > D, then N’ advises that the
to deliver all data traffic before delay bound. But it is no8-RSU waits until a forced stop. It can be easily shown that
energy efficient, since the S-RSU needs to have informati@nZy(\)] > E [Z,(\)], which contradicts the assumption
exchanges with more vehicles in a long term, thus consumitigat strategyV is optimal.
more energy. If the S-RSU waits longer time, it is energy Hence, we need only to search for an optimal stopping
efficient as the S-RSU needs to have information exchangggategy within the following collection of stopping stgtes:
with fewer vehicles in a long term, but the chance for delay )
bound violation is also higher. The major challenge in saijvi N=C\B={NeC:Ty+Sy<Dif Iy <D —a}.
the problem is due to the forced stop, which makes thg other words, upon a vehicle arrival, if the total delay
problem different from a traditional optimal stopping plem. queuing delay plus transit delay of the vehicle) is abéve
A traditional optimal stopping problem does not have forceghq the queuing delay is less thd@h— a (i.e., it is before
stop, and thus, methods used to solve traditional optimgk forced stop, which also means that it is still possible fo
stopping problems, including the method used in [19], cann@e S-RSU to pick up a later vehicle that can make the total
be used here. In the sequel, we will develop a completely n@i|ay bounded byD), then the S-RSU should continue to
method to solve our optimal stopping problem with force@ait for the next vehicle. Or equivalently, the S-RSU should
stop. skip the vehicles which arrive at the S-RSU before moment

(D —a) and violate the delay bound. And we re-index the not
I1l. AN OPTIMAL STOPPING STRATEGY skipped vehicles as,. = 1,2,.... So we havel < n, < C,,

A . .
We have four steps in the following four subsections tyn€reC, =min{n, : T, > D —a} means the forced stdp.

; ; ; DenoteX,, =T, — T,.—1 (n, = 1,2,...). Let N, denote
derive an optimal stopping strategy for Problem (3). o S np—l Aoy Sy r .
P Pping 9y ) the corresponding stopping time (the new index of the vehicl

upon arrival of which the S-RSU stops) and stopping strategy

A. Transformation of the original problem Then we have the following new stopping problem
Define NI inf E[Zy.(\) = wPr + A1
J(A\) =arg in N, (\) = wPk
Z’n()\) =Y, — M\, = wPk + ﬁl{Tn+S“>D}_/\Tn; A> 0. N,.eN {TNT+SNT>D}
4) ~ ATy, 6)

Here A can be viewed as rate of cost.
We will first transform Problem (3) into a stopping problem
that minimizesE [Zy(\)] [26], i.e., C. Optimal stopping strategy for Problem (6) and Problem (5)

NT(\) = arg inf E [ZN(/\)]- (5) Consid_er P_roble_m (6). The concept of _myopic stoppir_lg
Nec strategy is given first. Upon a vehicle arrival, the myopic
Theorem 1:If i) for any particularA > 0, Problem (5) has stopping strategy advises the S-RSU to stop if the cost of
an optimal stopping strategy, denoted/@§(\), and ii) there stopping at the vehicle is not more than the expected cost of
exists a\* such thatE |:ZNT()\*)(/\*)} — 0, then an optimal skipping the vehicle and stopping at the next vehicle.
. L ; We use A, to denote the event{Z, (\) <
stopping strategy of Prol_alem (3) is in the form &ff (\*). B [Zn.+1(>\)|5’:n, }}' in which 7, is the information
| Prr100f. B‘%ee Appendix B. in Secti II-B and T” up to time7,,, . Here 7, includes the arrival moments and
n the su Tsequent two steps in Sections IlI-B and I11-Gpoqi¢ qelay of all previous vehicles before Vehialg. So
we QenveN (A) for Problem (5). The'." n the_las_t step 'nAnr means that the myopic strategy advises the S-RSU to
Section IlI-D, we prove that there exists® satisfying the 55 ot vehiclen,. We have the following definition for a
above condition ii). monotone problem
Definition 1: Problem (6) is monotoneifl; C A C A3 C
B. Elimination of a set of non-optimal stopping strategies ... almost surely (a.s.) [26].

In this step, we show that, for Problem (5), a set of stopping !N this definition,4,,, C Ay, 41 C An, 12 C ... means that
strategies are non-optimal, and thus, can be removed from §ithe myopic strategy advises the S-RSU to stop at Vehicle
consideration. n,, then it will also advise the S-RSU to stop at any future

For any stopping strategy¥ < C, define an event{Ty < vgh|cle7 no matter what the realization %, 11,75, 42, ...)

D —a,Ty + Sy > D}. This event means that when the sWill be (a.s.).
RSU stops, it is not a forced stop, and the total delay (queuin Now, we proceed to show that Problem (6) is a monotone
delay plus transit delay) is more than the delay bound. ~ Problem. Since at momeffic, the S-RSU is forced to stop,

We first consider the following set of stopping strategies:We need only to considet, < C,., i.e.,T,, =t € [0,D —a].

= : < —
B {N €C Pr{TN <D-aTy+Sy> D} = 0} ’ 6Note thatC,. (in the re-indexed system with some vehicles skipped) and

in which Pr{-} means probability of an event. Next weC (in the initial system) both mean the forced stop, corredpanto the first

. . . - vehicle arrival after momenb — a.
show that stopping strategies i are strictly non-optimal "When we say that the myopic strategy advises the S-RSU to attep

for Problem (5). We can use proof by contradiction. ASsumgure vehicle, it is assumed that the S-RSU does not stogfitles before
N € B is optimal for Problem (5). Then based 0 we can that future vehicle.



Then, we have Proof: See Appendix F. ]

Zn, (N) =wPkrk —\T,,,, If A —0,
- [anr+1()‘)|}—nr} 6 . [Zerl()\)'TnT B ﬂ lim V(A) = lim E [YNT(A)} > wPk. (20)
= wPk + BPr{n, +1=C,|T,, =t} A—0 A0
— ATy, — AE [ Xy, 11|Tn, =], On the other hand, iA > p(wPk + 3), we have
in which equality (i) uses the following two equations: VN W Pt BPH{Twicn + Sxioy > D} — AE [TNT(A)}
E 1{T,,“,+1+S,,“‘+1>D}|T"T =t|=Pr{n, + 1=C,|T,,. =t}, < wPk+ = AE[T] = wPk + 8 — é <0, (11)
n
Tnptr = Ty + X1 in which equality (i) uses

For0 <t < D — a, we define :
" El = Pr{T S > D).
{ {TM(MJFSNT(APD}} r{ Nty T ONTOY }

AN
milt ) =B [Zn 11N Fn, ] = Zn. () From Theorem 4 and inequalities (10) and (11), it can be
= BPr{n, +1=Cy|Tp, =t} = AB [ Xy, 11|Ty, = 1]. concluded that there exists one and only orie> 0 such
Theorem 2:m(t, \) is continuous int € [0, D — a]. And if thatV(A*) = 0. In other words, condition ii) of Theorem 1 is
for somet* € [0, D —a), we havem(t*, \) > 0, thenm(t, \) satisfied. Thus, according to Theorem 1, an optimal stopping
is a strictly increasing function in € [t*, D — a). strategy to the Problem (3) is
Proof: See Appendix C. [ | . . ) . By
For Problem (6), if the myopic strategy advises the S-RSU’Y () = mm{mm {n:Tn 2T, o+ 50 < D}’C}’
to stop at Vehiclen,, based on the definition ofn(t, A),

in which T* = T (\*). It can be seen that, before a forced
we havem(T,,.,A) > 0. Then from Theorem 2, we have (%)

stop, the S-RSU is optimal to transmit to a passing-by vehicl
(Lo, 11,A) > 0, m(Tn,12,A) > 0,y fON Ty < D = iy queuing delay is more than the threshdld conditioned
a, Ty, +2 < D — a,.... In other words, the myopic strategy,

. : Yon that the sum of the queuing delay and the transit delay is
also advises the S-RSU to stop at any vehicle after Vehi D. In oth h imal ;
n,. Thus, Problem (6) is a monotone problem. Cﬁ‘ca)unded byD. In other words, the optimal stopping strategy

; ) has a conditional pure-threshold structure.
In general, the myopic strategy of Problem (6) advises the

S-RSU to stop at the earliest possible vehicle such that the

cost of stopping at the vehicle is not more than the expected

cost of skipping the vehicle and stopping at the next vehicle

Thus, the myopic strategy for Problem (6) can be expressed V. DERIVATION OF THE OPTIMAL THRESHOLDT™
as

N™(\) = min { min {n, : m(T,,,\) >0}, Cr}, (7) To derive the optimal threshold@*, it is intuitive to firstly
obtain the threshold(\) based on (9) for each(> 0)

in which the superscript: stands for “myopic”. , value (in which the solution of nonlinear equatior(t*, \) =
Theorem 3:The myopic stopping strategy (7) is optimal fofy needs to be calculated numerically), secondly obtain the

Problem (6). _ optimal objective function//(\) of Problem (5) for each\

Proof: See Appendix E. B value, and thirdly find\* such thatV (\*) = 0. Although

Considering the skipped vehicles when we transform Prop« — 73 (\*) can be numerically calculated based on this
lem (5) to Problem (6), from Theorem 2 an optimal stoppingtuitive method, the computational complexity is high. So
strategy for Problem (5) is next we propose to deriv&* from another perspective, to
Nt(A) = min { min {n : T, > Tin(\), T + S < D} ,c}, obtain™ directly. _

) For Problem (3), fort € [0,D — a], we consider the
following stopping strategies:
in which Tin(\) is given as

t* if  3t* €10,D — a], m(t*,\) = 0;
T =
n(A) {oo it m(D—a,\) < 0.

N(t)zmin{min{n:Tnzt,Tn—l—SnSD},C}

(9) with corresponding objective function denoted as
wPrk + Pr{N(t) = C}

k() = (12)
D. Optimal stopping strategy for Problem (3) E {TN(t)}

Recall that NT()) denotes optimal strategy of ProblemThen7* should be the value of that minimizesk(t).
(5). For Problem (5), let/(\) denote the optimal objective Theorem 5:k(¢) is continuous irt € [0, D — d]
function, i.e., ' _ ’ '

Proof: See Appendix G. [ |
V(A):]%%%(E Y] -AE [In]) =E {YNT(A)} — AE [TNT(A)}' To minimize k(t), we may investigate its derivative ex-
. . . ) . pressed as

Theorem 4:V ()\) is strictly decreasing and continuous in dk(t) 2

>0, = =10/ (B[Tvw]) s



where

I(t)=p

— Simulated rate of cost
— — Simulated rate of delay cost
T —-—- Simulated rate of energy consumption cost
N(t) * Analytically calculated point in our derived strategy

dPH{N(H) = C}
dt

dE Ty (]

-

We have the following theorem.

Theorem 6:The functioni(t) is continuous in the interval
[0, D —a] with [(0) < 0 andl(D — a) = 0. Moreover, if there
is att € [0,D — a) such that/(t}) > 0, theni(t) > 0 for
te (t,D—a).

(wPrk + BPr{N(t)=C}). (13)

Rate of cost (unit of cost/second)

Proof: See Appendix H. [ |
Theorem 6 implies that there is at most one root {6y = 0, I I ‘ ‘ ‘ ‘ ‘ ‘
t € [0,D — a). And if there is a root, denoted a8, then e = e B ECTN B oo

Threshold (seconds)

I(t) < 0int € [0,t%) (which meansk(t) is strictly decreasing
in ¢ € [0,t%)) andi(t) > 0 in t € (t%, D — a) (which means Fig. 1. Rate of cost in conditional pure-threshold straegiith different
k(t) is strictly increasing int € (t%, D — a)), and thus, the thresholds.

optimal thresholdl™ should bel™ = t5.

Based on these conclusions, we can defiVe as follows. | . o ) )
We consider the following three cases. g which equality (iv) comes from (36) and (37) in Appendix
Case 1)If I(D —b) > 0: . o

Sincel(0) < 0, andi(t) is continuous in the interval, D — Cgse B)ITI(D —b) < 0 andi(t)|;—(p—q)- < 0 (which is
a], we can see thatt) = 0 (t € [0, D —a)) has a unique root Eduivalent to(t = g(t) + [B/(wPr)Ih(t)1)]1=p-a < 0 from
in [0, D — b]. From (40) in Appendix H, the optimal threshold(4l))'

. From Theorem 6, we havét) < 0in [0, D —a). Thus,k(t)
T h f : ) ; ) "
's the root o b is a strictly decreasing function {0, D —a). Since we want to
b\ minimize k(t), the optimal threshold should BE* = D — a.
—u(D— —u(D—b—
pfBte P (5) —wPH(l + pe M g In other words, it is optimal to wait for a forced stop. The
1 corresponding minimum rate of cost is
x(g(D—b)—D—kb—;)):O. (14) W) - “PEt BPHN(D —a) = C} w wPs+8
The method of bisection search can be used to find the root. E [TN(D_Q)} 9(D —a)’
The corresponding minimum rate of cost is .
) WPk + BPH{N(T*) = C} where equality (v) comes frorﬁr{N(D —a) = Q} =1 anq
k(T*) = E {TN(D,G)} = g(D — a) (which is from (37) in Appendix
E {TN(T*)} G).
1’,“117
(i) wPk + Be~#P=T7) (3) V. PERFORMANCE EVALUATION
T 1 —u(D=b—T")" We use Matlab simulation to evaluate our derived stoppin
__|_T*_ D—b 1l D—b pw(D—=b—T%) ' ! pp g
# ( T 9 )) ‘ strategy. The distance of the S-RSU and D-RSW 4s 10, 000

(15) 'm. The S-RSU has a data arrival rateof= 5 bits/second.
in which equality (iii) comes from (34) and (35) in AppendixThe soft delay bound is set to bB = 1,800 seconds.
G, and functiory(-) is defined in Appendix C and derived inVehicle arrival process at the S-RSU is a Poisson process
Appendix D. with parameter:. If the S-RSU decides to stop at a vehicle,
Case 2) If (D —b) < 0 andi(t)|;—(p_a)- > 0 (which the communication overhead duration As = 938.91 us?
is equivalent to(t — g(t) + [8/(wPr)|A(t)t)[i=p—a > O The transmission rate of DATA packets 18 = 11 Mbps.
from (41) in Appendix H, where function(.) is defined in The transmission power of RTS, CTS, DATA, and ACK is
Appendix C and derived in Appendix I): P = 155 dBm= 35.5 mW. The cost weight for energy
We can see thak(t) = 0 (t € [0,D — a)) has a unique consumption isw = 1 unit of cost pergJouIe. We collect
root in (D — b,D — a). From (41), the optimal thresholds'mmat_'on statistics over00, 000 S|mula_t|0n runs. _
T* is the root of t — g(t) + Bh(t)t/(wPk) = 0. The We f|rst demonstrate that our stopping strategy is optimal.
method of bisection search can be used to find the root. THE tis purpose, we compare our strategy with other con-
corresponding minimum rate of cost is ditional pure—threshqld strategies. Here a conditionalepu
threshold strategy with thresholgd works as follows: before
_ wPr+ BPr{N(T") = C} (v wPk+ Bh(T*)

B {T } g(T*) ’ 9the overhead 938.9Ls is calculated based on IEEE 802.11 Standard,
N(T*) which includes the following: RTS preamble (198), ratio of RTS size (20
(16) bytes) to RTS transmission rate (2Mb/s), CTS preamble (A8 ratio of
CTS size (14 bytes) to CTS transmission rate (2Mb/s), DATéapmble (192
us), ratio of DATA MAC header size (34 bytes) to DATA transniiss rate
8Here z— means a value that is smaller thanbut with infinitely small (11 Mb/s), ACK preamble (192s), and ratio of ACK size (14 bytes) to ACK
difference. transmission rate (11Mb/s).

E(T™)




forced stop, the S-RSU selects the first vehicle (sayritie
vehicle) such thatl,, > n andT,, + S, < D; if the S-
RSU cannot find such a vehicle, then the forced stop i
decided on. We sef = 500, 4 = 1/400 vehicles/second,
vmin = 10 m/second, an@dmax = 30 m/second. In conditional
pure-threshold strategies with threshejdsarying from 0 to
(D — a), Fig. 1 shows the simulation results of the rate of
cost, as well as the simulation results of the rate of enerc
consumption cost and rate of delay cd8t It can be seen
that, when the threshold increases, the chance to have de
bound violation is larger, and thus, the delay cost is higber
the other hand, a larger threshold means that the S-RSU h
information exchanges with fewer vehicles in a long terng an Ba b e )
thus, the energy consumption cost is lower. Fig. 1 also shov o i e e
the analytically calculated threshdld and the corresponding 4 (unit of cost)

analytically calculated rate of cost (i.&(7) in (15)-(17) plus

wrP/R, the difference oft [Yy]/E [T] from E [Uy]/E [Tx] Fig. 2. The optimal threshold in conditional pure-threshstrategies.
as shown in (3)) in our derived strategy. It is clearly shotat t

1000 -

Threshold (seconds)
@
3
8

a
<}
3

our derive.d Strategy strikes an optimal balan(_:e betweenggn_e 27r —&— Analytically caICL‘llated minimal rate of cogt K
consumption cost and delay cost, and achieves the minir 21 | Z3 Simulated minimal rate of cost by exhaustive search 1
rate of total cost. | LS Heuristi e

We then vary the penalty cogt from 10 to 10,000. And
for each value, we exhaustively search the simulated ra
of cost in conditional pure-threshold strategies with shicd
n varying from 0 to (D — a). Fig. 2 shows the searched
optimal threshold that achieves the (simulated) minimés ra
of cost for each3 value, and Fig. 3 shows the correspondin
(simulated) minimal rate of cost for each value. As a
comparison, for eaclf value, Fig. 2 and Fig. 3 also show the
analytically calculated threshold* in our derived strategy and

Rate of cost (unit of cost/second)
°
o

o
N
T

corresponding analytically calculated rate of cost, respely. 1
It can be seen that the analytical results and exhaustiv o1 ‘ ‘ .
searched optimal simulation results match well. Whén e Lk e h

. . . . R [ (unit of cost)
is small, the S-RSU waits until it is forced to stop, i.e.,

the optimal threshold i§D — a) = 1,467 seconds. This Fig. 3. The rate of cost in conditional pure-threshold sts.
is because the penalty costis dominated by the benefit
from delivering more traffic in a transmission. In fact, from

Case 3) when deriving™ in Section IV, we know that if RSU's waiting time is less tharD — b, it is impossible

(t = 9() + [8/(wPr)h()t) li=p-a < 0, which means for any vehicle to violate the delay bound requirement (i.e.
wPr (g(D —a) — D +a) T, + S, > D), and thus, the S-RSU does not stop; when
p< (D —a)h(D —a) = 36.4, the S-RSU'’s waiting time is more thah — b, it is possible
that a vehicle would violate the delay bound requiremerd, an
then the optimal threshold (& —a) = 1,467 seconds. When thus, the S-RSU transmits to the next coming vehicle that
the value off3 increases, the penalty cost begins to dominateatisfies the delay bound requirement. So the heuristitegya
and the optimal threshold value begins to decrease. As igmactually a conditional pure-threshold strategy witretold
extreme case, the optimal threshold becomesien3 — oo, being (D — b). The simulated rate of cost in the heuristic
which means that the cost of delay bound violation is tosirategy for different3 values is shown in Fig. 3. It is clear
high to afford, and thus, the S-RSU should transmit to thRat the heuristic strategy is not optimal in general.
first vehicle that meets the delay bound requirement (., t \we continue to show how different arrival rates of vehicles
sum of queuing delay and transit delay is not more thgn 4t the S-RSU affect the optimal threshold and the rate of cost
Fig. 3 also shows the comparison of our derived stoppilg the derived stopping strategy. We vary the arrival jatef
strategy with the following heuristic strategy: when the Sgehicles from0.0015 to 0.03 vehicles/second. Fof = 500
and differentu, the analytically calculated and simulated (by
1%n a conditional pure-threshold strategy (including ourid strategy), exhaustive search) optimal thresholds are shown in Fig. 4,

a delay bound violation happens only at a forced stop. At eefirstop, the 54 gnalytical calculated and simulated minimal rates sf co
average amount of information units with delay bound violats expressed

asr(1/p+E[S] — a), in which E [S] is average transit delay of a vehicle. @€ Shown in Fig. 5. It can be seen that, wheincreases,
Therefore, if the rate of delay cost is expressed Fag the amount of the optimal threshold increases, and the minimal rate of cos
information units per unit time with delay bound violatioarcbe expressed decreases. This is because, when it is expected that vehicle
as(Ry/B)r(1/u+E[S]—a), i.e., proportional taR,. Thus, the rate of delay ; . FR
cost in our cost function actually can represent the perdmece of positive arrive more frEquenUY’ the S-RSU can hold the ”"."ﬁ'.c in its
system throughput (defined as the amount of informationsumér unit time PUffer for a longer time, and thus, each transmission can

that can be delivered to the D-RSU within delay bound). deliver more traffic, which leads to a smaller rate of cost.
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Next we show how the value of the soft delay bound
D affects the optimal threshold and the rate of cost in the
derived stopping strategy. Fo$ = 500 and p = 1/400
vehicles/second, we var) from 1,000 seconds to 40,000 secA. Reason to have a fixed charge for one or multiple infor-
onds. The analytically calculated and simulated (by extigais mation units with delay bound violation

search) optimal thresholds are shown in Fig. 6, and analytic As an example, we use the typical application of the S-RSU:
Fig. 7. It can be seen that, with a larger delay boundthe traffic at the S-RSU actually carries information of a number
S-RSU can wait more time before stop, and thus, the optimgl«events” in the wireless sensor network, and each event is

threshold increases, and the minimal rate of cost decr¢asescorresponding to a number of information units in the data
the S-RSU has information exchanges with fewer vehicles {iiffic at the S-RSU.

APPENDIX

a long term, thus decreasing energy consumption). We expect that only a very small portion of the data traffic
will have delay bound violation (i.e., cannot be delivered
VI. CONCLUSION before the delay bound). This is because, if a large portion

This work studies vehicle-aided communications from af data traffic has delay bound violation, this means that the
remote RSU to a central RSU. Costs are assigned to eystem is not effective to deliver the buffered data traftic a
ergy consumption as well as possible violation of a soffie S-RSU, and thus, a new system is needed (for example, by
delay bound. We theoretically prove that an optimal stogpirusing cellular communications or satellite communicagjon
strategy has a conditional pure-threshold structure, &ed t Therefore, when the S-RSU stops at a vehicle, it is very
threshold can be calculated offline quickly by our providelikely that the information units that have delay bound aiol
method. Upon arrival of a passing-by vehicle, if the vehggda tion belong to the same event. For the same event, a single
meet the delay bound requirement, the S-RSU only needsitformation unit with delay bound violation and multiple
compare the arrival moment of the vehicle with the thresholdformation units with delay bound violation have the same
to make its decision. Thus, the derived stopping strategy ceffect on processing of the event: both will make processing
be implemented in a VANET easily with very low complexityof the event at the receiver side delayed. Thus, when there



is delay bound violation, we do not make the penalty charge C.|T,.41 > 7}, D —b < 7 < D — a, is derived in
proportional to the number of information units with delay  Appendix D.

bound violation. Rather, we use a fixed penalty charge for Elx T ¢

one or multiple information units with delay bound violatio [Xn41|Tn, = ¢]

In addition, if the data traffic of the wireless sensor networ ) (X, 41Tn, 41 < D —b,T, =]
is encrypted, an encryption segment consists of a number PriT Dbl —t¢
of information units. At the receiver side, decryption of an X Pr{Tn, 1 < [T, }
encryption segment can be done only after all information +E [Xn,+1[Tn,+1 > D = b, T, = 1]

units in the segment are received. Then for an encryption x Pr{T,,+1 > D —b|T,,, =t}

segment, a single information unit with delay bound viaati o [Pt

and multiple information units with delay bound violatioath = / pxe " da + (g(D — b) — t) e HP=b=D
will make the decryption process at the receiver side delaye 0

Thus_, it is reaso_nable to charge a fixed pena_lty V\_/hen one or :l _ (D - 1 g(D — b)) e~HD=b=t)  (19)
multiple information units have delay bound violation. I I

in which equality (viii) uses Total Probability Theorem,
equality (ix) uses the fact that the vehicle inter-arrival

B. Proof of Theorem 1 durations are exponentially distributed with parameter

Considering Problem (5) with\*, from i) we know that andg(r) = E [Ty, 1|Tn, 1> 7], D—b<7<D—uq,
NT(X*) is optimal stopping strategy. In other words, for s derived in ApﬁendixlTD. B o
any stopping strategyV. € C, we haveE [Zx(\)] =, When(D—b) <t < (D —a): We have
E[Yy — N*Ty] > ]E[ZNW)(A*Q — 0, in which the Pr(n. +1= [Ty =1}
last equality comes from ii). Based on this, we have T e
E[YN]/E[TN] > A" bt = (D—t)b“ [ D=en)

Further, from (4), we haveE {ZNT(A*)()\*)} = a
E[Yivi ooy = X Tt |- AS E [ Zyi 3y ()| = 0 which is andE [X,, 41|T,, = t] = g(t) — .

. Thenm(t, ) can be expressed as
from ii), we haveE [YNT(,\*)]/E [Tm(,\*)] = \*. Together
with E [Yn]/E [Tn] > A*, we can see that among all stopping m(t, A)
strategies inC, NT(\*) minimizesE [Yy]/E [T], and thus, CDn () e . 1
is an optimal stopping strategy of Problem (3), with the |~¢ o=y E) _/\(ﬁ —(D=b+ 5 —9g(D—b))
optimal value of the objective function of Problem (3) being x e~ HD=b=1)) if 0 <t < D—b;
A Bh(t) —A(g(t)—t), f D-b<t<D-a.
(20)

C. Proof of Theorem 2 It can be verified from (20) thatn(t,\) is continuous for

Since the expression af(t, \) includes the following two ¢ € [0, D —al. _ o
terms: Pr{n, + 1 = C,|T},, = t} andE [X,,, +1(T,, = t] Supposex > 0 and there is &* € [0, D — a) satisfying
(t € [0,D — a]), we need to calculate the two terms. Wen(t",A) = 0.
consider the following two cases. If t* € [0,D —b), from (20), we have

« When0 <t < (D —b): We have L p\ P 1
m(t*,\) =fe—rP=t) (277 _ /\(— —(D-b
Pr{n, +1=C.|T,. =t} a i
Wprin, +1=Cp|Ty, 1 >D—b,T,, =t} - b))e*MD*b*f*)) > 0.
% Pr{Tp, 1> D — b|T,, =1t} a

(i Then, we have
Zh(D — b)e P70

st ImltA) | = pm(t,A) + A > 0, (21)
_ (_) e—ube—u(D—b—t) P——
a , If t* € [D—b,D — a), from (20), we haven(t*,\) =
= h(t*) — X(g(t*) — t*) > 0. Then, we have
—e— (D1 (é) , (18) Bh(t*) (9( ) ) 20 w Vi
in which equality (vi) uses Total Probability Theoremand % |,_,. dt dt g
the factPr{n, + 1 = C;|Ty,,4+1 < D -b,T,, =t} =0, ®) N .
and equality (vii) use®r{n, +1 = C,|Ty +1 > D — = PuFs(D = 1)h(i") = Auls(D =)
b, Ty, = t} = PI‘{TLT +1= Cr|an+1 > D - b} and X (g(t*) —t )+)‘
Pr{T,,+1 > D — b|T;,, =t} = e #P=0=1 (recalling _ g . N
that vehicle inter-arrival durations are exponentiallg-di uEs(D —t )(ﬁh(t )= (g(t )t )) +A
tributed with parameter). Here h(r) 2 Pr{n, + 1 = = pFs(D —t")m(t", \) + A > 0, (22)
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where equality (x) uses the following two equations: Since we have

dh(r
O k(D - nte), MT) _ yFs(D -~ P)h(r) >0 forr € (D~ b.D —a)
dg(t
—zt) = uFs(D—1t) (g(t) — 1), a”‘;h( :
.
which are from Appendix D. g |=p-a = pFs(@)h(D —a) =0 (as Fs(a) = 0),

Thus, if for somet* € [0, D — a), we havem(t*,\) > 0, . . I Lo
then from (21) and (22) we have it can be concluded thdi(r) is strictly increasing inD —

b, D — al.
Omt,A) _ o fori e D — a), Similar to the derivation of:(7), for g(r) we have

ot
. o o 9(r — A7) = (1 = pAT)g(7) + pATFs(D — 7)7
hich t, A trictl neft, D —al.
which meansn(t, A) is strictly increasing irt € [t*, al 4 uAF(1 = Fg(D — m))g(r) + o(A7),

which leads to

D. Derivation ofh(7) and g(7) ) —g(r — AT o(AT
' o A0 =980 (D7) (o) —7) - 227
We consider the following stopping strategy: ) T T
Letting A7 approach zero, we have
N(r) =min{min{n: T, > 7,7, + S, < D},C} dg(r)
g\7T
for D—b<7<D-—a. o =MD =7) (9(1) = 7). (25)
According to the definitions of(7) andg(7) in Appendix Using the initial conditiony(D—a) = D —a+ 1/, we obtain
C, we have '
b (@)
Br)=Pr{N(r)=C},  g(r) =E[Tn)] o(r) = D h()a— + 2 (9)
uw b—al\e
with the following boundary conditions: D—7 ab e
1 X / (z—a)z beet-a dz} (26)
h(D—a)=1, g(D—a)=D—a+ —. a
H for D — b <7 < D — a, whereh(r) is given in (24).

We first deriveh(r). For D — b < 7 < D — a, consider
a sufficiently smallA7r such thatr — A7 > D — b. Recall
that vehicles arrive at the S-RSU following a Poisson precel. Proof of Theorem 3
with parameteru. Thus, within duration(r — A7, 7), the
probabilities of no vehicle arrival, one vehicle arrivahda
two or more vehicle arrivals are expressed (as— uAT), I : :
uA7, ando(Ar) (higher order ofAr), respectively. Consider }he(n)\;hia ot;ecjt:vﬁelfunctmn E&?Obls\?; (hGchean be written as
stopping strategyN (7 — A7). If no vehicle arrives within <7\ = @7 {nr=Cr} e
duration(r — A7, 7), then the S-RSU should continue to wait  E [inf,,, (Z,, (\))] > wPk+ E [inf,, (—AT},,)]

Since the S-RSU is forced to stop when = C,., for
presentation simplicity we can s&%,. = 1¢, for n, > C,.

for the next vehicle that comes after momentf one vehicle

, . > © X ' =wPkrk—E ny AT,
say thenth vehicle, arrives within duratiofr — A, 7), and W [5uP n, AT, ]
T, + S, < D, then the S-RSU stops and there is no need to > wPr = AE[Tc,]

wait afterr. If one vehicle, say theth vehicle, arrives within —oPr-A[D-ax+ 1 S oo
duration(r — A7, 1), andT,, + S, > D, then the RSU should a o ‘
skip this vehicle and continue to wait for the next vehiclatth (27)

comes after moment. As a summary, we have . .
According to Wald’s EquationE [I¢,] = E[C]/u. Thus,
h(t — A7) =(1 — pAT)A(T) + pAT (1 — Fs(D — 7)) h(r) E[C,] < E[C] < oo (sinceE [T¢,] < oo), which leads to

+o(AT), 1i0,<oc} = 1 @s.. Again, since the RSU is required to stop
) whenn, = C,., the stopping strategies that we consider have
which leads to the propertyN,.(\) < C, and thus
h(t) — h(t — AT o(AT
( ) A(T ) = NFS(D — T)h(T) — (AT ) E [NT(/\)] < o0 a.s.. (28)
Letting At approach zero, we have According to Theorem 3.1 in [26], when the two inequalities
(27) and (28) hold, there exists an optimal stopping stsateg
dZ(T) = uFs(D — 7)h(7). (23) N/()) for Problem (6), and the optimal (minimal) objective
-

function of the problem is denoted &5 (\) = E [ZNTT()\)}'

To prove the optimality of the myopic stopping strategy
i / D\ o N™(X) in (7) for Problem (6), it suffices if we can show that
h(r)=eM Do Fs(D-a)de _ ( ) e~ =2 (24) the optimal objective function of Problem (6) is not lessrtha
a the objective function of the myopic stopping strategy* (),
forD-b<7<D-—a. as follows.

Using the initial conditionh(D — a) = 1, we obtain
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For Problem (6), if the S-RSU is forced to stop when thE. Proof of Theorem 4
vehicle indexn,. is more thanJ, then we call this problem
bounded at/. Recall that Problem (6) is monotone problem. Consider positive\, and \; satisfying\, > ;. We have
Thus, Problem (6) bounded dtis a finite horizon monotone

problem, and thus, according to Theorem 5.1 in [26], theezorr V() = |:YNT A } -ME |:TNT()\1):|

sponding myopic strategy for Problem (6) bounded agiven

as Nrm’(‘l)(x\) = min 4 min {n,, cm(Th, , A) > 0} .C,, J}, >E [YNT(M)} — AR [TNT(M)}’ (31)
is optimal, with the achieved objective function denoted ag which the inequality is becausg < \s.

V(A =E [ZN?,(J)(A)(/\)}. For Problem (5) with parametex,, its optimal strategy is

denoted asNT(\y). In other words,NT(\y) minimizes the
Based onNi()\), we define a new stopping strategy a§bjective function of Problem (5) with paramet&s. Thus,
NYY()\) = min{NI()),J}, for J > 1, and denote the W€ have

corresponding objective function ds(\). Th?nn )/;/e have V(d) =E [YNT(M} —\E [TNWQ)}
VI®l(\) = V*(\). Since stopping strategw,"'"’(\) is
optimal for Problem (6) bounded af, and N:’'()) is a <E [YNT(AI)} - AE [TNT(AI)] (32)
stopping strategy for Problem (6) bounded .8t we have
V() > V) (X). Then Combining (31) and (32), we havé(\;) > V()\2). Thus,
J V() is strictly decreasing in\ > 0.
0 <V Ve < [ 71 (3 } £ [ZN } Next we prove that/()\) is uniformly continuous, i.e., for
any e > 0, there exists & such that for any\; and A\,
[ {NT(A»J} (ZN NT(A) ) satisfying [A\2 — \1| < §, we have|V(\y) — V(A1) < e
We seté = €¢/E[T¢]. Then for any\; and )\, satisfying

ZNi ()\))] 0 <AL <Az <A1+ 4, we have

T > zZ
2 1w (o V() V()

|
_ =V(A) = V(A2)
{NT(A)>J}<5(1{TJ+SJ>D} { Nrm*SNmPD}) <V(\)=V(A+06)
=V(\) - (E [YNT(X1+6)} — (M +)E [TNT(MH)D
+ )\(TNTT()\) —Ty)
=V(\)—(E |:YNT()\1+6)} - ME [TNT(MH)})
<E [I{N,I(A)>J} (25 + AT T(A)):| +0E [TNT(A1+6)}
(xii) (xiv)
<E {1000y (20470 (29) < OE|Tyioys) < 0BT =

. t in which inequality (xiii) is becaus&/(\;) is the minimal
Since Pr{N;(A) > J} — 0 as.J — oo, then we have objective function of Problem (5) with parametes, and
E |1 N> N (284 Mg, )} — 0 asJ — oo. Then from inequality (xiv) is becaus&'(\; + ) < C.

(29) we have Since a uniformly continuous function is also continuous
D [28], it can be concluded thdt' (\) is continuous in\ > 0.
Vi) = Jim v (yig&EP <WMM}
= lim Jinf E |:ZN'm,,(J)(A) ()\)}
—00 7'
(xi) o G. Proof of Theorem 5
> E {hm Jlggo ZNl,L.(J)(A)(A)}

i When0 <t < (D —b), similar to (18), we have

D B [ Zp (V). (30) (D=5) (18)
A o . Pr{N(t) = C} = "P""On(D~b)  (33)
in which inequality (xi) follows from (27) by applying ab
Fatou’s lemma [27], and equality (xii) follows from the — o H(D—1) byt (34)
fact that NT’"’(")(/\) is an increasing sequence of stopping a ’

strategies converging tV,"()). Because of (28)N,"()) in which h(7) is derived in Appendix D. Similar to (19), we
is a fixed integer from some/ on a.s.. Thus we have €have

liminf 0 Zm, (‘”(A)()‘) Znmy(A) a

4 1 1 —u(D—b—t)
_ . o E|Tyg|==+t=(D=b+——g(D-b))e" .
Inequality (30) means that the achieved objective function H M 35
in the optimal stopping strategy for Problem (6) is not less _ ( )
than the achieved objective function of the myopic stoppingP Pr{V(t) = C} andE {TN(t)} are both continuous in €
strategy N (). So the myopic stopping strategy is optimal0, D — b), and thus, from (12)k(¢) is continuous int €
for Problem (6). [0,D —b).
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When (D —b) <t < (D — a), we have When (D —b) <t < (D — a), from (36), (37), (23), and
(25), we have

D — t % pnb(D—a—t)
Pr{N(t) = C} = h(t) = —h=, (36 dPr{N(t)=C} dh(t
{0 =ch=ni = (21) e (36) VO =0} G0 e,
- {TN“)} — ) ar [TN@} 490 pep —1) (9(t) =)
where h(t) and g(r) are derived in Appendix D. So dt T ar M g '
Pr{N(t) = C} andE [TN(t)} are both continuous it € Then from (13), we have
[D—b, D—a], and thusk(t) is continuous it € [D—b, D—al]. I(t) =uBFs(D — t)h(t)g(t)

Moreover, around = D — b we have

im )
1 Pr{N(t) =Y & n(D—
t<D—b,1t_>(D_b) r{N(t) =C} h( b)

— uFs(D —t) (g(t) — t) (wPk + Bh(t))
=pFs(D —1t) (t (wPk + Bh(t)) — g(t)o.}P/i)

(xvi) oy — h(t)t
Pr{N(D —b) = C}, =wPruFs(D —t) (t —g(t) + —ﬁw]gf)@ )
in which equalities (xv) and (xvi) are from (33) and (36),
respectively, and =wPkpFs(D —t)p(t), (41)
A .
i - —b) = wherep(t) =t — g(t) + —2-h(t)t. From (41), it can be seen
t<D7b}1?L(D7b) E {TN(t)} g(D b) E {TN(be):|a p( ) g( ) wPk ( ) ( )

that!(¢) is continuous irt € [D — b, D — al.
in which the two equalities are from (35) and (37), respec- Whent € [D — b, D — d

. ! , according to (25), we have
tively. SOPr{N(t) = C'} andE {TN(t)} are both continuous

att = D — b, and thusk(t) is continuous at = D — b. _dg®)
Overall, k(t) is continuous int € [0, D — a]. t—g(t) = Wgtt)
(D —
H. Proof of Theorem 6 Then, we have
When0 <t < (D —b), from (34) we have ~dg(t)
ot t) = de h(t)t
APHNW =C) | aip-o (9) ey Mmooy ers
dt a ' dh(t) o pab jab pbe
- 7 — 1 aj)b-a — Tbh-aeb-a d
From (35), we have _ _dt (a e (6)7 L (e -2 c Z)
pFs(D —t)
d]E TN(f) 1 rab na n —t
% =1+ pe MDD <g(D —b)—D+b— ;> . nt) (£ (2)% (D—t-a)(D - t)—rie%>
B9 pFs(D —t)
Then from (13), (34), (35), (38), and (39), we have exprassio B ()¢
of [(t) in (40) on top of next page. T wPk
From (40) we know that(t) is continuous in[0, D —b). = h(t)q(t), (42)

Taking the first-order derivative dft), we have

pab prab
dit b\ e b\ e
( ) :Mﬁe—u(D—t) (a) —|—/.L25t6_‘u(D_t) <E>

dt et pot
1 b a\ b _ pab bz
t) =a — — — — b—aeb-a d
— wPRp2e—HD=b=1) (g(D—b)—D—f—b—l) q(t) =a u+b—a(e) /a (z—a)z e z
/’I’ pmab

= ay)’e _ pab  pb(D—t) I1

B -\ = D —t) e v ,
Z/t{uﬁte“(Dt) (é) v B wpﬁue,u(pfbft) (e) ( ) e + "y
a

X (g(D—b)—D—Fb—%) —wP/f}

where the second equality is from (26), the last equality is
from (23) and (1), and(t) is defined as

Taking the first-order derivative af(t), we have

b—a a “ ¢
rab dat) _ _ _pb_(a (D—t—a)(D — 1)~ #5557
b\« dt b—al\e
+ pwPr + pe P10 (—) pab
b—a e
! + (1 _ pab > <3> (D —t)~ #2255
—up—t) (D" b—a e
=pl(t) + pwPr + pfBe - > ul(t). wab
a /J,b a\ b 1 pab  pb(D—t) B
. . L + - (D —t) "bt-ae b-a 4
Thus, if there is a* € [0, D — b) satisfyingl(t}) > 0, then b—a\e wPk
dl t pab
we haveL > 0 for t € [t}, D — b), and subsequently we _ (g) b-a (D - t)_;:fl{ieub}(??;t) . Ié] S0
havel(t) > 0 for t € (t!, D — b). e WPk
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prab

= (1
—+t—<D—b
o

1) =pse 0 (2

a

)

1
— 1+¢wMDbt)(g@)—b)—l)+b———> wpn+¢kMDw<_
W

prab

t—a 1
=pfBte P10 <g> — WPk 14 pe~HP—b=1) (g(D -b)—D+b— ;)

1
+ - g(D _ b)) e—u(D—b—t)
o

(40)

As shown in Appendix DA(t) > 0 and dh(t) >0inte
[D—b, D —a). So if there is a* € [D — b, D — a) such that

I(t+) > 0, then from (41) we have(t}) > 0, and further from [7]

(42) we haveq(t*) > 0. Together with the fact that% >

[6] Y. Huo, W. Dong, J. Qian, and T. Jing, “Coalition game-bdadsecure and

effective clustering communication in vehicular cybeggpioal system
(VCPS),” Sensorsvol. 17, no. 3, p. 475, Mar. 2017.

R. Atallah, M. Khabbaz, and C. Assi, “Energy harvestimgviehicular
networks: A contemporary surveylEEE Wireless Communvol. 23,
no. 2, pp. 70-77, Apr. 2016.

[8] A. A. Hammad, G. H. Badawy, T. D. Todd, A. A. Sayegh, and Dag,

dh(t) “Traffic scheduling for energy sustainable vehicular isfracture,” in
0, h(t) > 0 —— >0forte[D—bD—a), we have that  proc. IEEE GLOBECOM 2010pp. 1-6.
_ 9] Y. Li, Y. Jiang, D. Jin, L. Su, L. Zeng, and D. Wu, Energyhelent
( ) I h t IS StI’ICt|y mcreasmg and always posmve fort optimal opportunistic forwarding for delay-tolerant netks,” IEEE
te(t aD __ a). SinceFs(D —t) > 0fort € [D—b,D—a), Trans. Veh. Technolvol. 59, no. 9, pp. 4500-4512, Nov. 2010.
from (41) it can be concluded th&tt) > 0 for ¢ € (t*, D—a). [10] E. Altman, A. P. Azad, T. Basar, and F. De Pellegrini, t@yal

Sincel(t) is continuous in the intervals df, D — b) and

[D—b,D — a], and
lim I(t)
t<D—b, t—(D—-b)
—ub b ;;sz
= pB(D —b)e™! o +wPrp (D —b—g(D —1b))
= wPru (D —b—g(D—-0)+ D — b)(D _b))
wPk

lim
t>D b, t—(D—b)

1(t)

(in which the first equality is from (40), the second equaikty
from (24), and the last equality is from (41) aid (b) = 1),
it can be concluded thdtt) is continuous in0, D — a].

From (40), we have

1
D4b——

)

According to the definition ofy(¢) in Appendix C, g(D —
b) =E [T, +1|Tn,+1 = D —b] > D —b+1/p, which means
[(0) < 0. From (41), it can be seen thHtD — a) = 0 due to
the fact thatFg(a) = 0.

1(0)

ﬂﬁ%Q+M€MDw<MD—m—
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