IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY (ACCEPTED)

Mobile Relay Scheduling in Partitioned Wireless
Sensor Networks

Zhong ShenMember, |IEEE, and

Hai Jiangsenior Member, |EEE

Abstract—In a wireless sensor network (WSN), sensors collect WSNs in environmental monitoring, sensors may be damaged

data that need to be delivered to a base station. This requige

that the WSN should be a connected network. However, due to

possible failures of sensors, a WSN might be partitioned it
multiple isolated blocks. A solution to reconnect the WSN is

by natural disasters (fire, floods, earthquakes, etc.). Bugb-
scale damages may disconnect and partition a WSN into
several isolatedlocks [2], [3]. Each block is a connected sub-

to deploy mobile relays in the WSN, and schedule the mobile N€twork, and sensors in different blocks cannot commuaicat

relays to positions that can reconnect the isolated blocksln
this paper, we target at a mobile relay scheduling algorithm
with the minimal total movement cost such that the partitioned

WSN becomes connected. We give a definition for boundary

sensors of blocks, and show that, to connect two blocks, fewe
mobile relays are used if we connect the two blocks through
a pair of their boundary sensors. To connect a given pair of
boundary sensors from two blocks, we derive the optimal new
positions of mobile relays, which minimize the total energy
consumption of mobile relays when relaying information betveen
the two blocks. To connect a partitioned WSN with multiple
isolated blocks, a mobile relay scheduling problem is formlated

with each other.

Although adding more sensors in the target area may make
the WSN more likely to remain connected after some node
failures, this method is costly, and may be inefficient anthwi
high risk in hostile or hazardous environments. An altameat
solution is to placeelays between blocks such that the blocks
are reconnected [5], [7], [8]. Generally, relays are morstlgo
devices, and are more powerful (e.g., have more energysuppl
and a larger transmission range than regular sensors)e Sinc
the relays are more expensive, it is desired to use as few

and shown to be NP-complete. Then a greedy mobile relay relays as possible to reconnect a partitioned WSN. Recently

scheduling algorithm is proposed to select boundary sensgrairs
and reconnect the WSN by scheduling mobile relays to optimal
new positions of connecting the selected boundary sensor ipa
Since the selected boundary sensors are gateways of blocksd
the moved mobile relays serve as routers to connect the blosk
any failure of them may disconnect the WSN again. According,
another greedy mobile relay scheduling algorithm is propoed to
reconnect a partitioned WSN such that the reconnected WSN
can tolerate failure of one gateway or one router. Extensive
simulations demonstrate that the proposed algorithms havéetter
performance over other existing methods in terms of higher
success probability and less movement cost.

Index Terms—Bi-connectivity, connectivity, mobile relays, net-
work partitions, wireless sensor networks.

I. INTRODUCTION

relay-assisted WSN reconnection has received much résearc
attention [5], [7]-[12]. These existing research worksuass
that relays can be placed at any positions. However, this
may not be true when the application environment is remote,
hostile, or hazardous.

In remote, hostile, or hazardous environments, mobile sode
can be used to move to new locations to serve as relays
for sensors [2], [13], [14]. The micro-electro-mechanisps-
tem and robotic techniques enable nodes to move, which
significantly benefits the applications of WSNs. A variety
of robotic platforms have been developed including cae-lik
robots, robotic fish, andnicro aerial vehicles (MAVS) [14].
Compared with car-like robots, MAVs such &elFly [15],
DragonFly [16], and SensorFly [17] can quickly fly to target
locations. When these robotic platforms are equipped with

In a wireless sensor network (WSN) [1], sensors collesensing and communication units, they are often catiebile
and forward data to a base station (BS). For this, one bas@sors. The applications of mobile sensors have attracted a lot
requirement is that the WSN should be connected such tiatattention. In many applications, mobile sensors and leggu
data collected by each sensor can be successfully delivesesisors together form taybrid WSN, and mobile sensors can
(through one or multiple hops) to the BS. However, in sonmse used to collect data from other sensors [18], to improve
cases, WSNs may be disconnected due to node damage [&twork coverage [19]-[22], to repair networks [6], [234],

[6]. For example, for WSNs in battlefield surveillance, sass

and to enhance fault tolerance [25], [26].

in some areas may be destroyed by enemies or explosives; fain this paper, we investigate reconnecting a partitioned\Ws
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by mobile sensors. Like [6], [19]-[22], we also consider a hy
brid WSN, in which mobile sensors are deployed together with
regular sensors. If the WSN is partitioned due to damages to
regular sensors (some mobile sensors may also be damaged),
remaining mobile sensors can be scheduled to move to new
locations to act as routers to maintain the network conviégcti

The following three practical factors for mobile sensors in
WSNSs are taken into account in our research.
1). The moving capability of each mobile sensor is limited.
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2).

3).

For example, the maximal moving distance of a mobile

TABLE |
SUMMARY OF IMPORTANT SYMBOLS USED.

sensor in the XYZ platform in [27] is 165 meters. In
Symbols

Description

a self-healing minefield program, a mobile sensor isp;
equipped with a fuel propeller and can make up to 100G,
leaps [21]. MAVs such as DelFly [15] and DragonFly f(s_ o)
[16] have about 15 minutes and 25 minutes flight time, "™/
respectively.
For a mobile sensor, power consumption in movement'l
is much higher than that in data communications. For
example, the energy consumption for a mobile sensor to:
move one meter is about 27.96 Joule, whereas the ener
consumption to transmit one bit information is only about ~***/
1 x 10~7 Joule [28]. So, our main goal is to minimize P
the total movement cost (defined as movement distance)

in rebuilding network connectivity. %

It is desired that the rebuilt WSN can still be connecfed i s;
subsequently one mobile sensor that connects the blocksH;SiSjH
fails.

mj

o
Since mobile sensors will serve as relays, to be clear, we
call themmobile relays in the sequel. With the above three

factors taken into account, we give a definition fmundary

theith block (or partition)

a bipartite graph

the number of blocks (or partitions)

the minimum number of mobile relays needed to connect
Si and Sj

the jth mobile relay

the set of mobile relays

a maximum cardinality matching d&;, with minimum
cost

the number of sensors

the number of mobile relays

the set of optimal positions of mobile relays to connect
ands;

the set of new mobile relay positions determined by

a mobile relay scheduling algorithm

the transmission range of a sensor

the transmission range of a mobile relay

the ith sensor

the distance betwees; ands;

the set of sensors

path loss exponent

the maximum number of mobile relays needed to connect
any boundary sensor pair from two different blocks
mobile relay percentage

sensors of blocks, and show that, to connect two blocks with
as few mobile relays as possible, we should connect the two

blocks through a pair of their boundary sensors. To connect
given pair of boundary sensors from two blocks, we derive t

optimal new positions of mobile relays, which minimize th

total energy consumption of mobile relays when relayingiinf
mation between the two blocks. To connect a partitioned W
including multiple isolated blocks, we formulate a mobile
relay scheduling problem, and show that it is NP-completg.
Thus, we focus on heuristic algorithms. A greedy mobileyrel
scheduling algorithm is proposed to reconnect a partition
WSN by selecting boundary sensor pairs and schedulif
mobile relays to optimal new positions of connecting th
selected boundary sensor pairs. Since the selected bgun
sensors are gateways of blocks, and the moved mobile rel
serve as routers to connect the blocks, any failure of th

may disconnect the WSN again. Accordingly, another gree
mobile relay scheduling algorithm is proposed to reconaec

partitioned WSN such that the reconnected WSN can tolerate

failure of one gateway or one router.
The remainder of this paper is organized as follows. R

e}h minimum Steiner points and bounded edge length (STP-
SPBEL) in [29]. In specific, for a number of nodes to
e connected in a two-dimensional Euclidean plane, some
§szations other than the nodes’ positions are found, referr
to asSeiner points. Then relays are placed on some Steiner
oints to connect all the nodes. An optimization problem is
ormulated to minimize the number of Steiner points needed
10 connect all nodes. The STP-MSPBEL problem is NP-
mplete. For reconnecting a partitioned WSN by using relay
des, approximate algorithms are given in [4], [9]-[11],
?]. In [10], regular sensors and relay nodes have differen
ra§1smissi0n ranges. In [11], relay nodes are required to be
Y ced at a subset of predetermined candidate positiores. Th
rks in [4], [11] focus on fault-tolerant networks with the
Ip of relay nodes. In all these works, the main task is to
connect a number of target sensors rather than a number of
isolated blocks (each being a connected sub-network iimgdud
(ren_ultiple sensors).

lated works are reviewed and discussed in Section 1l. TheA WSN may be partitioned into multiple blocks if large-
network model is presented in Section Ill. Section IV présenscale damages happen. The partitioning of WSNs and restora-
some results regarding connecting two isolated blocks af@n techniques are comprehensively surveyed in [2]. Heee,
formulates a mobile relay scheduling problem that conne@gly review several related works using relays, and readers
a partitioned WSN including multiple isolated blocks. Th&&n refer to [2] for more information. The works in [5], [7],
proposed mobile relay scheduling algorithms are detaited [Bl: [30] investigate how to repair a partitioned WSN thraug
Section V. Performance evaluation is given in Section Vielay node placement. A block is modeled as a single node
Conclusion is given in Section VII. Table | summarizes somi8 [7]. [8], [30], which may simplify the analysis for relay

important symbols used in this paper.

node placement. However, more relay nodes than necessary

are likely to be placed [5]. On the other hand, in [5], a block

Il. RELATED WORKS

is modeled as an entity with a particular shape and size,
and different blocks have different shapes and sizes. @ifite

In this section, we briefly review related research efforis drom these existing works thatace relay nodes and focus on

reconnecting partitioned WSNSs.

minimizing the number of relay nodes placed, we consider

With assistance of relay nodes, the problem of reconnectisgpeduling mobile relays (since it may not be feasible to
a partitioned WSN is formulated as S3ieiner tree problem place relay nodes at any positions in hostile or hazardous
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environments) and focus on minimizing the total movemento sensors (say sensorsands;), if their distancé denoted
cost of mobile relays to reconnect a partitioned WSN. as||s;s;|| is not more thamr, they can communicate directly
Mobile sensors have been widely used in many applicaith each other. For a mobile relay to communicate directly
tions of WSNs. The work in [14] surveys the hardware andith a sensor or another mobile relay, their distance shbald
dispatch software (or algorithms) of mobile sensors initletanot more than- or R, respectively.
The problem of using node mobility to achieve connectivity Consider that the set of sens@rss partitioned intoK (> 2)
restoration is investigated in [24], [31], [32]. In theserk® isolated blocks denoted &%, B,, ..., andBx. The sensors
wireless sensor and actor networks (WSANS) are considerad,each block form a connected sub-network. The BS is
in which mobile sensors or actors are powerful devices wittssumed to be in one of the blocks. Therefore, it cannotwecei
moving capabilities, and can perform tasks such as surviwensed data from other blocks. Mobile relays are then used to
search and fire extinguishing. If one or multiple actors, faiteconnect the blocks. In specific, for two blocks, some n&obil
the WSAN may be disconnected, which can be repaired bglays move to the area between the two blocks to form a
subsequent movements of some actors. In [6], the problerw path such that any two consecutive nodes on the path can
of reconnecting a partitioned WSAN is modeled as a mixesbmmunicate directly. In other words, the new path establls
integer linear program problem. In these research works, thy the mobile relays forms a bridge between the two blocks.
focus is to rebuild connectiommong mobile sensors (or Given S, M, By, Bs,--- ,Bg, our target is a mobile relay
actors). Different from these research efforts, we focus oscheduling scheme that can reconnect all the blocks with
maintaining the connectivity of sensor nodes by schedulitige minimal total movement cost. The research problem is
mobile relays. challenging due to the following reasons. First, for each
The work in [23] investigates a class of movement probmobile relay, the number of possible new positions is irdinit
lems. All nodes, viewed as vertices of a graph, have moviBgcond, the mobile relays have limited and different moving
capabilities. It is required that the nodes move along tleapabilities. Third, although it may be possible to move som
edges of the graph. In contrast, we do not have suchmbile relays to simultaneously connect three or more kdpck
restriction in our problem. The works in [25], [26] focus orthe computational complexity is huge. Therefore, in thiskyo
fault-tolerant networks (such as bi-connected networks) Ithe purpose of any movement of any mobile relay is to connect
exploiting node mobility, assuming that all nodes can mowuao particular blocks.
with unlimited moving capabilities. In our work, we also
consider establishing a fault-tolerant network. But wele®s |\ ResULTSREGARDING CONNECTING TWO | SOLATED
that only a limited number of nodes (i.e., mobile relays) ig; 5cks AND PROBLEM FORMULATION EOR CONNECTING
our considered network can move and they have different and par1i710NED WSN INCLUDING MULTIPLE | SOLATED
limited moving capabilities. BLOCKS

I11. NETWORK MODEL A. Boundary Sensors

. . _ . _First consider reconnecting two particular blocks, saxko
Consider a WSN with regular static sensors and mobl]? 9 P ¥
3

| A is t lect inf tion in it iahbasti ; and B;. One simple way to reconnect the two blocks is
relays. A sensoris to collect information in its n€IGhLALO o gejact two sensors, each from a block, and move mobile
send the data to its next-hop node to the BS, and also h

ffays to be along the line segment between the two sensors.
other sensors to forward their data to the BS. The mobiIe;:'selaDen)(l)te the two s%nsors a;sangds- from blocksB.: andB.
J 7 J

are to mamtam_the connectivity of the WSN. Therefore, thr%spectively, and denote their distance |fass;||. Since the
mobile relays will keep inactive if the sensors themsehaas Ciransmission ranges of a sensor and a mobile relay |
form a connected network. When large-scale damages happgn

. espectively, withR > r, the minimum number of mobile
some sensors and mobile relays are damaged, and the

is partitioned into multiple isolated blocks. Then some iteb _. ys needed to connest ands;, denoted asl(s;, s;), is
. . . iven as

relays (which are not damaged) will be activated and move %0

locations between the isolated blocks, to serve as roduiters ( 1, i r<[sisil| <2r

to help forward traffic between the blocks) such that the kdoc L(si,s5) = { 1+ [w] it [ls;s;]| >2r 7 (1)

are reconnected. Since mobile relays are more expensive, we R 7 !

assume the number of mobile relays is much smaller than tiatwhich [-] is the ceiling function. Whem < ||s;s;| < 2r,

of regular sensors. The moving capabilities of mobile relaynly one mobile relay is needed to connegtand s;. When

are limited and may be different from each other. |lsis;|| > 2r, one method to deploy the minimum number of
For a partitioned WSN, assume there are totallgensors mobile relays i$: first deploy two mobile relays to be along

that function well, denoted as, s, ..., 5,,, and totally/N mo-  the line segment between ands; such that the two mobile

bile relays that function well, denoted as;, m., ..., my. The relays’ distances te; ands;, respectively, are both; then, to

sets of sensors and mobile relays are 8135 {s;, 52, , 50} connect the two mobile relay$(|s;s;|| — 2r)/R] — 1 more
andM 2 {m1,ms - ,my} in the Euclidean plane. Note thatMobile relays are needed.

5 (OI’ ml) is also used to represent the position _Of .Semﬁ@r 1in this paper, a distance means an Euclidean distance.
mobile relaym;). DenOt?T and R as the t_ransmllssmn ranges 2note that the method to deploy the minimum number of mobilayto
of a sensor and a mobile relay, respectively, witkk R. For connects; ands; is not unique.
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Next we show that, to use as few mobile relays as possible to
connect two blocks, it is optimal to connect a pair of bougdar
sensors, each from one block. Recall that the minimum number
of mobile relays needed to connect two sensors,ssands;
from blocksB; andB;, is denoted ad (s;,s;) given in (1).
The following theorem is in order.

Theorem 1. Consider two block®; andB; and two sensors
s; € B, ands; € B;. If one (or both) ofs; ands; is (are) non-
boundary sensor(s) of the corresponding block(s), therethe
Fig. 1. Example of boundary sensors. exist a pair of boundary sensors from the two blocks, denoted
ass; € B; ands; € B;, such thatl(s}, s}) < L(si, s;).

Proof: See the Appendix.

Intuitively, for connecting the two blockB; andB;, sensors
on the boundaries of the two blocks should be selecteds Optimal New Positions of Mobile Relays for Connecting
as s; and s;, to use as few mobile relays as possible t§,0 Blocks
connects; and s;. In the literature, the works in [33]-[35] Theorem 1 shows that, to connect two blodksand B
provide methods to approximately discover the boundary ofv\zlae should onl consider, connecting two boundar sje,nsors
network, as well as some work [5] that places relays to cdnn(?c Y 9 y

boundary sensors such that a partitioned WSN is reconnec eg™ them. Although the minimum numbelr of.mob!le relays
connect two boundary senso¢s and s; is given in (1),
t

However, an accurate definition of boundary nodes is not S o :
y ere are still infinite new positions of thode's;, s;) mobile

relays. Since the mobile relays serve as routers between the
two blocks and the two boundary sensoss and s; are
gateways of the two blocks, it is desired to minimize theltota
- . : . energy consumption of the mobile relays and the gateways in
communication areas of nearby sensors; otherwise, s; is a . .

F]orwardmg traffic between the two blocks. Here we adopt the

boundary sensor. Fig. 1 shows an example of five sensors, i . .
which the five circles are perimeters of the communication'© &Y consumption model provided by [36], and denote

areas of the five sensors. Fer, its circle is completely f(d) & cd® (2)

covered by communication areas of other sensors. So it is a . . o L
as the energy consumption of sending one bit information, in

d/,VQiCh c is a constant value] is the distance from the sender
to the receiver, and is path loss exponent with value varying

So the four sensors are boundary sensors. . . .
As another example, Fig. 2 shows a partitioned WSN Wilflr'om 2 to 4 (determined by the propagation environment). One

eight blocks in 22000m x 2000m square area. It is observe(iusuf'cat'on for this model is that for a given wireless sagjn

from the figure that the boundary sensors of a block ¢ rpm the sender, the received power level at the receiver is
roughly depict the shape of the block proportional tod—“. Thus, in our system, to guarantee a given

acceptable received power level, the transmission power le
3Communication area of a sensor is the area within a circle ¢gnter of Should be proportional td®.

provided in these works.

Here we give a definition for boundary sensor as followys:
is said to be a non-boundary sensor if and only if the perimeter
of the communication area® of s; is completely covered by

the circle is the target sensor, and the radius of the cigclg).i Theorem 2: Consider two blocksB; and B;, and two
A
boundary sensors; € B; ands; € B,. Denotex = L(s;, s;)
2000———— with L(s;, s;) given in (1) as the minimum number of mobile
1500k relays needed to conneet and s;. And denoteP,,,, =

{p1,p2, - ,psx} @s the set of the: mobile relays’ optimal
new positions that, when connecting the two bloéksand
B;, minimize the total transmission energy consumption of
the mobile relays and gateways; (@nd s;). Also denotes;

1600

1400r

12001

ands; aspo andp,.+1, respectively. We havei;, pa, - - , ps
1000f are on the line segment betwegnands;, and
8001 o if (k+1)r > |[sisjl| > r, then|pepesall = [Isis;l /(5 +
ool 1),1=0,1,...5;
o if (IQ — 1)R+ 2r > ||Si8j|| > (Ii + 1)7", then||p0p1|| =
Ipeprsall = v Ipepesill = (sisgll —2r)/ (5 — 1), 1 =
2006 1,2,..,k—1.
& Proof: See the Appendix.
0 200 400 600 800 1000 1200 1400 1600 1800 2000 Note that, given the positions &f and s;, the minimum

Fig. 2. Example of a partitioned WSN. Solid blue circles, gmbplack number of mobile relays needed to connegctand Sj de-

circles, and solid green squares are boundary sensorgmoary sensors, Noted ask, x > 1, can be calculated by (1). Theorem 2
and mobile relays, respectively. determines the optimal positions of thesemobile relays,
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i.e., {p1,p2, -+ ,px}. From (1), it follows (x — 1)R + 2r > corresponding edge of the two boundary sensors is added to
Isis;|| > r. SinceR > r, the range of|s;s;|| can be divided the MST, as shown in Fig. 3(b). Now blocE andB, are
into two parts:(x + 1)r > ||s;s;]| > r and (k — 1)R + 2r > reconnected, to be viewed as a single block denot&] &38..
[Isisj]| > (k + 1)r, which correspond to the two cases irFollowing similar procedure, we add an edge of weight 5
Theorem 2, respectively. to the MST, which connects blocks; &B, with block B,
forming a reconnected blocB;&B2&B3; and then add an
C. Mobile Relay Scheduling Problem for Connecting a Parti-  €d9€ Of weight 6 to the MST, which connects bldgk with
tioned WSN including Multiple Blocks !olock IB%l&]B%Q&IB%g. Then, for each .edge with nonzero weight
. . in the MST (i.e., an edge connecting two blocks), the number

In. Section IV'E.;’ we hgye discussed .hOW to CO”,”eCt W mobile relays needed to connect the two corresponding

particular blocks in a partitioned WSN. Since our majormrgboundary sensors can be determined based on equation (1),

s to makg the partitiqned WSN_ become conne_cted, we hayey the new positions of mobile relays can be determined
the following formulation of mobile relay scheduling prebi. bgsed on Theorem 2, as shown by the stars in Fig. 3(b)

Given boundary sensors and mobile relays in a partitione Given the new positions of mobile relays, to find a mobile

WSN, the mobile relay scheduling (MRS) problem is t?elgy scheduling scheme with minimal total movement cost,

select some pairs of boundary sensors between blocks, an Do . - o
move mobile relays to positions determined by Theorem[(h\%,e can use a bipartite matching [37]. A bipartite grah =
dt

. ,[Ep) is constructed such that
to connect those selected boundary sensor pairs such
the partitioned WSN is connected with minimal movement « for the vertex setvV,, we have:V, = C UP, in which
cost. Here movement cost is defined as movement distance. P is the set of new relay positions, aridis the set of
This problem is NP-complete as indicated by the following —mobile relays that are capable of moving to a position in

theorem. P;

Theorem 3: The MRS problem is NP-complete. « for the edge sekE;, we have: if a mobile relayn;, € C

Proof: See the Appendix. is capable of moving te; € P, then there is an edge in

Since the MRS problem is NP-complete, next we focus on E, betweenm, andp;, and the cost of the edge is the
heuristic algorithms. movement distance of; to p;.

In the bipartite graph, we have two groups of vertices: the
V. MOBILE RELAY SCHEDULING ALGORITHMS TO group of C and the group of?. Each edge in the bipartite
RECONNECT APARTITIONED WSN graph has two ends, each at one group. An edge represents

A. One Possible Approach and its Limitations that a mobile relay is capable of moving to one positio®in

One possible approach to reconnect a partitioned WSNVi\ée def_ine amatching as a subset of edggs such that ea_ch
i{grtex in P has one and only one associated edge (which

as follows: 1) compute the minimum distance between a ; .

two blocks (which equals the distance of the closest p eans that one apd only one mobile re.lay is needed to move

of boundary sensors from the two blocks); 2) establish 9 eaqh position |riP’)_and each vertex irC has up to one
gsomated edge (which means that a mobile relay can move

minimum spanning tree (MST) that connects all the blocks; . Th fth hing is th
move mobile relays such that they are placed along the ed gt mostone position). The cost of the matching is the sum

of the MST. The basic idea of this MST-based algorithm 1| cost of all edges in the matching, which is actually the

to reconnect all the blocks by using as few mobile relays é%tal ;n(;yement distatnce of m_obile rhel?ij. Itfcan ET seclen th?t
possible, which is similar to [5], [9], [10], [29]. a matching represents a moving schedule of mobile relays to

t@e target new positions . The optimal movement scheme

Fig. 3(a)&(b) show a simple example for the MST-base . . . N
algorithm, to reconnect a partitioned WSN including fouY"'th the minimal cost can be obtained by solving the bipartit

blocks By, B, Bs, and B, shown in Fig. 3(a). To be clear, matc_hing problem. As shown in Fig. 3(b), in the scheduling,
only boundary sensors (solid blue circles) and mobile melaff'oPlle r€laysmi,ma,ms, mg and my, are moved to new
(solid green squares) are shown in the figure. The MST-ba %S|t|ons. _ _
algorithm first constructs a complete graghof all boundary ~ The MST-based algorithm reconnects two blocks by using
sensors. In the complete graph, an edggs;) has weight two ne,arest bogndary sensors. In other .WOI’dS, it talfe.s the
zero if the two boundary sensoss and s; are in the same blqcks shapes into account, and can achieve connectiyity b
block, or has weight equal fis;s,|| otherwise. Then an MST USing as few mobile relays as possible. However, it does not
is constructed as follows. Four subtrees spanning the myndtake into account th_e distribution of mobile relays. For the
sensors of the four blocks are constructed. Note that shee £x@MPple shown in Fig. 3(b), to reconnect blodks and B,
weight of an edge between two boundary sensors in the saigough the two selected boundary.sensors, we need to move
block is zero, the subtree spanning the boundary sensordQ mobile relaysms; and ., which are far away from

a block is not unique. Here, to be clear, the four subtreH¥ir néw positions, and thus, the movement distance of the
are assumed to be four pathsis shown in Fig. 3(b). Since two mobile relays is large. In some extreme cases, it may

blocks B; and B, have the minimal distance of 4 units (twobe possible that no mobile relays are capable of moving to
ihe new positions, because the moving capabilities of reobil

boundary sensors from them have distance of 4 units), t =it 4 -
relays are limited. Therefore, a good mobile relay scheduli
“4Here a path is a sequence of nodes that are connected onargteer. Should consider the shapes of blocks, the distribution dfifao
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(a) A partitioned WSN (b) MST-based algorithm
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(c) MRSC algorithm (d) Generalized MRSC algorithm
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Fig. 3. A simple example of reconnecting a partitioned WSNdifferent algorithms { = 2; R = 6, a star represents a new position for mobile relay, and
an arrow from a mobile relay to a new position means the monéemiethe mobile relay).
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relays, and moving capabilities of mobile relays. Algorithm 1: Computing approximate movement cost —
Function ApproximateMovementCostfs;)
B. Proposed Algorithm for Making the Network Connected Input: a pair of boundary sensoss ands; in different
blocks, the set of mobile relays

We propose an algorithm called MRSC (Mobile Relay M = {mi,ma,--- ,mx} and their maximum
Schgduhng for making network Connected).. The main idea moving capabilities
is still to construcF an MST of a graph._ But different from the Output: the approximate movement cost for connecting
MST-based algorithm that selects pairs of boundary sensors s; and s
that are close to each other, MRSC algorithm selects boyndquSFS‘ « {p1,ps 7 pelk:
sensor pairs that can be connected by mobile relagsshort  , ", ) (nuIIjset’); ’
movement distance. We define the cost of reconnecting a pai5 C 0
of bour_1dary sensors from two blocks as the movement co4st50rtp1’p2’ ... p. in ascending order of their distances
of m(_)blle relay_s. Thus, a method to calc_ulgte the movement,, o midpoint betweer; ands;;
cost in conqectmg a boundary sensor pair |s.needed. 5 for each p; in sorted order do

1) Approxi mann of movement cost in connecting a bound- if Jmy.: my can reach p; and is the nearest to p;
ary sensor pair: To connect two boundary sensoss and among mobile relays in M\R then
s; from two blocks, the new positions of mobile relays, C « C+ |lmapi;
denoted a,,,, = {_pl,--- ,Dx} With k = L(s;, s;) being L R« RU {my};
the number of mobile relays needed to conngctnd s;,
can be determined based on Theorem 2. We can use fhel ©IS€ retumoo;
bipartite matching in Section V-A to find a mobile relayo return C;
scheduling scheme that connects and s; with minimal
total movement cost. Then the minimal total movement cost
is the movement cost of connecting boundary sensor pair o
(si,s;). Denote the bipartite graph a&, = (V,,E,) in proximate movement costs for all boundary sensor pairs is
which V, = C UP,,.,. The complexity of computing an O(n*N ).
optimal matching i€ (|Vy|-|Ey|-log [Vy]), in which|-| denotes ~ 2) The MRSC Algorithm: Based on the simplified algorithm
cardinality of a set. Assume that the number of mobile relays approximate movement cost of connecting a boundary sen-
needed to connect a boundary sensor pair in the partitiorgst pair, the proposed MRSC algorithm is shown in Algorithm
WSN is at most\. Recall that the number of all mobile relays2.
is N. Then |Vy| = O(N + \), |[Ey] = O(NA), and the  In the algorithm, a graplG = (V,E) is first constructed
complexity to get an optimal matching for boundary sensgtine 1), in which the vertex sé¥ has all boundary sensors,
pair (s;, sj) isO((N+X)-NX-log(N + N)). For the partitioned and the edge sef has pairs of boundary sensors that are
WSN, we have at most? boundary sensor pairs. So the worstin different blocks. For each edg@:,v) (boundary sensor
case complexity in getting? optimal matchings for alk? pair) in E, a weightw(u,v) is assigned (Lines 2-3), which
boundary sensor pairs @(n? - (N + \) - N -log(N + ))), is the approximate movement cost for connectimgand
which is high whenn and N are large. Therefore, we use a determined by Algorithm 1. Then another graghl is
simple algorithm, as shown in Algorithm 1, to approximatelgonstructed with vertex set beirig but without edges (Line
compute the movement cost of connecting two boundasy. Since all boundary sensors in the same block are corthecte
sensorss; ands;, instead of using bipartite matching. themselves, without loss of generality, a path is constditd

In the algorithm, according to Theorem 2, we get theonnect all boundary sensors in each block, and correspgndi
optimal new mobile relay positions to connect the boundaedges are added in®@’ (Line 6). After that, from all edges
sensorss; ands; (Line 1). Then we sort the new positions inin [E, according to ascending order of their weights, we check
ascending order according to their distances to the midpothem one by one: for an edge:,v), if v« and v are not
of the two boundary sensors (Line 4). According to the sort@dnnected inG’ (which means that the two blocks thatand
order, we check the new mobile relay positions one by one. Robelong to are not connected &'), we add edgéu, v) into
each checked position, we select the available mobile thlty G’, and include intd® the new mobile relay positions needed
has not been used yet and can reach the checked position watltonnect(u, v) (based on Theorem 2)We keep checking
minimal distance (Lines 6-8). If we can find a mobile relajhe edges inE until K — 1 edges have been added (which
for each new mobile relay position iR, ., the movement means that allK" blocks are connected), or all edgesIin
cost of connectings; and s; is approximated as the totalhave been checked af& is still not connected (Lines 9-14).
movement distance of moving those selected mobile relaysRor the latter case, there is no feasible solution. For thadéo
the new mobile relay positions i, ,, (Line 10); otherwise, case,G’ is connected, an@® contains the new mobile relay
the movement cost of connectisg ands; is oo (Line 9). positions to which we should move mobile relays. Note that it

For the considered partitioned WSN, the worst-case comay not work if we simply combine the individual movement
plexity when computing the approximate movement cost of

connecting a boundary sensor pair(D_$N)\ + A-log) = 5In Line 12, P, is the set of new mobile relay positions to connect
O(N)). So the worst-case complexity to compute the apeundary sensors andv, determined based on Theorem 2.

8
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Algorithm 2: The Greedy Algorithm MRSC

Input: the set of sensorS = {s1,s2, -, s,}, the set of
mobile relaysM = {mg,--- ,my} and their
maximum moving capabilities, and the set of
blocksBq, -+ ,Bg

Output: a mobile relay scheduling scheme (if exists)

which connects all blocks
1 G=(V,E), V<« {s|s €8,s is a boundary senspr
E «+ {(u,v)|u,v € V,u andv are in different block,
2 for each (u,v) € E do
3 w(u,v) < Appr oxi mat eMovenent Cost (u,v)
L (here if w(u,v) is co, then removgu, v) from E);

4P

5 G' = (V,E), E + 0;

6 for each block, form a path connecting all boundary
sensors and add corresponding edges litito

7 sort all edges irE in ascending order by weight;

8 cnt < 0;

9 for all (u,v) € E in sorted order do

10 if « and v are not connected in G’ then

1 E « E' U {(u,v)};
12 P+ PUDPy.;
13 cnt < ent + 1,

14 if ent = K — 1 then break;

15 if G’ is not connected then there is no feasible solution,
andreturn;

16 Gy = (Vb,Eb), VYV, = MUP,
Ey < {(m,p)|m € M, p € P,m can reach positiop},
c(m, p) «the distance betweem andp, (m,p) € E,.

Herec(m, p) is the movement cost (movement distance)

of mobile relaym to move to positiorp;

17 compute a maximum cardinality matching G%,,
denoted asM*, with minimum cost, which corresponds
to a mobile relay scheduling scheme that connects all
blocks if |M*| = |P).

that the total movement cost is approximately one-thirchef t
total movement cost of the MST-based algorithm shown in
Fig. 3(b).

Fig. 4 gives another example to connect the partitioned
WSN shown in Fig. 2. In this example, the total movement
distance in the MST-based algorithm and in the MRSC algo-
rithm is around 3100 meters and 1850 meters, respectively.

The complexity of the MRSC algorithm is analyzed as
follows. Recall thatn? is the maximal number of boundary
sensor pairs)V is the number of mobile relays, andis the
maximum number of mobile relays to connect two boundary
sensors from two blocks. The MRSC algorithm has four main
operations:

« Calculating weights of boundary sensor pairs (edges) in
E, with complexity O(n?/N)\) as analyzed in Section
V-B1,;

« Sorting all edges irE, with complexityO(|E| - log |E|);

« Adding edges fronit to graphG’ until K —1 edges have
been added, or all edges have been checked: Checking all
edges inkE costsO(|E|). To check whether or not a graph
G’ = (V,E’) is connected, we can use a Depth-First
Search (DFS) algorithm with complexi®(|V| + [E'|).
Therefore, the worst-case total complexityQ$|E|);

« Performing bipartite matching to get a movement scheme,
with complexityO(| V|- |Ey|-log [V,|) for bipartite graph
Gb = (Vb, Eb).

Overall, the complexity of the MRSC algorithm is domi-

nated by the first operation, and (n>N\).

C. Proposed Mohile Relay Scheduling with Fault Tolerance

The MRSC algorithm reconnects a partitioned WSN by
connecting selected boundary sensor pairs through moving
mobile relays. Those selected boundary sensors are gaeway
of blocks, and those moved mobile relays are routers. The
gateways and routers have large amounts of data to forward.
If one of the gateways or routers fails (e.g., due to energy de
pletion), the WSN may become disconnected again. Therefore
it is desired to add fault tolerance to the rebuilt WSN. Here

scheduling for all the added edges (boundary sensor fairsye hope the rebuilt WSN can tolerate failure of one gateway
because the movement scheduling for two edges may needt®ne router. Next we discuss how to achieve this goal.

move the same mobile relay to different positions. Thersfor

For a rebuilt WSN, consider a gateway of a block (say

we use a bipartite matching instead (Lines 16-17), and geblack B;). If the gateway is a cut-vertex of block;, then
movement scheme (if it exists) that moves mobile relays failure of the gateway will disconnect blodk;, which will
all positions inP with minimal movement cost (defined asalso disconnect the WSN.Therefore, to make the rebuilt

movement distance).

WSN tolerant to failure of one gateway, the gateways of the

We still take the partitioned WSN in Fig. 3(a) as an examplélocks should be non-cut-vertices of the blocks. Thus, when
Four paths are constructed, respectively connecting amyndwe select boundary sensor pairs of the blocks to connect the
sensors of the four blocks, as shown in Fig. 3(c). Then, opartitioned WSN, we should only consider pairs of non-cut-
edge is added between blocBg and B, since the edge vertex boundary sensors (i.e., boundary sensors that dre no
has the minimal approximate movement cost. Then one metg-vertices of the corresponding blocks). Cut-verticésao
edge is added to conneBt with B,, and one other edge isblock can be identified by a DFS algorithm.
added to connedb; andB,. Then the network is connected. Note that non-cut-vertex boundary sensors in the same

Finally, by bipartite matching, mobile relays,, m4, mg, ms

block are connected, and any single failure of them does not

andm,o are moved to connect the three edges. It can be seligconnect the block. Therefore, to simplify the descoipti

SRecalling that Algorithm 1 gives the approximate movemeaostcto

connect two boundary sensors, as well as a movement sahgdiéit decides

to move what mobile relays to the target new positipasps, ..., px-

of our proposed algorithm, for each block, a virtual ring is

"For a network, if removal of a node disconnects the netwdr, rtode is

called a cut-vertex of the network.
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(a) MST-based algorithm (b) MRSC

Fig. 4. Reconnecting the partitioned WSN shown in Fig. 2 bypgishe MST-based algorithm and the proposed MRSC algorithm

constructed to connect all non-cut-vertex boundary senisor because the two blocks probably have other non-cut-vertex
the block. Further, for a rebuilt WSN, we define iiBtual boundary sensor pairs with weight similar to that of the just
boundary network as the network including all moved mobileadded edge. Therefore, the generalized MRSC algorithm adds
relays and all virtual rings of the blocks. Then it can be seaix edges in Fig. 3(d). On the other hand, to make the virtual
that if the rebuilt WSN can tolerate failure of one gateway dyoundary network in Fig. 3(a) bi-connected, alternatively

one router, this equivalently means that the virtual boupndamay need only four edges fd; &Bs, B, &Bs, B3&B,4, and
network is bi-connecte.Thus, our target is to have a bi-B,&B,, respectively, to form a “ring”.

connected virtual boundary network. It is seen that adding two edges between two blocks may

For a partitioned WSN, to move mobile relays such thaésult in more edges than necessary to be added. So, if an
the virtual boundary network is bi-connected, we can haee tedge has been already added between two blocks, we should
following modifications to MRSC (Algorithm 2): the vertextse give lower priority to other non-cut-vertex boundary semnso
Vin Line 1 contains all non-cut-vertex boundary sensorseLirpairs from the two blocks. Based on this idea, we propose
6 changes to “for each block, form a virtual ring connectilig aa greedy algorithm called MRSB (Mobile Relay Scheduling
non-cut-vertex boundary sensors and add correspondiresed@r making virtual boundary network Bi-connected), whish i
into E’”; Line 10 changes to:If the two blocks containing shown in Algorithm 3. Different from the generalized MRSC,
andv are not bi-connected iG’ then”;® Line 11 changes to: in Line 12, if an edge(u,v) is added intoG’ to connect
“E' < E' U {(u,v)}, and remove edges if that haveu or two blocks, then all other boundary sensor pairs from the two
v as one entf”; Line 14 changes to:If cnt > K andG’ is  blocks are moved frorf to a lower-priority edge sétf. After
bi-connectedhen break’; ! Line 15 changes to:If G’ is not all edges inE are checked, if the virtual boundary netwd@
bi-connectedhen there is no feasible solution, amdturn”.  is not bi-connected, then we add edges from the lower-pyiori
The resulted algorithm is called generalized MRSC. The majedge sefE! until the virtual boundary networks’ becomes
idea of the generalized MRSC is that we keep adding eddgsconnected, or all edges " have been checked (Line 15—
until the virtual boundary networks’ becomes bi-connected.21)'2.

We apply the generalized MRSC to the partitioned WSN At the end of the above procedure, we may have added more
in Fig. 3(a). Here, we assume the boundary sensors shogdyes than necessary to make the virtual boundary network
in Fig. 3(a) are non-cut-vertex boundary sensors. The texsulbi-connected. Therefore, in Lines 23-26, we add a further
scheduling scheme is shown in Fig. 3(d). It can be seen tlpmbcedure to remove the edgeslin one by one according
two edges are added for each of the block pdiigB,, to descending order of their weights until no more edges can
B, &B3, andBs;&B,. Indeed, if the generalized MRSC addde removed, under the condition that the virtual boundary
one edge between two blocks, it is very likely that one moreetwork G’ keeps bi-connected.
edge between the two blocks will be added subsequently\e still take the partitioned WSN in Fig. 3(a) as an example.

The scheduling scheme of MRSB is shown in Fig. 3(e). Four
8For a network, if any single node failure does not discontieetetwork, edges are added, which form a ring. Seven mobile relays are

then we say the network is bi-connected. . . . .
9Two blocks are said to be bi-connectedGH if any two nodes from them moved, with total movement distance belng 16 units. As a

can still be connected if any single node failure happen&in
10The reason for this removal is that for bi-connectivity, weed to add 12if one edge(u, v) from the lower-priority edge sett is added tde’, it
edges with no common nodes. means the two blocks that and v belong to are already connected by two
1INote that to makeK blocks bi-connected, we need at le@tblock-to-  edges. So it is not necessary to add other edges to connetwdhblocks
block edges. (Line 20 of Algorithm 3).
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Algorithm 3: The Greedy Algorithm MRSB

Input: the set of sensorS = {s1, 59,

,Sn}, the set of
mobile relaysM = {mg,--- ,my} and their
maximum movement capabilities, and the set of
blocksBy, -+ ,Bg

Output: a mobile relay scheduling scheme (if exists)

which makes the virtual boundary network
bi-connected

1 G=(V,E),
V «+ {s|s € S, s is a non-cut-vertex boundary sensor
E < {(u,v)|u,v € V,u andv are in different block,
2 for each (u,v) € E do
|
4 PO
5 G' = (V,E), E « 0, Et « 0;
6 for each block, form a virtual ring of all non-cut-vertex
boundary sensors and add corresponding edgesdEinto
7 sort all edges irE in ascending order by weight;

8 cnt < 0;
9 for all (u,v) € E in sorted order do

10

11

12

13
14
15 if
16
17

18
19

20

21

w(u,v) < Appr oxi mat eMovenent Cost (u,v)
(here if w(u,v) is co, then removgu, v) from E);

if the two blocks containing « and v are not
bi-connected in graph G’ then
E' + E' U{(u,v)}, and remove edges iR that
haveu or v as one end;
Move edges inE that connect blocks of and v
to Ef;
P« PUP,,, cnt < cnt + 1;

if ent > K and G’ is bi-connected then break;

G’ is not bi-connected then

22

sort all edges ifE' in ascending order by weight;
for all (u,v) € ET in sorted order do
if G’ is bi-connected then break;
E' <+ E U {(u,v)}, and remove edges iR’ that
havew or v as one end;
Remove edges ifif that connect blocks of and
v,
P+ PUP,,;

if G’ is not bi-connected then there is no feasible

solution, andreturn;

23
24
25

26

27

sort all edges irE’ in descending order of their weights;
for all (u,v) € E’ in sorted order do

if G’ = (V,E) is dtill bi-connected after removal of
edge (u,v) then
| B E\{(u,v)}, P P\Pyy;

Gy = (Vy,E), V, = MUP,

Ey < {(m,p)|m € M,p € P,m can reach positiop},
c(m, p) <the distance betweem andp, (m,p) € E.
Herec(m, p) is the movement cost (movement distance) same block are connected by cut-vertices of the block, there
of mobile relaym to move to positiorp;

28

compute a maximum cardinality matching Gf,,

denoted asM*, with minimum cost, which corresponds
to a mobile relay scheduling scheme that results in a
bi-connected virtual boundary network|if1*| = |P)|.

10

comparison, for generalized MRSC in Fig. 3(d), eleven nebil
relays are moved, with total movement distance being 2% unit

For the computation complexity, MRSB differs from MRSC
in that it needs to check whether or not a graph is bi-condecte
which can also be done by a DFS algorithm. So MRSB has
the same complexity as MRSC.

D. Discussion

Implementation: Like the algorithms in [4], [5], [7]-[11],
[30], MRSC and MRSB belong to centralized algorithms.
These algorithms all need the information of the partitbne
networks. To collect the information, one possible apphdaac
to use a powerfumobile robot, for example, an unmanned
aerial vehicle (UAV) [38]-[40]. In particular, to facilita
information collection, a rendezvous-based method [41] ca
be used: At each block, some nodes are assigned the roles
of rendezvous points, and collect information of the block.
Then, a UAV can be sent to pass by the blocks, collect
information from those rendezvous points, run the proposed
MRSC or MRSB algorithm, and inform rendezvous nodes
of the movement decisions. Then rendezvous nodes pass the
movement decisions to mobile relays in the corresponding
blocks.

Another possible approach to collect information of the
partitioned network is to dispatch mobile nodes to collect
information in a distributed manner. For example, if a WSN
is partitioned due to large-scale damages, a block does not
have information of the number of nearby blocks or their
locations. In [42], each block sends mobile nodes, whichycar
information of the block and move to a predetermined point
(e.g., the center of the deployment area). When these mobile
nodes “meet” at the predetermined point, the information of
the partitioned network can be obtained, movement dedsion
can be made and sent back to the blocks. This method can
also be adopted by MRSC and MRSB to collect information
and send back movement decisions.

Tolerance to any single node failure:Our MRSB algo-
rithm makes the rebuilt WSN tolerant to the failure of one
gateway or one router. Actually our MRSB algorithm can
be extended to make the rebuilt WSN tolerant to any single
node failure, as follows. Suppose the sensors in bibckre
connected but not bi-connected, which means biB¢khas
cut-vertices. Then BlocB; can be viewed as a number of bi-
connected sub-blocks (called bi-connected componengds) th
are connected by cut-vertices of bloBk. The bi-connected
components and cut-vertices of a block can be identified by a
DFS algorithm. If a block is bi-connected, it has a single bi-
connected component. If we treat a “bi-connected compd&nent
as a “block”, we can use MRSB to connect those bi-connected
components. Note that since bi-connected components of a

are existing edges between the bi-connected componernits. So
the MRSB algorithm, when determining whether or not graph
G’ is bi-connected, these existing edges can be considered
in graphG’, which can reduce the number of mobile relays
that need to be moved. Since all bi-connected components are
already bi-connected, the rebuilt WSN can tolerate theifail
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of any node. In other words, the rebuilt WSN is bi-connected. movement distance by computing an optimal bipartite

The details are omitted due to space limit. matching (as in Lines 27-28 of our Algorithm 3).
VI. PERFORMANCEEVALUATION B. Smulation Setup
A. Algorithms for comparison In the simulations, we consider a partitioned WSN that is

We conduct extensive computer simulations to evaluate HgPloyed in a 2000nx 2000m square area. The transmission
performance of the proposed MRSC and MRSB algorithmi@dius of a sensor and a mobile relay is 40 m and 100 m,
by using a customized C++ simulator with a computationé‘?SpECt'Vely- The moving capab|l_|t|es (maximum movement
geometry library [43]. We also make comparison with thre@Stance) of mobile relays are independent and randomly

existing algorithms in the literature that make a discotedc Selected from the range [100m, 300m]. .
WSN become connected or bi-connected. as follows. The following four performance metrics are used in the

. imulations for different algorithms: success probapiii
* Co_nnected Inter-Segment Topology (CIST) [S]: .C.:Isfaaking network connected (for MRSC and CIST) or mak-
strives to use fewer relays to reconnect a partitione

WSN. The major idea is to select between two metho( the virtual boundary network bi connepted (for MRSB’
- : STB, and CRAFT), the total movement distance of mobile
that connect three sensors in different blocks: 1) to place . )
relays, the number of moved mobile relays, and the maximum
relays along two edges among the three sensors, or ; :
: . . movement distance of a mobile relay.

to first place a relay on thBermat Point of the triangle ; ; :
In each simulation run, sensors and mobile relays are
formly deployed in the 2000nx 2000m square area, and

formed by the three sensors, and then place relays al_(lnLﬂ
the edges from the Fermat Point to the three sensors, 1 %ally, sensors form a connected network. For the ihitia

method that uses fewer relays is selected. To apply ClI Loloyed WSN, denoting the number of sensors in itdas

in our considered problem, after the positions of relays . .
are determined by CIST, we move mobile relays to tr)l(’é’e randomly deployiA| mobile relays in the deployment

. . . : area, in whichy) is referred to as thenobile relay percentage.
relay positions with minimum total movement distanc : : .
. : S ) .~ ~“Then, we randomly fail some nodes including sensors and
by computing an optimal bipartite matching (as in Lines__ . . = .
i mobile relays until the network becomes partitioned iifo
16-17 of our Algorithm 2). locks (partitions) withX = 2,3, ...,9
o MST based Bi-connected subgraph (MSTB) [4]: MSTI? P A

makes a number of noddsconnected by adding extra In the simulations, the value of the mobile relay percent-

edaes sequentiallv. Since this alaorithm focuses on noaae%e varies from 5%, 10%, to 15%. The simulation statistics
g 4 Y- 9 are collected in 1000 simulation runs, and 95% confidence

instead of blocks, we modify this algorithm as follows -
) . . intervals are shown for statistical data.

to make the virtual boundary network in our considered
WSN become bi-connected. We apply the algorithmin [4 .
to determine the edges to be added such that the virt&al Smulation Restilts
boundary network becomes bi-connected (ike.+= 2). Since the number of mobile relays is limited and the
We then apply a further procedure (Lines 23—-26 of ounoving capabilities of the mobile relays are also limited, i
Algorithm 3) to remove redundant edges while keepinig possible that an algorithm may fail to make the partittbne
the virtual boundary network bi-connected. After that, fo?WSN connected or make the virtual boundary network bi-
each added edge, we use our Theorem 2 to determamnnected. Figs. 5-6 show the success probabilities of be fi
the relay positions, and move mobile relays to the relajgorithms when the number of blocks varies from 2 to 9 and
positions with minimum total movement distance byhe mobile relay percentage varies from 5%, 10%, to 15%.
computing an optimal bipartite matching (as in Lines 27Fhe success probabilities of the five algorithms increasenvh
28 of our Algorithm 3). the mobile relay percentage increases, and tend to decrease

o Connected Restoration with Assured Fault Toleranesghen there are more blocks. For making the partitioned WSN
(CRAFT) [30]: CRAFT first selects a sensor (called gatesonnected, MRSC has a higher success probability than CIST.
way) in each block to represent the block. Then relays aféiis is because MRSC takes into account distribution and
placed into the network such that the gateways and relay®@ving capabilities of mobile relays. This feature of MRSC
form a bi-connected network. In other words, the rebuithakes it have fairly high success probability even when
network by CRAFT can tolerate the failure of a gatewathe mobile relay percentage is low. For making the virtual
or a router (relay). CRAFT consists of two phases. In tHeoundary network bi-connected, MRSB has a higher success
first phase, a convex polygon is formed by some selectptbbability than MSTB and CRAFT. CRAFT cannot make the
Steiner points and gateways such that all other gatewaydual boundary network bi-connected when the mobileyrela
are outside the convex polygon. The convex polygon percentage is 5% and the number of blocks is more than 6.
called a backbone polygon (BP). Then relays are plac&tiis is mainly because the shapes of blocks are neglected
on the edges of the BP. In the second phase, extrg CRAFT during selecting relay positions. MSTB considers
relays are placed to make each outside gateway have tihe shapes of blocks when choosing relay positions. On the
disjoint paths to the BP. For our considered problem, wather hand, our proposed MRSB takes into account the shapes
apply CRAFT to determine the relay positions, and mow&f blocks as well as the distribution and moving capabditie
mobile relays to the relay positions with minimum totabf mobile relays. Further, MRSB uses an efficient way to
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make the virtual boundary network bi-connected by avoiumy ‘ _ _
adding two edges between two blocks if possible. Therefofdd- 9 Number of moved mobile relays in CIST and MRSC aldonis.
MRSB achieves the highest success probability among the

three algorithms.

Next we show other performance metrics (total mover
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Fig. 10. Number of moved mobile relays in CRAFT, MSTB and MRSB
algorithms.
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gsoo =g:§ o connected, the total movement distance of MRSB is 18.3%

m 275|cisT 1504 and 25.3% lower than that of MSTB, and 70.6% and 72.9%

2 250 CIMRsSC 5% lower than that of CRAFT, when the mobile relay percentage
is 10% and 15%, respectively. These movement cost savings

are also because the distribution and moving capabilittes o
mobile relays are taken into account by MRSC and MRSB,
and further, a better way to reconnect blocks is adopted by
MRSB.

Figs. 9-10 show the number of moved mobile relays of the
five algorithms. CIST (or MSTB) targets at a small number
of mobile relays used in making the network connected (or
making the virtual boundary network bi-connected), wherea
the proposed MRSC (or MRSB) targets at low movement cost.
8 9 It can be seen that CIST (or MSTB) uses fewer mobile relays

than MRSC (or MRSB) does. However, as discussed before,
Fig. 11. Maximum movement distance of a mobile relay in CI&@# MRSC MRSC and MRSB have much higher success probability

5 6 7
The number of blocks

algorithms. and smaller total movement distance than CIST and MSTB,
respectively.
E Bl CRAFT 10% Figs. 11-12 show maximum movement distance of a mobile
gzgg 5;2’;?1222 relay in the five algorithms. If a mobile relay has a larger
5 movement distance, which costs more energy, then its energy
3 left for communication will be less. From this perspectiite,
Eizz ElMRSB _15% is desired to minimize the maximum movement distance of
k] a mobile relay. It can be seen that the maximum movement
g a7 distance of a mobile relay in MRSC and MRSB are smaller

than those in their counterparts.

D. Networks with Inaccessible Areas.

Next we investigate how the performance of our MRSC al-
gorithm is affected when the deployment area has inacdessib
8 9 areas (i.e., the areas that mobile relays cannot move thtie),

to, for example, obstacles.

Fig. 12. Maximum movement distance of a mobile relay in CRAFBTB Consider that the 2000r2000m deployment area is di-

and MRSB algorithms. vided into 50m«50m grids. We randomly choose 20 percent
of the grids as inaccessible grids. Other simulation sgtin
are the same as those in Section VI-B. It is required that

distance, number of moved mobile relays, and maximupew positions of mobile relays are not allowed to be in

movement distance of a mobile relay). For each algorithimaccessible grids, and a mobile relay is not allowed to move

the statistics are collected only for simulation runs in evhi to a new position if its moving path crosses an inaccessible

the algorithm is successful. grid. Accordingly, we make the following modifications torou

Figs. 7-8 show the total movement distance of the fildRSC algorithm to meet the requirement. For a boundary
algorithms with different mobile relay percentage andatiéht sensor pair from two blocks, the optimal positions of mobile
number of blocks. Since the successful probability of CRAF&lays that connect the boundary sensor pair are determined
and MSTB are not high when the mobile relay percentagehy Theorem 2. If any of the positions is within an inaccessibl
5% and the number of blocks is more than 6, we only show tigeid, then the weight of the edge of the boundary sensor pair
total movement distance of CRAFT, MSTB, and MRSB wheis oc. For a mobile relay to move to a new position, if its
the mobile relay percentage is 10% and 15%. It can be se®nving path crosses an inaccessible grid, then the movement
that, for each algorithm, the movement distance is less avithdistance is set to bec.
higher mobile relay percentage because, with a larger mobil We run simulations for the modified MRSC algorithm, and
relay pool, mobile relays at better positions can be salectéhe simulation statistics are collected in 1000 simulatioms.

The movement distance is higher with more blocks sindable Il shows the average change (in percentage) of perfor-
more relays are needed to connect more blocks. From Fig.nTance metrics in scenarios with inaccessible areas comhpare
MRSC has much smaller total movement distance than thatvaith those in scenarios without inaccessible areas. Irssifoie
CIST. Specifically, the total movement distance of MRSC i@reas certainly impact the success probability of recqvery
17.7%, 31.2%, and 37.9% lower than that of CIST when thespecially when the mobile relay percentagés low (i.e.,
mobile relay percentage is 5%, 10%, and 15%, respectivebo). This impact, however, can be reduced by increasing the
From Fig. 8, for making the virtual boundary network binumber of mobile relays. Inaccessible areas slightly meee

Max moveme

5 6 7
The number of blocks
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TABLE I
AVERAGE CHANGE (IN PERCENTAGE OF MRSC’S PERFORMANCE METRICS IN SCENARIOS WITH INACCESSIBLE AREASOMPARED WITH THOSE IN
SCENARIOS WITHOUT INACCESSIBLE AREAS

Success probability] Total movement distance # of moved mobile relays| Maximum movement distance
n =5% -13.25% +5.7% +0.2% +5.9%
n =10% -3.2% +10.7% +0.8% +10.2%
n =15% -1.8% +11.3% +0.9% +11.1%

the number of moved mobile relays. The movement distance

of a moved mobile relay also tends to increase. Thus, the

total movement distance as well as the maximum movement -

distance of a mobile relay tend to increase.
The impact of inaccessible areas on our MRSB has similar .

trends, and thus, the simulation results are omitted here.
A more advanced method to deal with inaccessible areas’

can be used if mobile relays have the ability to move around

an inaccessible area. If the line segment of a boundary senso. i

pair (from two blocks) crosses an inaccessible area, mobile . .7 e

relays are allowed to be placed around the inaccessible area

Then Theorem 2 (which determines the optimal positions 5%- 13- The illustration for the proof of Theorem 1.

mobile relays to connect a boundary sensor pair) should be

modified accordingly. And the measure of movement distance L of le is sh - .
of a mobile relay to a new position should be modified, &&2MMmunication area of;. An example is shown in Fig. 13, in

well as the method in Algorithm 1 (which approximates th)@’hiCh the circles are per_imeters of cqmmunication _areabeoft
movement cost to connect two boundary sensors from twGNSors. Suppose the first communication area (in bk

blocks). The details are not discussed here due to spade Iirmat the line froms; to s; goes into belor_lgs to se_nsQE T_hen
s is a boundary sensor because the intersection point of the

line from s; to s, and the circle ofs is not covered by other
circles. Due to the same reason, we also have another bgundar

In this paper, we study the problem of using mobile relays tensors/, in block B; such that the first communication area
reconnect a partitioned WSN with minimum movement cosiin block B;) that the line froms; to s; goes into belongs to
We first derive the optimal number of mobile relays needesknsors’.. Denote the intersection points of the line from

to connect two particular boundary sensors from two block® s; with the circles ofs/ and s asx; andx;, respectively,
as well as the optimal new positions of these mobile relaygs shown in Fig. 13. It foIIoW#\s’i:viH =7, HS;%H =7,

To connect the partitioned WSN including multiple isolategsixi” > r, and||x;s;]| > r. Then we have
blocks, the mobile relay scheduling problem is shown to be

VIl. CONCLUSION

NP-complete. Thus, we focus on heuristic algorithms, and |sish|| < lsiaall + || zss] |

propose two greedy mobile relay scheduling algorithms. One < ||shail 4 ||z + HCUS/H
" . . — 7 J 7%

makes a partitioned WSN connected by scheduling mobile = sz + 2r

relays to connect selected boundary sensor pairs. The other 7

makes a rebuilt WSN still connected if subsequently one < llsazll + llzizs || + llzss; |

mobile relay or one selected boundary sensor fails. Extensi = |[lsis;ll

simulations demonstrate that our proposed algorithms man | . . . .
deed achieve higher success probability and smaller mGmm\e(here the first and the second inequality follow from thertria

cost than other existing methods. Future research topigs n%e inequality, and the third inequality is based psa;|| > 7

.. Y . .
include mobile relay scheduling algorithms for dynamic WSIQ.nd 5]l = [ Therefore, we _haveL(si,_sj) < Lisi, Sﬂ.>
where nodes can fail continuously over time. since L(z,y) is a non-decreasing function dfzy||. This

completes the proof. |

APPENDIX. PROOFS OFTHEOREMS
A. Proof of Theorem 1

Without loss of generality, we considey and s; are two
non-boundary sensors in blocls andB;, respectively (the
case when only one af ands; is non-boundary sensor can b
proven similarly). By the definition of non-boundary sensor Fla-yi+b-yo) < af(yr) +bf(y) 3)
the line froms; to s; must go into the communication area T
of another sensor in blocB,; before the line goes into thewith y; > 0,52 >0,a+b=1, a >0, b>0.

B. Proof of Theorem 2

For the range of path loss exponent2 ~ 4), the energy
consumption functiory(d) given in (2) is a convex function
d44]. Since f(-) is convex, from [44], we have
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For convex functionf(-), we claim that Siy Py ey Dl IS
L L rk—1
f <Z 9iyz-> <> 0if(yi) @ Eoo= e lsphl®+ D e ol | e lpkss |
= i=1 /=1
. —1
with L > 2, y1,y2,- -+ ,yr > 0, 01,02,--- ,0L >0, 01+02+ > 9 [sapr |l + llpis;| a—i-ﬁz:c-H Dy ||
--+6r, = 1, which can be proven by mathematical induction = 2 PePe+1

as follows. The result in (4) is true fat = 2 since the case o PN
is simplified to (3). Assume the result is true fbr=m — 1 — Qc<w)
(m > 3 being an integer). Then fak = m, we have 2

>0

r—1

1 [e3
m—1 + -1 ;.
(B -0 ) =% myeliaial

= . 26<||sz-pa| + ||p;sj||)a
, - 2
< emf(ym) + (1 - f 1fé Yi _ «a
- Z;—ll [P |
m—1 (k= 1)e| =——"——F— (6)
k—1
< mf(ym 1 —Om Z T—
. =1 where the first and second inequalities come from (3) and (4),
_ Z 0, f () respectively. Denote = (Ilsipi |l + |lpl.s;)/2. Then from (6)
— and the triangle inequality, we have
where the first inequality follows from (3), and the second l|sisill — 22\ “
inequality is from the induction hypothesis. Thereforeg th Ee > 2cx® 4 (k= 1)e 1
inequality (4) holds for any, > 2.
Now we prove the first case in Theorem 2. Fer+ 1)r >  Let
Isisj|| > r, k > 1, denote the new positions of mobile relays B [[sisjll — 22\
as(py,py, -+ ,p)), and also denote; ands; asp;, andp;,, ,, ¢z) = 2ez + (5 — 1)c k—1 :
respectively. To forward one bit information betwegnand
s;, the total energy consumption of, p}, ..., pl, is The derivative ofp(x) is
¢ o dé(x) S (llsissl =22\
E, = c- \lphp) -9 a—1 _ ( 125501 — 22 ,
> el ) = 2ca o ull
. 1 o . .
= (k+1)> (n—+1> e ||| Since ||s;p} || < r and||p’.s,|| < r (because otherwise and
£=0 s; cannot communicate directly withh andp!., respectively),
> (k+1)e we havex < r. And together with||s;s;|| > (x + 1)r, we
sl | IPADL | 4 oo |0y ||+ 1755 *  have(||s;s || — 2x)/(k — 1) > r, which means d(z)/dz <
X <| Pill+llprps| i 1Hp 1P H Ilp J|> 0. Thus,¢(x) is a strictly decreasing function far < x <
" r, which means tha$(x) achieves its minimum value when
> (ht1)-c- l|sis;l| 5 =" Therefore, we have
o Isssll = 2\
a SiSj
where the first inequality follows from (4) and the last inafju Ee > 2er® + (rk — 1)0( 1 ) : ()

ity comes froml|s;ph || + 4 b || + .. + || Pl 12| + 1Dl ]| >
|lsis;|l. Inequality (5) means that the optimal new positionsrom (6) and (7), it can be seen that the optimal new positions
p1,p2, -+, Of mobile relays are on the line segment bep.,p2,- -, p, Of mobile relays are on the line segment be-
tween s; and s; and satisfy||pepes1]| = |sis;ll /(k+1), tweens; ands; and satisty||s;p1|| = [|pxs;|| = 7, [[pepes1]] =
¢ €{0,1,...,x}. When mobile relays move to those optimal(||s;s;|| — 2r)/(x — 1), 1 = 1,2, ..., k—1. When mobile relays
new positions, sincéx + 1)r > ||s;s;||, we have||pipe+1|| = move to those optimal new positions, singe— 1)R + 2r >
llsisj|| /(k+1) <, £ € {0,1,...,x}, which means thap, ||sis;||, we have|pmperi| = (|[sis;jl| —2r)/(k—1) < R,
andp,.1; can communicate directly with each other. In other = 1,2,...,x — 1, which means thap, and p,y; (which
words, the mobile relays form a communication path thare positions of mobile relays) can communicate directly
connectss; ands;. with each other. Furthet|s;p1|| = ||pxs;j|| = r means that
Next we prove the second case in Theorem 2. for- s; and p; can communicate directly, angd, and s; can
L)R+2r > ||s;s4]| > (k + 1)r, also denote the new positionscommunicate directly. In other words, the mobile relaysrfor
of the x mobile relays agp’, p5, - - ,p.). To forward one bit @ communication path that connestsand s;.
information froms; to s;, the total energy consumption of This completes the proof. |
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C. Proof of Theorem 3 [10] E. L. Lloyd and G. Xue, “Relay node placement in wirelsgmsor net-
. works,” |EEE Trans. Computers, vol. 56, no. 1, pp. 134-138, Jan. 2007.
We show that the MRS problem is NP-complete by r@11] s. misra, S. D. Hong, G. Xue, and J. Tang, “Constrainédyreode

striction [45]. The main idea of our proof is to show that a placement in wireless sensor networks to meet connectity surviv-

; ; ; _ ability requirements,” inProc. IEEE INFOCOM, pp. 879-887, 2008.
speC|aI case of the MRS prOblem IS equwalent to aknown N 12] M. Younis and K. Akkaya, “Strategies and techniques riode place-
complete problem. Here, the known NP-complete problemis  ment in wireless sensor networks: A survesd Hoc Networks, vol. 6,

from [11], called constrained relay node placement (CRNP) no. 4, pp. 621-655, June 2008.

problem. For a disconnected WSN, the CRNP problem [ X. Li. R. Falcon, A. Nayak, and I. Stojmenovic, “Servig wireless
. sensor networks by mobile robot$EEE Commun. Mag., vol. 50, no. 7,
to place a minimum number of relay nodes to a subset of pp. 147-154, July 2012.
predetermined candidate positions such that the disctemheg14] Y.-C. Wang, “Mobile sensor networks: System hardwanel dispatch
WSN becomes connected. software,”ACM Computing Surveys, vol. 47, no. 1, Article 12, May 2014.
. . 15] DelFly, http://www.delfly.nl.

Next we find a special case of the MRS problem to conne{g } Draggnﬂy’p “Roboty dragonfly-micro aerial vehicle”

a partitioned WSN. Recall that for a pair of boundary sensors https:/iwww.indiegogo.com/projects/robot-dragonflicro-aerial-

from two blocks, Theorem 2 provides the new mobile relay_ Vvehicle.

. " . 7] A. Purohit, Z. Sun, F. Mokaya, and P. Zhang, “Sensorfkgntrolled-
candidate positions for connecting the two boundary sens mobile sensing platform for indoor emergency responseicgifans,” in

Let IP be the set of all mobile relay candidate positions of all Proc. Int. Conf. Information Processing in Sensor Networks (IPSN) 2011,
boundary sensor pairs in the partitioned WSN. Ketlenote pp. 223-234.

P : . : [18] M. Di Francesco, S. K. Das, and G. Anastasi, “Data ctitbecin wire-
the number of positions ift. For any two positions i, there less sensor networks with mobile elements: A survAZM Transactions

is a distance value. Lei(> 0) be the minimal distance value  on Sensor Networks, vol. 8, no. 1, Article 7, Aug. 2011.
of two positions inP. [19] G. Wang, G. Cao, and T. F. La Porta, “Movement-assistedsar

We have the following special case of the MRS problem: In gﬁﬁéoggggt’ |EEE Trans. Mobile Comput., vol. 5, no. 6, pp. 640-652,

the MRS problem, there arg mobile relays. TheZ mobile [20] z. Shen, Y. Chang, H. Jiang, Y. Wang, and Z. Yan, “A gené@mework
relays are initially located with distanég3 to the Z positions for optimal mobile sensor redeploymentEEE Trans. Veh. Technal.,

: : o : vol. 59, no. 8, pp. 4043-4057, Oct. 2010.
of IP, respectively. The moving capability of each mobile rel 1] S. Chellappan. W. Gu, X. Bai. D. Xuan, B. Ma, and K. Zhang,

is §/3. The MRS problem is to schedule mobile relays to some “«peploying wireless sensor networks under limited mopitibnstraints,”
positions inP such that the partitioned WSN is connected with |EEE Trans. Mobile Comput., vol. 6, no. 10, pp. 1142-1157, Oct. 2007.
minimal total movement cost. [22] B. Wang, H. B. Lim, and D. Ma, “A survey of movement stigits
. . . for improving network coverage in wireless sensor netwdricomputer
In this special case of the MRS problem, each mobile relay communications, vol. 32, no. 13-14, pp. 1427-1436, Aug. 2009.
can move to only one position @, with movement distance [23] E. D. Demaine, M. Hajiaghayi, H. Mahini, A. S. Sayedigh&har,

; i S. Oveisgharan, and M. Zadimoghaddam, “Minimizing movethieéhCM
being /3. It can be seen that minimizing total movement Transactions on Algorithis, vol. 5. no. 3, Article 30, July 2009,

cost in the special case of the MRS problem is equivaleplj k. akkaya, F. Senel, A. Thimmapuram, and S. Uludag, tBimited
to minimizing the total number of placed relay nodes in the recovery from network partitioning in movable sensor/actetworks via

CRNP problem. Since the CRNP problem is known to be NP- controfled mobility"|EEE Trans. Computers, vol. 59, no. 2, pp. 258-271,
en. .

complete, the special case of the MRS problem is also NP5 z. Yan, Y. Chang, H. Jiang, and Z. Shen, “Fault-tolemirt wireless ad
complete. And thus, the MRS problem is NP-complete. hoc networks: Bi-connectivity through movement of remdeahodes,”
Wreless Commun. Mobile Comput., vol. 13, no. 12, pp. 1095-1110,
Aug. 2013.
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