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Abstract— We consider a distributed wireless network aided contention, its channel to its relay is probed, and a detisio
by decoded-and-forward relays. Multiple sources use conteion js made between two options: to give up the transmission
for channel access. We investigate distributed opportunti opportunity; or to select a rate to transmit to the relay ad |

scheduling (DOS), which means that if a source wins the chareh th | it f d d-h h lto t it it
contention, it may give up its transmission opportunity if its e relay wait 1or a good second-hop channel to transmit Its

channels over the two hops are not good. We propose a two-ldve received traffic to the destination (referred tarelay-waiting.
DOS scheme which includes two-level decisions. Optimal re$ Works in [5] [6] consider two-level stopping. We have

in the two levels are theoretically derived. following observations. The further-probing option in fBay
Index Terms— Opportunistic scheduling, relay networks. be beneficial if the first hOp and the second hOp’S instantasmeo
channel gains are both good. The relay-waiting option in
[6] can be beneficial when the first hop and second hop’s
instantaneous channel gains are good and bad, respectively
Opportunistic scheduling in a multiple-user centralized n since the source will first transmit to the relay (thus exjpigi
work has been well investigated, in which a central coortina the good first-hop channel), and wait for the second hop
collects all users’ channel state information (CSI) and leto have a good channel. Motivated by these, we consider
the user with the best channel quality to transmit. Howevdroth further-probing and relay-waiting options. Note ttz
for a distributed network, it is challenging to achieve opl combination of further-probing and relay-waiting in our nko
distributed opportunistic scheduling (DOS) due to the ailav is not simple. A simple combination could be: the winner
ability of the global CSI of all users. This issue has beesource has three options: give-up, further-probing, atal/re
addressed in [1] using optimal stopping theory in a contenti waiting; and if one of the latter two options is selected} jus
based ad hoc network. It is shown that, when a user windalow the same method as in [5] or [6]. Different from this
contention, if its observed channel gain is less than anm@iti simple combination, we propose that, if further-probing is
threshold (which can be calculated off-line), it is optimtal selected by the winner source, relay-waiting is consida®d
give up the transmission opportunity; otherwise, it is o@i one option in the second-level decision process.
for the winner user to transmit its traffic. As extensionsf [
DOS with imperfect channel information is studied in [2], T
while DOS considering tradeoff between channel estimation
accuracy and channel probing time is investigated in [3]. Consider K source-destination pairs and a number of DF
DOS is also investigated in relay networks [4]-[6] witielays. Each source-destination pair is pre-assigned &gy.rel
multiple pairs of sources and destinations. The work in [4}S argued in [6], optimal DOS for the case with direct links
investigates amplify-and-forward relay networks. In [3], €an follow the same method in [1]. Thus, here we consider
decode-and-forward (DF) relay network using channel colfle case with no direct link between any source-destination
tention is considered. When a source wins the contentiB@ir- Channels in the two hops follow Rayleigh fading, with a
(called awinner sourc its channels to its destination andc@mmon channel coherence time denotgdFor source; €
to its relay are probed, and a decision is made among thide2; -, K}, the average received signal-to-noise ratio (SNR)
options: 1) to give up the transmission opportunity (in thigf the channels from sourceto its relay and from its relay
paper, when we say a transmission opportunity is given ug, its destination are denoted Asand g;, respectively.
it means that subsequently all sources start new channeft channel access procedure similar to [4]-[6] by using
contentions); 2) to transmit using direct link; or 3) to fat contention is adopted for thE sources. At a time slot, each
probe the channel from the relay to the destination, anctidecfource transmits to its relay a request-to-send (RTS) packe
to transmit (either by direct link or by relay link) or to give(Which serves as probing packet of the source) with a predete
up the transmission Opportunity_ The work in [5] focuses orﬁlined probablllt)p If the slotis idle (i.e., Nno source transmits)
whether or not to further probe the second hop. The work f collided (i.e., two or more sources transmit), then alirses

[6] also considers a DF relay network. If a source wins thdart a new channel contention in next slot after the idlealo
after a timeout period following the channel collision ek If
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I. INTRODUCTION

. SYSTEM MODEL




(n is observation index), by RTS reception, and makes ote stop and how to stop?). We should derive the optimal

from three possible decisions: 1) Give-up: the winner seurstopping ruleN* for a maximal system throughput problem:

gives up its transmission opportunity. 2) Relay-waitingisi supy~, E[Y~]/E[T~] in which E[-] denotes expectation. For

decided that the winner source transmits to its relay first, athis purpose, we can first solve a transformed problem with

then the relay waits for a good second-hop channel to separameter\(> 0) which means cost per time unit:

the received traffic. A first-hop transmission rate denafgd

(no more than the first-hop channel capacity) is also decided vy = Z‘i%E[YN] ~ AETN] )

3) Further-probing: the relay further probes the secomng-h .

channel SNR. The above process is cafiest-level decision
If the first-level decision is give-up, the decision is imbhal

gi)‘hen an optimal stopping rule of (1) with* satisfying
V(A*) = 0 is an optimal stopping rule of our maximal system
gproughput problem [7]. So next we focus on optimal stopping

in a clear-to-send (CTS) sent from the relay to the winn s ) I
source (all other sources also overhear the decision). rule of (1) with A* (at the end of Section IV we will discuss
-how to determine value of*).

If the first-level decision is relay-waiting, the decisios i
sent from the relay to the winner source by a CTS (the
CTS also notifies other sources not to contend until the relay
finishes its transmission to the destination). The winnerge !N the n-th observation of the sources, denete) as the
transmits with rateR,, and duratior;. Once the relay receivesWinner source, and, (n) as the first-hop SNR of the winner
the traffic, it is proven in [6] that the relay should keeource. In this section, we consider that the first-levelsiec
probing the second-hop channel until the achievable rate idffurther-probing. So the relay further probes the secooypl-

a second-hop channel realization is not less ttian and channel SNR denoteds(n). Then there are three options
then transmit. In specific, the relay sends an RTS to tiethe second-level decision: give-up, direct-transmissand
corresponding destination, and the destination feeds backelay-waiting. The rewards of give-up and direct-transiois
CTS which includes the second-hop CSI. If the second-h8ge V(A") = 0 and Rirect(12)7¢ — A" 74, respectively. Reward
achievable rate, denotefd, satisfiesk > R,, then the relay Of relay-waiting is discussed next. _ _
transmits with rateR and duration(R,,/R)ry;! otherwise, In relay—_wa|t|ng, the_W|_nner source sends_lts traffic to
the relay waits forr; duration and sends RTS again. ThidlS relay with a transmission rat&, and durationr. We
procedure is repeated until the second-hop channel adfiéevdlenoteT's,) = 27 — 1. The probability density function
rate is not less thatk,, and the relay transmits. of v2(n) is (1/gy(n))e72"/9:». The second-hop channel

If the first-level decision is further-probing, the re'ay]de is kept probed until a channel realization with achievable
an RTS to the corresponding destination. The destinaticm méate not less thatk,, is found (or equivalently, the SNR of
sures the second-hop channel SNR dengtéd), and makes the second-hop channel realization is not less than,)).
the second-level decisiommong three options: i) Give-up: Thus, the number of times that the second-hop channel is
the destination sends a CTS to notify the decision; ii) Relaprobed follows a geometric distribution with mean valuengei
waiting (the same as the relay-waiting used in the firstHeve /9. So givenyi(n) and T',(,), the average reward
decision); iii) Direct-transmission (“direct’” means theis no of relay-waiting is given as¥y ™" ™ (n) = log,(1 +
waiting between the two hops’ transmissions): it is deciddel,,))rq — A*7q — A*[els/9s0) (14 + 75 + 7¢) + (E[%] -
that the winner source sends to the relay and subsequently,] in which subscript &' means “relay-waiting” andr¢
the relay sends to the destination, both with transmissaé@ rmeans CTS transmission duration. On the right handside of
2Rairect(n) With durationry/2 (here Rairect(n) = 31log, (1+ the expression, the second term is the time cost for data
min(y1(n),72(n)))). A CTS is sent to the winner source totransmission from the winner source to its relay, and the
start the direct transmission. third term is the time cost for transmission from the relay

It can be seen that for each transmission opportunity, t the destination. Her&[£] is the expectation of under
is eventually decided either to give up the opportunity anghnditioniz > R, expressed HE[&] = elsm)/9:m) log, (1+
let all sources start new channel contentions amderve 0o (1/guim)e 95 ’_3 1 (1), T s ) _
their channels, or testop the channel observation procesd'sm) Jr., ~ Tossrizes) ¢4~ Since Yy (n) is a
and transmit (by either direct-transmission or relay-ing ~function 0f>1—‘s(n)l it is desired to find the optimal'y.,) €
Assume the system starts at time moment 0. Recall that @)+, (n)], denoted]:‘:(n), that maximize%ll(n),rs<7L>(n)_
observation means a process until a successful contentiomefine  function () A logo(1 + )14 —
DenoteY,, as reward (i.e., amount of transmitted traffic) a}\* oy [eﬁ(T n Totmy

! - . . 4 TR + 1¢) + (e log,(1 +
observatiom and7,, as the time duration from time moment" " (1/ g/ 9e(m) 2 (1))
0 until the end of observation plus transmission durations.”) |, —feerzr ¢ — 1)7a]. So Yu, """ (n)
And denoteN as the “stopping” time, i.e., the transmissiorfan be expressed as(I',(,)). When~ € [0,00), denote
opportunities in observations, 2,..., N — 1 are given up 7°™* as the value ofy that maximizesp(~), which can be
and the winner source of observatidh stops and transmits. calculated offline. Note thal',(,,y € (0,71(n)]. So we have
We also useN to denote the “stopping rule” (i.e., whenF;(ng = min(y;(n),7*™*), and the corresponding maximal

Tam) (Y ie mi
Y Mo () s given as

[1l. SECOND-LEVEL DECISION

lin relay-waiting of [6], the relay transmits with rat®, and duration
74- SO here we actually use an enhanced version of the reldirgan [6],
referred to aenhanced relay-waiting

1(n). i : s(n)*
Y ™ (n) = p(min(yi (n), y*M*)). )



w

Overall, if further-probing is the first-level decisiongtiithe C. other scenarios
second-level decision will be the one (among give-up, direc Now we consider thaty, (n) satisfiesv,(n) € Iy 2
transmission, and relay-waiting) that has the maximal rdwam = {nn) | %ng(l +onn))ra — N1y >

In other words, the reward after probing the second hop {/S‘yl(n),l“:(w(n) > 0}, which means that in the second-level

) " Y1 (1)L ey
max (0, Rairect(n)7a — A*7d; Yao (n)). decision, the reward of relay-waiting is larger than that of
give-up, but smaller than the upper bound of reward of direct
IV. FIRST-LEVEL DECISION transmission. Thus the second—lev\llt(ei)drecision is relayiweni

. o _ _ or direct-transmission. We denotg, *") (n) given in (2)
In the first-level decision, after channel SNR in the first hogy using a simple form’*. Then (3) becomes

(v1(n)) is obtained, the same as the second level, the reward

of give-up isV(X*) = 0, and the reward of relay-waiting is 2 A ry)

ve-u Ny (] e
v )’F"’(“)(n). The expected reward of further-probing is ~ Zp.z: = ¥ (1 - ¢ ™ )
1 _n)
n * n 7F: n - —\* Is(n 4
Zgl( ):E[max (O,Rdi,ect(n)Td - Td,Yqu( M )(n))} +(2 logy (1 +m1(n))7a = A Td) e “)
— N(1p + T 3 3 logy (1471 (n))7a
(r +7c) ) +/ (2= N 74)dFR, ra (%)~ X* (TR +70).

in which subscript »’ means “further-probing”JE[-] means Y*tArTg

expectation with respect to second-hop channel SNR, a@d the right handside of (4), there are four terms: the firshte
A*(tr + 7c) means the time cost in probing the seconfheans that when(n) < S L] (the probability of
hop. Next we give detailed expression 87", based on \hich is the expression in the brackets followikig), relay-
discussion in the preceding section. waiting has larger reward than direct-transmission; theise

term means that whens(n) > ~1(n) (the probability of

_i(n)

A. when relay-waiting is worse than give-up in second-lev@hichise ?:t»), direct-transmission has larger reward given

decision as (3 logy(1 +v1(n))7a — A*74); the third term means that
2(Y*4+2*7y) . .
In this subsection, we consider that the first-hop channghen2 7« —1 < y3(n) < y1(n) (which equivalently

SNR 1, (n) satisfiesy; (n) € Ty 2 {y(n) | Yo' """ () < MeANS hal™ + A7y < Ry7a < 31085 (1 + 71(n))7a With

< A : o2\
0}, which means that the relay-waiting strategy is worse thdfr — %10%2](14’172(")))’ direct-transmission has better reward
give-up in the second-level decision. Thus the second-le@ven asf;*ig;*(.rj’h(n))Td(a:_)\*Td)dFRg‘rd(:1:) with Fr, 7, (-)
decision is give-up or direct-transmission. Then (3) can keing the CDF of random variablg,,.
rewritten as Using integration by parts for the third term, and after some
oo mathematical manipulations, (4) can be rewritten as
Z;}I(In) :/* (.23 — )\*)TddFRd\rect(n)l’Yl(n) (x)—)\*(TR + Tc)

1 logy (1471 (n))7a _22¢/7q 4

WhereFi,..(n)j () (-) is conditional (on givenyy (n)) cumu-  z71{") = y*+/ ¢ T dr— N (rp-tTe).
lative distribution function (CDF) ofRgirect(n), given as Y A Ty
4y ) Overall, the expected reward of further-probing in firstelle
FRgean) s (n) (7) = {1 se My s gloss(lanln)) - decision is given asy " = 20 Iy + 205 gy +
1, z > 5 logy(1+71(n)). Z;_II(,:’)I{%} with I;.; being an indicator function.

Thus, the first-level decision is to select the maximal relvar

Using integration by parts and some math manipulations, T n)

Z;}I(:’) is given as from 0 (for give-up),Y., T (n) (for relay-waiting), and
’ o Z"™ (for further-probing). And accordingly, the expected
o JRlom ) T0 gy N (g + 1), reward of Problem (1) is
= i * 1(n), T .
Zy1, = if A < Zlogy(1 4+ v1(n)); V) = Ef; LR, [max(0, v (n) l“bm)_L(n)7
—\* if A > Llog,(1 71(n) * ®)
(tr + 70), i > 5 logy (1 +71(n)). 2N = A (7 + 1)

in which % means the probability that user {1,2,..., K}
B. when relay waiting is the best in second-level decision is the winner source, the expectati@,[] is with respect
to the first-hop instantaneous channel SNRn) when the

Now we consider thaf: (n) satisfiesy: (n) € Z» £ {y1(n) | average first-hop SNR i8; (i.e., when usei is the winner

Y1(n),T%0n "
Y () > max (0; 310gy (1 +71(n))7a — A*7a) }, _ source), and\*(ry + 7¢) is the time cost in first-hop channel
which means relay-waiting is the best among all three optiopyntention and probing.

in the second-level decision (noting thatog, (1+71(n))7a—  Together withV(A*) = 0, we can numerically calculate
A"74 is an upper bound of reward of direct-transmission exne value ofA* (the calculation can be done off-line). With

pressed aRdirectS”))@—)\*Td)- Therefore, (3) can be rewrittenthe value of \*, for winner sourcei € {1,2,..,K}, the
Y1 (1)1 5 (n)

as Z;fz(zn) =Yy (n) — X (tr + 70). rewards of the three options in the first-level decision can b
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Fig. 1. Rewards of the three options in the first-level decisis.vi(n). Fig. 2. Throughput vs. second hop average SNR

expressed as three non-decreasing curves in a “rewardsts. fievel decision in our scheme. However, from Fig. 2, when
hop instantaneous SNIR (n)” plot. Based on the intersectiong = 4, our proposed scheme achieves higher throughput than
points of the three curves, we have pure-threshold firgtHe5]. Our better performance than [5] comes from including
decision for winner sourcé to be illustrated in Section V. relay-waiting in the second-level decision if the firstdév
decision is further-probing.
V. NUMERICAL/SIMULATION RESULTS AND CONCLUSION All the thresholds in our first-level decision can be numer-
) L . ically calculated off-line. So to perform first-level deois, a

Considerk’ = 15 source-destination pairs. Other paramesjmpje comparison of; (1) with the thresholds is needed. In
tersarep = 0.1, 7q = 8MS, 7 = 10348, 7c = 710 = 10618, o) second-level decision, the calculations Rfiect(n) 74 —
0=20u8 M =hg = .. =I5 =1, andgs = g2 = ... = Ny andYJl(n)’F‘“’(“)(n) in (2) are needed (noting that when

g15 = g. For g = 14 or 4, Fig. 1 shows the rewards of the’, ' sy i .
three options in the first-level decision of a winner sourc@) is calculated, they is a fixed value for uses(n),

given as the three terms in theax(-) function in (5). When which can be obtained off-line), which are simple calcalas.
Note that the computation complexity is not a functionfof

g = 14, the two highlighted intersections give two threshold .

of first-hop SNR: 1.60 and 12.38. So we have the followinghe number of user pa!rs), and thus, can _be expressodias

for first-level decision. 1) Ify; (n) < 1.60, give-up is selected. or each_o_f the_other five sch_emes, the f|rs_t-level an_d second-

2) if 1.60 < y(n) < 12.38, relay-waiting is selected. 3) Ieve_l deCISIOI’]S_ involve only s_|mple comparisons/caldalsd.

if v1(n) > 12.38, further-probing is selected in fir:st—leveIThe'r complexity (notafunctlon Of) can also be expressed

decision, and we proceed to second-level decision, i.e., e O(1). So the cqmplexny of all above schemes are very_low.

discussed in Section lll, aftey,(n) is probed, we select the n summary, this Paper proposes a new DOS strategy in DF

maximal reward among (for give-Up), Rarect(n) 74— \* 74 (for relay networks, which takes the advantages of both further-
) o (), T . probing and relay-waiting. Two-level decision problem as-f

direct-transmission), andt., (n) (for relay-waiting).  jated. The first-level decision is a pure-threshold ett

When g = 4, the curve of further-probing is always bettefrne gecond-level decision, if needed, is not pure-threshol

than the curve of relay-waiting in Fig. 1. This means relayyqeyer, it requires very low computation complexity.

waiting is never selected in the first-level decision. Hogreit

does not mean relay-waiting is useless. This is becausg rela

waiting is still an option in the second-level decision ieth

first-level decision is further-probing [1] D.Zheng, W. Ge, and J. Zhang, “Distributed opportucistheduling for
Wi d imulati ) d sch ad hoc networks with random access: An optimal stopping ceubr,”
e conduct simulations to compare our proposed scheme |ggg Trans. Info. Theoryol. 55, no. 1, pp. 205-222, Jan. 2009.

with [5], [6], and the simple combination scheme of [5] and[2] D. Zheng, M.-O. Pun, W. Ge, J. Zhang, and H. V. Poor, “Distted

[6] as discussed in Section | (when simulating scheme in [5] Oﬁpo”ulm_“f‘c Schedul'g‘gEfOTr ad rl;\)/c Icom"(‘:“”ica“onsl ";‘tmmiczt
. . . . “ ' channel in ormation,” rans. Ireless Ccommun/ol. 7, no. ,
direct links are not considered). We also simulate 1) “echkdn pp. 5450-5460, Dec. 2008.

[6]", which is an enhanced version of the scheme in [6][3] C. ThejaswiP.S.,J. Zhang, M.-O. Pun, H. V. Poor, and Der#} “Dis-

i i -waiti ; i ; tributed opportunistic scheduling with two-level probjhdEEE/ACM
in which the enhanced relay-waiting as discussed in Section Trans. Networkingyol. 18, no. 5, pp. 1464.1477, Oct. 2010.

Il is implemented, and 2) a simple combination of [5] and[4] Z. Zhang and H. Jiang, “Distributed opportunistic chehaccess in

enhanced [6]. The parameters are the same as used in Fig. 1,wireless relay networksEEE J. Sel. Areas Commurol. 30, no. 9,
. i pp. 16751683, Oct. 2012,

except that second-hop average SNRaries frqm 2_ to 20. E’] X, Gong, C. Thejaswi P. S.. J. Zhang, and H. V. Poor, “Opytistic

The thrO.UghpUt of the schemes are shown in F'g- 2. Th Cooperative Networking: To Relay or Not To Relay®EE J. Sel. Areas

scheme in [5] performs better than the scheme in [6] with Commun.yol. 30, no. 2, pp. 307-314, Feb. 2012.

; ; _ [6] Z. Zhang, S. Zhou, and H. Jiang, “Opportunistic coopeeachannel
'O"‘f _g, but pgrforms worse with hlgb. The enhanced rEIay access in distributed wireless networks with decode-andéfrd relays,”
waiting can improve the system performance. Our proposed ayailable: http://arxiv.org/pdf/1502.06085v1.pdf

scheme outperforms all other schemes. Furthes, 4 4, as [7] T. S. FergusonOptimal Stopping and Applicationsivailable online:
aforementioned, relay-waiting is never selected in the-firs  httP//www.math.ucla.edu/~tom/Stopping/Contentslhtm
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