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Abstract—Fast time-varying channel parameters and large
penetration losses for signals passing through train carriages are
two well-known challenges for wireless communications on high
speed rails (HSRs). In this paper, we introduce, for the first time,
backscatter technology into HSR wireless communications, which
can address these two challenges and yet have low complexity
of signal processing and low cost of circuit implementation com-
pared with traditional solutions such as relaying or beamforming.
Specifically, we propose a backscatter aided wireless transmission
(BAWT) scheme and demonstrate that it outperforms the existing
direct wireless transmission (DWT) scheme. We derive the upper
and lower bounds of channel capacity for BAWT and prove that
it exceeds that of DWT on certain conditions. We also propose
the transceiver design for both BAWT and DWT, including
joint carrier frequency offset and channel estimator, and signal
detector. We show that BAWT, rather than DWT, can obtain the
channel statistical information in practical applications due to
fixed train antennas and unchanged tracks, which can be utilized
to facilitate channel estimation. Finally, simulation results are
provided to corroborate the proposed solutions.

Index Terms—Backscatter technology, carrier frequency offset
(CFO), channel capacity, channel estimation, high speed rail
(HSR), signal detection, wireless communications.

I. INTRODUCTION

Past two decades witness the fast development and de-

ployment of high speed rails (HSRs), especially in China

where 35,000 kilometers of HSRs have been built by the

end of 2019. Consequently, HSR wireless communications

has aroused wide interests from both academic and industrial

circles [1] [2].

Unlike other wireless networks, HSR wireless systems are

characterized by the high mobility of transceivers and the

large penetration loss of the signals passing through train
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carriages [3]. These two special characteristics give rise to

many challenges such as channel modeling, Doppler shift

compensation, time-varying channel estimation, fast handover,

beamforming and detection [1]. Besides, the applications of

the fifth generation wireless technologies on HSRs, i.e., mas-

sive multiple-input multiple-output (MIMO) [3] and millimeter

wave (mmWave) [4], bring about new open problems for

academic research [5].

These challenges of HSR wireless communications have

been investigated in a rich body of literature (see [1]–[3],

[6] and references therein). The reference [7], for instance,

suggests a scheme that estimates a part of the channel through

training symbols and reconstructing other parts through spatio-

temporal correlation aided by position information. The au-

thors in [8], for another example, investigates Doppler shift

estimation problems. The problem of handover on HSRs

is studied in [9] where a seamless connectivity scheme is

proposed.

A. Motivation

Existing technologies such as full duplex [5], [10], [11],

relay [12]–[15], beamforming [16], [17], massive MIMO [18]

[19], and joint estimation and detection [20] are possible can-

didates to reduce or address the signal penetration loss during

the transmission between the antennas of base station (BS)

and mobile users inside the train. However, these solutions

not only require complicated signal processing operations such

as demodulation and decoding, but also need radio frequency

(RF) components, which are rather expensive.

In this paper, to reduce this signal penetration loss, we

introduce another technology, namely backscatter communica-

tions. Compared with other existing technologies, backscatter

technology has the advantages of low complexity of signal

processing and low cost of circuit implementation. Because it

avoids demodulation and decoding, and requires no additional

RF components [21]–[23]. Specifically, backscattering will

not suffer from noise amplifying, which typically exists in

amplify-and-forward relays, and has no requirement on signal

decoding that is indispensable for decoding-and-forward relay

technology. It also avoids the self-interference that full-duplex

technology has to face with.

Backscatter communications originated from the second

world war and the first paper was published in 1948 by H.

Stockman [24]. Backscatter communications are extensively

applied for radio frequency identification (RFID) systems. One
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of the most successful applications of RFID systems is elec-

tronic toll Collection that can collect toll fees from vehicles

on the high-speedways without stopping them. Backscatter

communications have been extensively researched including

channel fading and modeling [22], link budgets, multi-antenna

techniques [25], and coding methods [23] [26]. To address

the rapid development of Internet of Things, researchers have

developed several versions backscatter technologies, namely

bistatic backscatter [27], ambient backscatter [28] and recon-

figurable intelligent surface [29], [30], which enhance cover-

age and reliability or enable battery-free devices (e.g., sensors

or tags) to connect to the Internet [31]. For example, ambient

backscatter utilizes ambient RF signals, such as television

radio and cellular signals to enable the battery-free tag to

communicate with the reader [32]. Backscatter communication

is thus becoming a highly active research area [33]–[35].

B. Technical Contributions

It is well-known that high mobility results in large Doppler

shifts and hence causes fast time-selectivity in wireless chan-

nels, which is quite challenging and even impossible to directly

estimate these channels [36]; moreover, future base stations

with massive MIMO must estimate a large number channel

parameters. However, traditional estimators of time-varying

channels compress multiple channel parameters into a few

coefficients through basis expansion models (BEMs) [37] [38],

auto-regressive models [39] [40], array signal processing mod-

els [16], or exploiting channel sparse feature [41] [42]. BEMs

decompose the time-varying channel into the superposition

of basis functions weighted by time-invariant coefficients.

Optimal basis function can be obtained from the channel

correlation matrix, which is usually not available in practical

situations [6].

Our contributions are summarized as follows:

• By exploiting the low cost and low complexity of

backscatter technology, we design a backscatter aided

wireless transmission (BAWT) scheme. Specifically, we

propose that the train is equipped with two antennas, one

outside on the top of the train and the other inside. The

outside antenna receives the signals from the BS and the

antenna inside amplifies and backscatters the signals to

the mobile users inside the train.

• We compare BAWT with direct wireless transmission

(DWT) that is currently used in practical HSRs. We

derive the upper and lower bounds of channel capacity for

BAWT, and prove that on certain conditions, the channel

capacity for BAWT is larger than that of DWT.

• We also propose the transceiver design for both BAWT

and DWT, including the joint carrier frequency offset

(CFO) and time-varying channel estimator and signal

detector.

It is worth noting that backscatter technology can also

facilitate the estimation of time-varying channels for HSR

communication systems. Our proposed BAWT can exploit the

channel statistical information that is available in practical

applications due to fixed train antennas, which is not applicable

for DWT due to the mobility of user terminals.

The rest of the paper is organized as follows. Section II

introduces DWT and BAWT schemes and the corresponding

mathematical system models. Section III derives and compares

the channel capacities between DWT and BAWT. Section IV

and V suggest the channel estimator and signal detector for

DWT and BAWT schemes, respectively. Section VI provides

simulation results to corroborate the proposed studies and

Section VII summarizes the whole paper.

Notations: Vectors and matrices are boldface small and

capital letters, respectively; the transpose, Hermitian, inverse,

and pseudo-inverse of matrix A are denoted by AT , AH ,

A−1 and A†, respectively; �{A} and �{A} are the real

and the imaginary part of A, respectively; diag{a} denotes a

diagonal matrix with the diagonal elements constructed from

a; E{·} denotes the statistical expectation; �·� is the integer

ceiling; and the entry indices of vectors and matrices start from

1. x ∼ CN (μ,Σ) denotes that x is a circularly symmetric

complex Gaussian vector with mean μ and covariance matrix

Σ. The variables with subscript d or b represent relevant ones

in the case of DWT or BAWT.

II. SYSTEM MODEL

In this system, the BS transmits baseband signals s(n) with

the carrier frequency fcs and the initial phase θs. Assume that

the transmission of s(n) follows a general slotted structure in

Fig. 3 [45]. Each slot contains Np training symbols and Nd

data symbols, where Np+Nd = N . There is zero padding, i.e.,

one or several empty symbols, at the end of each slot to avoid

interference between slots or different users. We consider the

two transmission schemes: DWT and BAWT.

A. DWT Scheme

Let the direct wireless channel between the BS antenna and

that of the mobile user be h0(n). In DWT, the BS transmits

directly to the mobile user through channel h0(n). Thus, the

signal received at the antenna of the mobile user inside the

train is expressed as

yd(n) = h0(n)s(n)e
j(2πfcsn+θs) + w0(n),

where w0(n) denotes the additive Gaussian noise at the mobile

user. The receiver of the mobile user will then perform a signal

down conversion to the baseband. For this task, the receiver

will first generate a local carrier signal with carrier frequency

fcr and initial phase θr. Note that since these two quantities

are not identical to fcs and θs, this process will introduce a

CFO and phase error. Thus, the receiver multiplies yd(n) with

the local carrier to obtain the baseband signal

rd(n) = yd(n)e
−j(2πfcrn+θr). (1)

Substituting (1) into (2), we can further rewrite rd(n) as

rd(n) = h0(n)s(n)e
j(2πΔfn+Δθ) + w(n), (2)

where Δf = fcs − fcr is the CFO induced by the down

conversion process due to the differences between the crystal

oscillators, phase error Δθ = θs − θr, and noise w(n) =
w0(n)e

−j(2πfcrn+θr) ∼ CN (0, σ2
w).
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Fig. 1. System model.

Let us define

h(n) = h0(n)e
jΔθ (3)

as the combined channel to be estimated. Then, (3) can be

rewritten as

rd(n) = ej2πnΔfh(n)s(n) + w(n). (4)

Fig. 2. The block diagram of the backscattering circuit in the train.

B. BAWT scheme

It is worth noting that the carriage penetration loss for HSRs

can be as large as 30 dB [10]. To avoid such large loss and

to enhance reliability, we propose the BAWT scheme (Fig. 1).

It requires the train antenna to first receive the signals from

BS and then backscatter them using another antenna inside the

train after one symbol duration delay.

Suppose the channel between the antenna of the BS and the

outside antenna of the train is f0(n). The signal received at

the train antenna is 1

u(n) = f0(n)s(n)e
j(2πfcsn+θs). (5)

BAWT scheme requires that the signal u(n) will be delayed

for one symbol duration, and then amplified and backscattered

by another antenna inside the train. The corresponding block

diagram for the backscattering part is depicted in Fig. 2. The

backscattered signal is

b(n) = αηu(n− 1), (6)

1The Doppler shift is modeled inside the channel h0(n) and the channel
f0(n), which will be later explained in Section V and Appendix B.

Fig. 3. Transmission slot structure.

where α is the amplifying coefficient and η denotes the fading

inside the two train antennas.

The mobile user will receive both signals from BS directly

and from backscattering

yb(n) = h0(n)s(n)e
j(2πfcsn+θs) + g(n)b(n) + w0(n), (7)

where g(n) denotes the channel between mobile user and the

inside antenna of the train.

Substituting (5) and (6) into (7) yields

yb(n) =h0(n)s(n)e
j(2πfcsn+θs) + w0(n)

+ αηg(n)f0(n− 1)s(n− 1)ej(2πfcs(n−1)+θs).

The mobile user will generate a carrier signal to demodulate

yb(n) and will obtain

rb(n) =yb(n)e
−j(2πfcrn+θr)

=h0(n)s(n)e
j(2πΔfn+Δθ) + w(n)

+ αηg(n)f0(n− 1)s(n− 1)ej2πΔfnejΔθe−j2πfcs .
(8)

We note that the channel g(n) remains almost unchanged

during several time slots due to the limited mobility of the

mobile user inside the train. Therefore, it is reasonable to

approximate g(n) as a slow-fading random variable g0 within

one slot. We thus assume g0 ∼ CN (0, σ2
g0).

Let us denote the composite channel to be estimated as

f(n− 1) = αηg0f0(n− 1)e−j2πfcsejΔθ . (9)

The signal rb(n) can be simplified as

rb(n) =ej2πnΔfh(n)s(n)

+ ej2πnΔf f(n− 1)s(n− 1) + w(n). (10)

C. Transmission Goals

Let Tp and Td be the time index set for the training symbols

and information symbols respectively. Clearly, the cardinality

of the set should be |Tp| = Np and |Td| = Nd. Without loss of

generality, we assume that Tp = [p1, p2, · · · , pNp ] and Td =
[d1, d2, · · · , dNd

].
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The goal for DWT is to first estimate the CFO Δf and the

channel h(n) using the training symbols s(n), n ∈ Tp, and

then recover the discrete information signal s(n), n ∈ Td in

(4), while BAWT aims to obtain estimates of not only Δf and

h(n), but also f(n) in (10), and next recover s(n), n ∈ Td,

which will be addressed in the following two sections.

Remark 1. Both CFO and Doppler shift resulted from train
speed can lead to time selectivity in wireless channels. It is
worth noting that our proposed system models of DWT and
BAWT consider the CFO and the Doppler shift separately.
That is, the CFO Δf appears in the received signals while
the Doppler shift is hidden in channels h(n) and f(n).
We separate them intentionally so as to facilitate channel
estimation, which will be discussed in Section V.

III. CAPACITY ANALYSIS

For brevity of our analysis, let us define the transmitted

signals s(n) and the channels h(n) and f(n) in one slot as

s = [s(1), s(2), · · · , s(N)]T , h = [h(1), h(2), · · · , h(N)]T

and f = [f(1), h(2), · · · , f(N)]T , respectively. In the case

of DWT, define the corresponding received signal vector rd
and the noise vector wd as rd = [rd(1), rd(2), · · · , rd(N)]T

and wd = [w(1), w(2), · · · , w(N)]T , respectively; in the

case of BAWT, the corresponding received signal vector

rb and the noise vector wb are separately denoted by

rb = [rb(1), rb(2), · · · , rb(N), rb(N + 1)]T and wb =
[w(1), w(2), · · · , w(N), w(N + 1)]T . Define S = diag{s},

H = diag{h} and F = diag{f}. Herein, we assume that

the equivalent channels h(n) and f(n) are distributed as

h(n) ∼ CN (0, σ2
h) and f(n) ∼ CN (0, σ2

f ), respectively.

A. DWT

We can rewrite (4) as

rd =Dd(Δf )Hs+wd, (11)

where

Dd(Δf ) =diag{ej2πΔf , ej4πΔf , · · · , ej2πNΔf }.

If the receiver knows the channel state information (CSI),

the capacity of (11) is equal to

Cd =
1

N
E
{
log det(I+ γDd(Δf)HHHDH

d (Δf))
}

=
1

N

N∑
n=1

E
{
log(1 + γ|h(n)|2)

}
, (12)

where γ stands for singal-to-noise ratio (SNR).

It can be readily checked that the probability density func-

tion of |h(n)|2 is fh2(x) = 1
σ2
h
exp

(
− x

σ2
h

)
[43]. Then, with

the aid of [44, eq. (4.337)], (12) can be derived as

Cd =− exp

(
1

γσ2
h

)
Ei

(
− 1

γσ2
h

)
, (13)

where Ei(x) =
∫ x

−∞
et

t dt is the exponential integral function

[44, eq. (8.211.1)].

B. BAWT

Defining

Db(Δf ) = diag{ej2πΔf , ej4πΔf , · · · , ej2π(N+1)Δf },

then we can rewrite (10) as

rb =Db(Δf )Hls+Db(Δf )Fus+wb, (14)

where

Hl =

[
H

0T
N,1

]
, Fu =

[
0T
N,1

F

]
, (15)

and 0N,1 is a vector with N zero elements.

Subsequently, we can further have

rb =Db(Δf )Ξs+wb, (16)

where

Ξ = Hl + Fu. (17)

With CSI at the receiver side, the capacity of (16) is

Cb =
1

N + 1
E
{
log det(I+ γDb(Δf)ΞΞHDH

b (Δf))
}

=
1

N + 1
E{log det(I+ γΞΞH)}, (18)

where ΞΞH can be computed as a tridiagonal matrix (19),

shown at the top of the next page.

Theorem 1. Denote the upper bound and lower bound of Cb

(18) by Cup
b and C low

b , respectively. Then, there are

Cup
b =

1

N + 1

[
(N − 1) log(1 + γσ2

h + γσ2
f )) (20)

− exp

(
1

γσ2
h

)
Ei
(
− 1

γσ2
h

)
− exp

(
1

γσ2
f

)
Ei
(
− 1

γσ2
f

)]
,

C low
b =

1

N + 1

[
log(2) +

1

2
log(σ2

h) +
N + 1

2

(
log(γ)−Q

)
+
N

2
log(σ2

f )−
N − 1

2
exp

(
1

γσ2
h

)
Ei
(
− 1

γσ2
h

)]
, (21)

where Q ≈ 0.5772 is Euler’s constant [44, eq. (9.73)].

Proof: See Appendix A.

The channel capacity Cb under BAWT scheme is always

larger than Cd under DWT one when

N ≥
⌈
3Cd − C1 − log(4σ2

h)

−Cd + C1 + log(σ2
f )

⌉
if log

(
γσ2

f

1 + γσ2
h

)
> Q,

(22)

where C1 � log(γ)−Q.

Proof: Following by Jensen’s inequality, there is

E
{
log(1 + γ|h(n)|2)

}
≤ log(1 + γσ2

h). (23)

Together with (23), substituting (13) and (21) into C low
b −Cd ≥

0 gives the result (22).
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ΞΞH =

⎡⎢⎢⎢⎢⎢⎣
|h(1)|2 h(1)f∗(1) 0 · · · 0 0 0

h∗(1)f(1) |h(2)|2 + |f(1)|2 h(2)f∗(2) · · · 0 0 0
...

...
...

. . .
...

...
...

0 0 0 · · · h∗(N − 1)f(N − 1) |h(N)|2 + |f(N − 1)|2 h(N)f∗(N)
0 0 0 · · · 0 h∗(N)f(N) |f(N)|2

⎤⎥⎥⎥⎥⎥⎦
(19)

IV. TRANSCEIVER DESIGN FOR DWT

A. Joint CFO and Channel Estimation

Motivated by the BEM

h = Bhλh + eh, (24)

we can further have

rd =Dd(Δf )SBhλh +Dd(Δf )Seh +wd. (25)

Here, λh = [λ1, λ2, · · · , λM ]T is the vector consisting of the

BEM coefficients, and Bh is an N ×M matrix.

Selecting Np rows from the basis matrix Bh as a new

matrix Bh,p = Bh([p1, p2, · · · , pNp ], :), the received signals

corresponding to the Np training symbols can be obtained as

rd,p =Dd,p(Δf )SpBh,pλh +Dd,p(Δf )Speh,p +wd,p,
(26)

where Sp = diag{s(p1), s(p2), · · · , s(pNp)}, wd,p

= [w(p1), w(p2), · · · , w(pNP
)]T , and Dd,p(Δf ) =

diag{ej2πp1Δf , ej2πp2Δf , · · · , ej2πpNpΔf }.

Defining

G =Dd,p(Δf )SpBh,p, (27)

we can obtain the estimate of the BEM coefficients as

λ̂h = (GHG)−1GHrd,p. (28)

Substitute (28) into (26), and then CFO Δf can be estimated

by minimizing the square error

Δ̂f = min
Δf

‖rd,p −G(GHG)−1GH︸ ︷︷ ︸
PG

rd,p‖2, (29)

where PG is defined as the corresponding item. Noting that

(I−PG)
H(I−PG) = (I−PG). Thus, we can further simplify

(29) as

Δ̂f =min
Δf

((I−PG)rd,p)
H
(I−PG)rd,p

=min
Δf

(
rHd,prd,p − rHd,pPGrd,p

)
. (30)

Finally, we can obtain

Δ̂f =max
Δf

rHd,pPGrd,p, (31)

which indicates that one dimensional search can estimate the

CFO.

In summary, the receiver first estimates the CFO from (31)

and the BEM coefficients from (28), and next recovers the

time-varying channel as

ĥ = Bhλ̂h. (32)

B. Signal Detection

To recover the information symbols s(n), n ∈ Td, the

receiver will calculate

ŝ(n) = min
s(n)

‖rd(n)− ej2πn
̂Δf ĥ(n)s(n)‖2. (33)

V. TRANSCEIVER DESIGN FOR BAWT

A. Time-varying Channels f0 and f

To facilitate estimation process, we give the following

Proposition 1 and Theorem 2 for the direct channels f0(n)
between the antenna of the BS and the antenna of the train,

and the backscattered channels f(n) between the antenna of

the BS and the antenna of the mobile user.

Proposition 1. The direct channels f0(n) at one fixed point
of the rail in a static environment is not time-varying. It is the
different locations of the receiver due to the train speed that
result in the time selectivity of the channels f0(n).

Proof: See Appendix B.

Trains run on preset rails and one train passes the same rail

many times. Suppose at one fixed location, the train passed it

at time n1 and n2. According to Proposition 1, we can claim

that the channels f0(n1) and f0(n2) between the antenna of

the BS and the outside antenna of the train are correlated if

the broadcasting environment is unchanged at this location.

Define the time-varying channels f0(n) in one slot as

f0 = [f0(1), f0(2), · · · , f0(N)]T . (34)

According to (9), we can have

f = αηg0e
−j2πfcsejΔθ f0. (35)

Suppose the BEM for the channel vector f is

f = Bfλf + ef , (36)

where λf = [λ1, λ2, · · · , λM ]T is the coefficient vector, Bf

is the basis matrix, and ef denotes the approximation error.

Assume the correlation matrix of the channel f0 is Rf0 =
E{f0fH0 } and its eigenvector decomposition is

Rf0 = ΦΩΦH (37)

where

Φ =[φ1,φ2, · · · ,φN ],

Ω =diag{�1, �2, · · · , �N},
�1, �2, · · · , �N are the eigenvalues of Rf0 in a descending

order, and φ1, φ2, · · · , φN are the corresponding eigenvectors.
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Theorem 2. The lower bounds for the mean square error of
ef is

E{eHf ef} ≥ α2η2σ2
g0

N∑
k=M+1

�k. (38)

and the corresponding optimal basis matrix for the time-
varying channels f is

Bopt
f = [φ1,φ2, · · · ,φM ]. (39)

Proof: See Appendix C.

Remark 2. To obtain the real channel correlation matrix for
the channel h is not practical since the mobile user can be
in many places inside the train. However, it is possible to
evaluate the channel correlation matrix Rf0 for the channel
f0 due to the fixed antenna on the top of the train.

B. Joint CFO and Channel Estimation

We can rewrite (10) as

rb =Db(Δf )Slh+Db(Δf )Suf +wb, (40)

where

Sl =

[
S

0T
N,1

]
and Su =

[
0T
N,1

S

]
. (41)

Substituting (24) and (36) into (40) will generate

rb =Db(Δf )SlBhλh +Db(Δf )SuBfλf + e+wb, (42)

where e = Db(Δf )Sleh +Db(Δf )Suef .

We can further obtain

rb =Db(Δf )Ghf [λ
T
h ,λ

T
f ]

T + e+wb,

where Ghf = [SlBh SuBf ]. Next we can employ the similar

joint estimator in Section IV-A to acquire the three estimates

Δ̂f , λ̂h, and λ̂f .

Noting that the channels f are stronger than h due to the

amplification factor α and no penetration loss. Accordingly,

the signals from the backscatter path have more power than

those from the direct path. We can thus motivate successive

interference cancellation method to refine our estimates. That

is, after estimating λf , we can subtract the signals of the

backscattered path from the received signals so as to better

estimate λh.

For brevity of our discussion, we assume that the first Np

symbols in each slot are training symbols. Define

rb,p,h = [rb(p1), rb(p2), · · · , rb(pNp)]
T ,

rb,p,f = [rb(p1 + 1), rb(p2 + 1), · · · , rb(pNp + 1)]T ,

t
(1)
f = [rb(p1 + 1), rb(p2 + 1), · · · , rb(pNp + 1)]T . (43)

Selecting Np rows from the basis matrix Bf as a new matrix

Bf,p = Bf ([p1 + 1, p2 + 1, · · · , pNp + 1], :), (44)

the initial estimate of the coefficient vector λf is

λ̂
(1)
f = e−j2πΔf (SpBf,p)

†Dd,p(−Δf )t
(1)
f . (45)

Next select the first Np − 1 elements of the vector t
(1)
f , and

we can calculate t
(1)
h as

t
(1)
h = rb,p,h − [0; t

(1)
f (1 : (Np − 1))]. (46)

Then λh can be estimated as

λ
(1)
h =(SpBh,p)

†Dd,p(−Δf )t
(1)
h . (47)

Now the CFO, the third estimate in this iteration, can be

acquired as

Δ̂
(1)
f = min

Δf

‖t(1)h −Dd,p(Δf )SpBh,pλ
(1)
h ‖2. (48)

Further, we can update t
(1)
h as

t
(2)
h = Dp(Δ̂

(1)
f )SpBh,pλ̂

(1)
h , (49)

select its last Np−1 elements to construct a new vector t
(2)
h (2 :

Np) and update t
(1)
f as

t
(2)
f =rb,p,f − [t

(2)
h (2 : Np); 0]. (50)

Then iteratively repeat the steps from (45) to (50) until the

following convergence condition is satisfied

|Δ̂(n)
f − Δ̂

(n−1)
f | ≤ ε (51)

where n indicates nth iteration and ε is a pre-set small

constant.

Finally, the time-varying channels can be recovered at the

last step as

ĥ = Bhλ̂
(n)
h , f̂ = Bf λ̂

(n)
f . (52)

C. Signal Detection

In this subsection, we propose three detectors to recover the

data information s(n), n ∈ Td.

1) Maximum Likelihood (ML) Detector: The optimal de-

tector will be ML detector

ŝ =argmin
s

‖rb −Db(Δ̂f )Ξ̂s‖2, (53)

where Ξ̂ is the estimated channel matrix constructed from ĥ
and f̂ . However, the ML detector has exponential complexity.

2) Successive Interference Cancelation (SIC) Detector:
If low computational complexity is required, we can choose

SIC decoding. The core idea of SIC is to decode signals

associated with the largest channel gain first and then decode

the remaining signals one by one by subtracting all decoded

signals. Noting that the backscattered links f(n) have more

power than the direct links h(n) due to less fading and the

amplification factor α, we can recover s(N) from the last

symbol rb(N + 1) first, and then recover s(N − 1) after

subtracting h(N)ŝ(N) from rb(N). Next, iteratively repeat

the process and recover all s(n). The data symbol s(k) will

thus be recovered as

ŝ(k) = argmin
s(k)

‖e−j2(k+1)π̂Δf rb(k + 1)

− h(k + 1)ŝ(k + 1)− f(k)s(k)‖2. (54)
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2
h when γ = 20 dB.

3) Zero Forcing Detector: Multiply rb with Db(−Δ̂f ) and

(Ξ̂HΞ̂)−1Ξ̂H will obtain

r̄b = (Ξ̂HΞ̂)−1Ξ̂HDb(−Δ̂f )rb. (55)

Then we can find that s has one-to-one correspondence with

r̄b. Accordingly, the data symbol s(k) can be detected as

ŝ(k) = argmin
s(k)

‖r̄b(k)− s(k)‖2, 1 ≤ k ≤ N (56)

where r̄b(k) denotes the kth symbol of r̄b.

VI. SIMULATION RESULTS

This section provides numerical examples to evaluate the

proposed schemes. A key performance measure is the mean

square error (MSE), which is defined as MSE(x̂) = E{(x −
x̂)2} where x̂ is the predicted value of the unknown parameter

x. The second measure is the bit error ratio (BER), which is

the number of incorrectly received bits divided by the total

number of transferred bits. Some parameters are set as σ2
h =

0.1, σ2
f = 10 and N = 50, unless otherwise specified. The

correlation matrix Rf of the channels f(n) is modeled as

2 4 6 8 10 12 14 16 18 20
M = Number of basis vectors
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101

M
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Fig. 6. MSE versus M .
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Fig. 7. MSE of Δf versus SNR.

Rf (m,n) = e−
ρ|m−n|

N , where ρ is a positive real number that

decides the relation tensity, and we take ρ = 0.5 in this section.

Fig. 4 and Fig. 5 respectively illustrate channel capacity

versus SNR and the ratio σ2
f/σ

2
h. It can be found that the

upper bound and lower bound of channel capacity are close to

the exact channel capacity. Importantly, the BAWT scheme

achieves higher rates with increasing channel variance σ2
f

compared with the DWT scheme.

Fig. 6 plots the approximate MSE of our suggested BEM.

For comparison, the MSE of the complex exponential basis

expansion model (CE-BEM) [46] is also provided. Fig. 6

shows that our suggested BEM outperforms the CE-BEM, all

MSE reduces and approaches the lower bounds (38) as the

number of basis vectors increases.

Fig. 7 depicts the MSE of Δf versus SNR, and Fig. 8 shows

the MSE of h and f versus SNR in the case of estimate and

exact value of Δf , respectively. As seen in Fig. 7 and Fig. 8,

MSEs of all estimates drop with increasing SNR. Moreover,

the estimation accuracies of all estimates in the BAWT case

are better than the counterparts in the DWT scheme.

Fig. 9 shows the BER curves of the three detectors of our
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Fig. 9. BER performance of three detectors with perfect channel state
information.

proposed BAWT scheme: ML, SIC, and ZF with perfectly

known channel parameters at the receivers. We set N = 10
and plot BER curves for both cases: σ2

f = 4σ2
h and σ2

f = 10σ2
h.

It can be seen from Fig. 9 that ML detector is optimal, and ZF

detector outperforms SIC detector. It is also worth noting that

ML has the optimal performance, and also the highest time

complexity which is exponential.

Fig. 10 exhibits the detection BER versus SNR after the

estimates Δf , h and f are obtained and when perfect param-

eters Δf , h and f are assumed. As seen, the BER curve of

BAWT scheme is exactly below the DWT one, which implies

that BAWT outperforms DWT in detection.

VII. CONCLUSION

In this paper, we introduced backscatter technology into

HSR wireless communication systems in order to reduce the

signal penetration loss and to facilitate channel estimation. We

showed that our proposed BAWT scheme can reduce complex-

ity and achieve low cost compared with traditional solutions

such as relaying and beamforming. We also suggested and

0 5 10 15 20 25 30 35
SNR (dB)

10-2

10-1

100

BE
R

DWT
DWT, Full CSI
BAWT
BAWT, Full CSI

Fig. 10. BER versus SNR.

compared BAWT and DWT transmission schemes, including

the joint CFO channel estimator and the signal detector. We

demonstrated that BAWT could outperform DWT in capacity,

estimation and detection. To our best knowledge, our work is

the first study about backscatter aided HSR wireless communi-

cations. We conclude on the positive note that there are many,

related open problems for future research, including training

sequence design, joint estimation and detection, and channel

encoding.

APPENDIX A

PROOF OF THEOREM 1

Define C ′
b = (N + 1)Cb. Then, we have

C ′
b =E{log |I+ γΞΞH |}
(a)

≤E{log(1 + γh2(1))}+ E{log(1 + γf2(N))}

+
N∑

n=2

E{log(1 + γh2(n) + γf2(n− 1))}

(b)

≤E{log(1 + γh2(1))}+ E{log(1 + γf2(N))}

+
N∑

n=2

log(1 + γE{h2(n) + f2(n− 1)}), (57)

where (a) and (b) follow by Fischer’s inequality and Jensen’s

inequality, respectively. Suppose the upper bound (57) of C ′
b

is denoted by Cup′

b , which can be computed as

Cup′

b =(N − 1) log(1 + γσ2
h + γσ2

f )− exp

(
1

γσ2
h

)
×

Ei

(
− 1

γσ2
h

)
− exp

(
1

γσ2
f

)
Ei

(
− 1

γσ2
f

)
. (58)

Let us separately set MD and MU as (59) and (60), shown
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MD =

⎡⎢⎢⎢⎢⎢⎣
γ|h(1)|2 0 0 · · · 0 0 0

γh∗(1)f(1) 1 + γ|h(2)|2 0 · · · 0 0 0
...

...
...

. . .
...

...
...

0 0 0 · · · γh∗(N − 1)f(N − 1) 1 + γ|h(N)|2 0
0 0 0 · · · 0 γh∗(N)f(N) 1

⎤⎥⎥⎥⎥⎥⎦ (59)

MU =

⎡⎢⎢⎢⎢⎢⎣
1 γh(1)f∗(1) 0 · · · 0 0 0
0 γ|f(1)|2 0 · · · 0 0 0
...

...
...

. . .
...

...
...

0 0 0 · · · 0 γ|f(N − 1)|2 γh(N)f∗(N)
0 0 0 · · · 0 0 γ|f(N)|2

⎤⎥⎥⎥⎥⎥⎦ (60)

at the top of next page. Subsequently, there is

C ′
b=E{log det(MD +MU )}
(c)

≥E{log(det(MD) + det(MU ))}
(d)

≥E
{
log

(
2
√
det(MD) det(MU )

)}
, (61)

where (c) follows by det(AM,M +BM,M ) ≥ det(AM,M ) +
det(BM,M ) with both A and B positive semidefinite matrix,

and (d) follows by a + b ≥ 2
√
ab. Denote the lower bound

(61) of C ′
b by C low′

b . Then, with the help of [44, eq. (4.331.1)],

eq. (61) can be further calculated as

C low′
b =

1

2
log(σ2

h) +
N

2
log(σ2

f ) +
N + 1

2

(
log(γ)−Q

)
+ log(2)− N − 1

2
exp

(
1

γσ2
h

)
Ei

(
− 1

γσ2
h

)
. (62)

Therefore, separately substituting (58) and (62) into

C low
b =

1

N + 1
C low′

b (63)

and

Cup
b =

1

N + 1
Cup′

b , (64)

the upper bound Cup
b and lower bound C low

b can be derived.

APPENDIX B

PROOF OF PROPOSITION 1

Consider a sinusoidal signal ej2πfcsn+θs is transmitted and

M copies are received at one terminal due to multiple paths, as

depicted in Fig. 11. The receiver moves towards the transmitter

at a speed of v m/s.

The received signal can be expressed as

r(n) =
M∑

m=0

L−α/2
m ej(2πfcsn+θs− 2π(Lm−vn cos(βm))

λ ), (65)

where Lm represents each path length at the time n = 0, α
is the path loss component with typical values as 2 or 3. It is

worth noting that v cos(βm)/λ in (65) is the Doppler shift of

the mth path.

Fig. 11. Various train speed results in different locations of the receiver.

Define d = vn, and we can rewrite (65) as

r(n) =

M∑
m=0

L−α/2
m ej2πfcsnejθsej(−

2πLm
λ )ej(

2πd cos(βm)
λ ).

(66)

Accordingly, the channel f0(n) in such single carrier case

can be considered as

f0(n) =
M∑

m=0

L−α/2
m e−j 2πLm

λ ej
2πd cos(βm)

λ . (67)

It can be readily checked from (67) that when the environ-

ment around HSR is static, given the location d, the channel

f0(n) is fixed even when the receiver are moving. The moving

speed v only decides the length of d, i.e., different locations

of the receiver.

APPENDIX C

PROOF OF THEOREM 2

Substituting the least square estimate λ̂f =
(BH

f Bf )
−1BH

f f into E{eHf ef} will produce

E{eHf ef} =E‖f −Bfλf‖2

=E‖(I−Bf(B
H
f Bf)

−1BH
f )f‖2. (68)
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There exists an orthonormal matrix

B = [b1,b2, · · · ,bM︸ ︷︷ ︸
Bf

,bM+1, · · · ,bN ], (69)

where Bf is defined as the corresponding item.

It can be readily obtained that

I−Bf (B
H
f Bf )

−1BH
f =BI0,M1,N−MBH , (70)

where I0,M1,N−M is a diagonal matrix with M zeroes and N−M
ones on the diagonal

I0,M1,N−M =diag{0, 0, · · · , 0︸ ︷︷ ︸
M

, 1, 1, · · · , 1︸ ︷︷ ︸
N−M

}. (71)

Subsequently, we can simplify (68) as

E{eHf ef} =E{fHBI0,M1,N−MBHBI0,M1,N−MBHf}
=E{tr{I0,M1,N−MBHf fHB}}. (72)

Noting that

E{f fH} =α2η2σ2
g0E{f0f

H
0 } = α2η2σ2

g0Rf0. (73)

Therefore, we can have

E{eHf ef} =tr{α2η2σ2
g0I

0,M
1,N−MBHRf0B}. (74)

In the case of B = Φ, i.e., setting B as the eigenvector

matrix of Rf0, we can obtain

E{eHf ef} ≥ α2η2σ2
g0tr{I

0,M
1,N−MΩ} = α2η2σ2

g0

N∑
k=M+1

�k.
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