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Abstract—We analyze a relay assisted wireless communication
link between two underlay massive multiple-input multiple-
output (MIMO) terminals. Specifically, an amplify and forward-
ing (AF) two-way relay is optimally selected to maximize the sum
rate and to keep the interference on the primary user (PU) below
an interference threshold. We first obtain asymptotic signal-to-
interference-plus-noise ratio (SINR) values for two scenarios: (1)
the relays and the two end nodes use transmit power scaling
and (2) only the end nodes use transmit power scaling. For these
two cases, we derive optimal power allocations subject to the PU
interference constraints. With these optimal power allocations,
we analyze how relay selection impacts the outage, the sum rate,
and the energy efficiency of the network. For the first scenario,
the outage can be reduced to zero with appropriate power allo-
cation and the relay selection can be done offline. For the second
scenario, outage will depend on the instantaneous channel state
between the relays and the PU. Furthermore, for a realistic power
consumption model, we analyze the energy efficiency and show
that relay selection will increase it.

Index Terms—Massive MIMO, energy efficiency, relay
selection, cognitive radio.

I. INTRODUCTION

A. Background and Motivation

GLOBAL mobile traffic data increased by 63% in 2016
and is expected to grow by seven fold during the next

five years [2], contributing to high energy consumption and
spectrum crunch. Hence, the fifth generation (5G) wireless
design goals are to improve the energy efficiency (the num-
ber of bits transmitted per unit energy consumption [3], [4])
and the spectral efficiency (the number of bits transmitted per
second over 1 Hz of bandwidth).

Three technologies have appeared to improve the spectral
efficiency. First, in cognitive radios, primary user (PU) spec-
trum allocated can be temporarily released for use by an
unlicensed secondary user subject to certain conditions [5].
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In underlay cognitive radios, this means that the interference
on PUs must be below a threshold [6]. If this is not possi-
ble, the underlay (aka secondary) network suffers an outage.
Second technology is the use of two-way relay networks
(TWRNs). In a TWRN, two end nodes communicate via a
relay node, which then enables bi-directional data transfer
between them [7]. These allow potential doubling of the spec-
tral efficiency one-way relays, which penalize the spectral
efficiency compared to that of direct links (see [8] for one-
way relays in multiuser networks). TWRNs are included in
the long-term evolution-advanced (LTE-A) standard [9].

Third, and most significant, technology is the use of multiple
antennas at one or both ends of a link, also known as multiple-
input multiple-output (MIMO). Massive MIMO (mMIMO)
takes MIMO to the next level by using very large antenna
arrays (100 to 500 antennas) at the base station [10]. A con-
sequence of using such large arrays is the disappearance of
the effect of small-scale fading (channel hardening) [11]. Due
to this effect, the required signal processing simplifies; thus,
simple linear beamformers and precoders such as zero forc-
ing (ZF) and matched filtering (MF) become nearly optimal.
Due to these advantages, mMIMO is a key enabler of the
future 5G wireless [12] and provides very high spectral effi-
ciency and energy efficiency [10], which may facilitate green
communications [13].

Finally, the use of these three technologies will have
major implications on energy efficiency. Moreover, when
multiple relay nodes are present, relay selection extracts spa-
tial diversity, which will enhance the reliability and the data
rates [14]–[17]. Relay selection methods can be based on
different objectives such as maximizing the sum rate or min-
imizing the bit error rate and can significantly increase the
performance of TWRNs [18]. TWRNs can also be inte-
grated with MIMO to further improve the achievable data rate
and the reliability due to spatial multiplexing and diversity
gains [19], [20]. So the overarching question is what benefits
can be had by integrating all these together.

B. Previous Works on Cognitive TWRNs and mMIMO

In fact, cognitive relays have been analyzed in [21]–[24].
Specifically, [21] analyzes a system where the primary and
the secondary systems mutually coordinate to enable relay
assisted communications and [22] derives detection and outage
probabilities in the overlay mode. Also, [23] analyzes an
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underlay CR system with filter-and-forward relays. Overlay
systems with multiple relays have been analyzed in [25].
Furthermore, relay selection and optimal power allocation is
analyzed for single antenna nodes [26]. In [27], cognitive
mMIMO systems are analyzed for power allocation under
pilot contamination. Furthermore, in [28], the performance of
a MIMO secondary network under a MIMO primary network
has been analyzed, with asymptotic results when the num-
ber of antennas at PU increases to infinity. However, this
work does not analyze the effect of multiple relays in the
secondary system. More recently, underlay mMIMO system
have been analyzed in the presence of multiple primary
MIMO nodes in [29]. This work analyses a secondary network
with single-antenna users and a mMIMO base station. This
work shows that a mMIMO PU can fully mitigate the co
channel interference from the secondary network. However,
none of these work focuses on relay selection for secondary
mMIMO. Relay selection for cognitive full duplex one-way
relay networks has been analyzed in [30] and relay selection
for a full duplex energy harvesting system is analyzed in [31].
However, these result cannot be extended to two-way relay
networks because of the interference constraints during the
simultaneous data transmission of two nodes.

C. Problem Statement

Due to all these reasons, it makes sense to consider an
underlay TWRN consisting of two mMIMO end nodes and
a relay. However, several questions immediately arise. During
the operation of the TWRN, interference on the PU is gener-
ated over two time slots. In the first one, both the end nodes
generate it and in the second slot, the relay will generate it.
How do we control this interference on the PU so that out-
age of the underlay network is avoided? What is the limiting
behaviour of interference for a large number of antennas? Does
relay selection help to reduce the interference? How do we
scale down the transmit powers of the end nodes as a function
of the number of antennas? What power allocation maximizes
the sum rate while limiting the interference?

In order to answer some of these questions, we analyze
the cognitive two-way relay selection problem of a particular
network (Fig. 1). The source and destination nodes S1 and
S2 (also called end nodes) are mMIMO enabled and the relay
nodes (R1 to Rk ) are MIMO enabled. S1 and S2 perform zero
forcing (ZF) based transmission and receiving while enabling
multiple data sub-streams and the relay performs amplify-and-
forwarding. Furthermore, S1 and S2 perform self-interference
cancellation. S1, S2, and relay nodes all act as secondary
users in the presence of a PU. Relay selection is performed
to maximize the sum rate between S1 and S2 while limit-
ing the interference on the PU. This system setup is ideal for
Internet of Things (IoT) applications where networks are often
deployed in an ad-hoc fashion. Such IoT networks operate
in the underlay mode without affecting the licensed systems
while improving energy efficiency [32].

In the considered network, the main interference issue arises
during the first time slot when the two end nodes transmit
simultaneously to the relay. This interference must be below

the threshold at the PU. If not, the secondary system will
go to outage. The key question is how to reduce or elim-
inate this outage. There are two immediate solutions. The
first solution is to coordinate the transmissions of the two
end nodes to reduce the joint interference. The problem is
however that implementing coordination among two differ-
ent end nodes is difficult. For instance, to do so, each end
node will require the CSI between the other node and the
PU. For example, S1 needs to know the channel between
S2 and the PU node. This will require additional pilot over-
heads. The second solution is to use two separate time slots
for S1 and S2 to transmit data to the relay. This solu-
tion avoids the cumulative interference, and it is proposed
in [33], [34]. But the penalty is the 33% reduction of spectral
efficiency as three time-slots are required for bidirectional data
transfer.

Herein, we propose an alternative solution without con-
straining the end users to transmit in different time slots. It
is based on the use of a large number of antennas, power
scaling, and power allocation. Furthermore, relay selection is
employed to obtain significant sum rate and energy efficiency
gains. Specifically, our objective is to maximize the sum rate
of an underlay TWRN through relay selection subject to the
interference constraints on the PU.

D. Contributions:

• We obtain the signal-to-interference-plus-noise ratio
(SINR) and the sum rate for a certain data sub-stream,
when a certain relay is selected.

• We propose two possible power scaling scenarios to limit
the interference at the PU. In power scaling one (PS-1),
the transmit power at the end nodes and the relays are
scaled down according to the number of antennas at the
end nodes. In power scaling two (PS-2), only the power
at the end nodes are scaled down according to the number
of antennas at the end nodes.

• We derive asymptotic sum rates under the proposed
power scaling scenarios and obtain the aggregated sum
rate for the selected relay.

• We solve the optimum power allocation to maximize the
sum rate and to satisfy the maximum interference con-
straint at PU for each relay under the two power scaling
methods.

• We propose three relay selection criteria to maximize
the sum rate. Specifically, we present one relay selec-
tion method for PS-1 and two relay selection methods
for PS-2. We analyze these relay selection methods for
their performance in terms of the achieved sum rate,
outage of the secondary system, and the requirement of
instantaneous channel information.

• We analyze the energy efficiency under PS-1 and PS-2 as
the number of antennas at the end nodes are increased.
For this analysis, we use a practical model which takes
the power consumption in transceiver chains and the
computational power consumption at the end nodes into
account. This present work extends our related conference
paper [1].
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E. Organization and Notations

In Section II, we present the system, channel, and signal
model and obtain the SINR and the sum rate for a given
relay. In Section III, we present the required power scaling
methods and obtain the asymptotic SINR and sum rates. By
using these results, we allocate power to maximize the sum
rate in Section IV. In Section V, we present relay selection
strategies. In Section VI, we analyze the energy efficiency.
Finally, Section VII compares the analytical and simulation
results.

ZH, ZT, and [Z]k ,k denote the Hermitian-transpose, trans-
pose, and the kth diagonal element of the matrix, Z, respec-
tively. A complex Gaussian random variable X with mean μ
and standard deviation σ is denoted as X ∼ CN (μ, σ2). IM
and 0M×N are the M × M identity matrix and M × N matrix
of all zeros, respectively. Γ(z ) is the Gamma function [35,
Eqn. (8.310.1)], and Γ(a, z ) is the upper incomplete Gamma
function [35, Eqn. (8.350.2)]. If A is an m × n matrix and B
is a p × q matrix, then the Kronecker product is the mp × nq

block matrix given as A ⊗ B =

⎡
⎢⎣

a11B · · · a1nB
...

. . .
...

am1B · · · amnB

⎤
⎥⎦.

II. SYSTEM, CHANNEL, AND SIGNAL MODEL

A. System and Channel Model

Our system model consists of one PU and the secondary
network (Fig. 1). Secondary TWRN consists of two user nodes
(S1 and S2) and K relay nodes (Rk for k ∈ {1, . . . ,K}). PU
is equipped with N antennas and user node Si is equipped
with Ni antennas for i ∈ {1, 2}, and the kth relay node
has NRk

antennas. All secondary nodes are assumed half-
duplex terminals, and all channel amplitudes are assumed
independently distributed, frequency flat-Rayleigh fading. The
wireless channel from Si to PU is defined as Fi = D̂

1/2
i F̃i ,

where F̃i ∼ CNN×Ni
(0N×Ni

, IN ⊗ INi
) captures the fast

fading and D̂i = η̂i IN accounts for the pathloss. The channel
between Rk and PU is defined as Gk = D

1/2
k G̃k , with G̃k ∼

CNN×NRk
(0N×NRk

, IN ⊗ INRk
) and Dk = ηk IN . Similarly,

the channel matrix from Si to Rk is defined as Hi ,k =
D

1/2
i ,k H̃i ,k , with H̃i ,k ∼ CNNRk

×Ni
(0NRk

×Ni
, INRk

⊗ INi
)

and Di ,k = ηi ,k INRk
. The detailed system model is shown

in Fig. 1. Here, the sets {ηk}, {η̂i} and {ηi ,k} represent the
pathloss components in the Rk -to-PU, Si -to-PU and Si -to-Rk
channels.

The channel coefficients are assumed to be fixed during two
consecutive time-slots (a time-slot is the time used for a sin-
gle transmission between two wireless nodes), and hence, the
reverse channels are assumed to be the transpose of forward
channel by using the reciprocity property of wireless channels.
The additive noise at all the receivers is modelled as complex
zero mean additive white Gaussian (AWGN) noise. The direct
channel between S1 and S2 is assumed to be unavailable due
to large pathloss and heavy shadowing effects [7], [20].

Fig. 1. The network with K relay nodes and two end nodes, S1 and S2.

B. Signal Model

S1 and S2 exchange their signal vectors x1 and x2 by select-
ing one of the available relays using two time-slots. Here, we
denote the selected relay as Rk for the analysis. First, S1 and
S2 transmit x1 and x2, respectively, towards Rk by employing
transmit-ZF precoding over the multiple access channel.1 The
received signal at Rk can then be written as

yRk
= m1,kH1,kVT1,k

x1 + m2,kH2,kVT2,k
x2 + nRk

+ iRk
,

(1)

where the NRk
× 1 signal vector xi satisfies E [xix

H
i ] = INRk

for i ∈ {1, 2} and k ∈ {1, . . . ,K}. Thus, the Ni×1 precoded-
transmit signal vector at Si is given by VTi,k

xi . Here, iRk
is

the NRk
× 1 interference vector on the secondary relay by

the PU, which is modelled as AWGN with average power
σ2
IRk

= PU ηk , where PU is the transmit power of PU.2 In (1),
mi ,k is the power normalizing factor at Si and is designed to
constrain its transmit power as follows [20]:

mi ,k =
√

Pi ,k/Tr
(
VTi,k

VH
Ti,k

)
, (2)

where Pi ,k is the transmit power at Si to satisfy the
interference constraints at PU. Further, in (1), nRk

is
the NRk

× 1 zero mean AWGN vector at Rk satisfying
E(nRk

nH
Rk

) = INRk
σ2
NRk

, and VTi,k
is the transmit-ZF

precoding matrix at Si given by [36]

VTi,k
= HH

i ,k

(
Hi ,kHH

i ,k

)−1
. (3)

1In order to use transmit-ZF at S1 and S2, the constraint min(N1,N2) ≥
maxk∈{1,...,K} NRk

needs to be satisfied.
2Here, as we assume no coordination between the primary and secondary

networks, we use the average interference power at the relay when the PU is
transmitting. Similar assumptions are made in [26].
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In the second time-slot, Rk amplifies yRk
and broadcasts

this amplified-signal towards both user nodes. Each node then
performs ZF receiving and obtains the following signal vector:

ySi,k
= VRi,k

(
MkHk ,iyRk

+ ni + ii
)
, (4)

where Mk is the amplification factor at Rk and is defined as

Mk =
√

PRk
/
(
m2

1,k + m2
2,k + σ2

NRk
+ σ2

IRk

)
, (5)

where mi ,k is defined in (2) and PRk
is the transmit power

at Rk to satisfy the interference constraints at PU. Moreover,
in (4), Hk ,i = HT

i ,k , and ni is the Ni ×1 zero mean AWGN at

Si satisfying E(nin
H
i ) = INi

σ2
Ni

. Also, ii is the interference
on Si by PU with average power σ2

Ii
= PU η̂i . Besides, VRi,k

is the receive-ZF matrix at Si and can be written as [36]

VRi,k
=
(
HH

k ,iHk ,i

)−1
HH

k ,i . (6)

C. CSI Requirements

The CSI in the system can be categorized as (1) CSI within
the secondary system and (2) CSI between the PU and the
secondary system. Since we do not assume any coordination
between the PU and the secondary system, acquiring type
two CSI is harder than acquiring type one CSI (for related
issues see [37]–[39] and references therein). The full CSI
requirements can be listed as follows.

1) CSI within the secondary system: End node S1 (S2)
require the CSI between it and the selected relay
Rk , H1,k (H2,k ) to perform transmit beamforming and
receive beamforming. The selected relay Rk only per-
forms the AF operation. Thus, it will only require
the information about the amplification coefficients at
the end nodes m1,k and m2,k . Although m1,k (m2,k )
depends on the CSI between the S1 and Rk (S2 and Rk ),
full CSI is not required at the Rk . For self interference
cancellation, Mk should be known by both the end
nodes. This knowledge can be acquired by the end nodes
through a broadcast from the relay. Alternatively, all the
nodes can decide to use the long term average values
for mi ,k s and Mk . This will relax the CSI requirements
on the system.

2) CSI between the PU and secondary system: Apart from
the CSIs required for the data transmission between S1

and S2, the underlay operation requires all the nodes to
limit the interference on the PUs. Thus when Rk trans-
mits its signal, it should have the CSI between itself
and the PU. Furthermore, when the end nodes transmit
simultaneously in the first time slot, the end nodes must
have the CSI between S1 and PU and also between S2

and PU (i.e., both F1 and F2 should be known by S1

and S2). This manuscript will show that this CSI is not
required when massive MIMO and appropriate power
scaling methods are used.

D. Effect on the Primary User

In underlay cognitive radio, the secondary users should
transmit their data without exceeding the interference tempera-
ture at the PU. Thus, in this section we obtain the equations for

the received interference at the PU during the two time-slots.
During the first time-slot, the received interference signal at
PU can then be written as

i1,k = m1,kF1VT1,k
x1 + m2,kF2VT2,k

x2. (7)

Similarly, in the second time-slot, the received interference
signal at PU can then be written as

i2,k = MkGkyRk

= m1,kMkGkH1,kVT1,k
x1 + m2,kMkGkH2,kVT2,k

x2

+ MkGknRk
+ MkGk iRk

. (8)

The interference constraints at the PU are given as

I1,k = P1,k Tr
(
FH

1 F1

)
+ P2,k Tr

(
FH

2 F2

)
≤ It , (9)

I2,k = PRk
Tr
(
GH

k Gk

)
≤ It , (10)

where It is the interference threshold.

E. Outage of the Secondary System

The outage in the secondary TWRN with relay Rk will
occur if the interference constraints (9) and (10) are not sat-
isfied. Let the random variable OSk

= 1 denote outage and
OSk

= 0 denote non outage of the secondary TWRN with
relay Rk . The probability of outage can be defined as

Pout,k = Pr
[
OSk

= 1
]

= Pr
[
I1,k > IT or I2,k > IT

]
. (11)

Since I1,k and I2,k are independent of each other Pout,k can
also be written as

Pout,k = 1 − Pr
[
I1,k ≤ IT

]
Pr
[
I2,k ≤ IT

]
. (12)

The outage of the whole system happens if all the relays are
in a outage (i.e., OSk

= 1 for all k ∈ {1, . . . ,K}). Let I1 be
the interference on the PU when the two end nodes transmit
simultaneously in the first time slot. As I1 is common for all
the relays, this outage can be written as

Pout = Pr
[
I1 > IT or

(
I2,1 > IT and · · · I2,K > IT

)]
. (13)

Since I1, I2,1, . . . , I2,K are independent of each other Pout

can also be written as

Pout = 1 − Pr[I1 ≤ IT ]
× (1 − Pr

[
I2,1 ≥ IT

] · · ·Pr
[
I2,K ≥ IT

])
. (14)

F. Exact Conditional End-to-End SINR

Theorem 1: The post processing end-to-end SINR of the lth
data sub-stream at Si under the transmit powers of P1,k ,P2,k
and PRk

when OSk
= 0 and relay Rk is used, is given as

γ
S

(l)
i,k |OSk

=0
=

M 2
k m2

i ′,k

M 2
k σ2

Rk
+ σ2

i
ηi,k

[(
H̃H

k ,i H̃k ,i

)−1
]

l ,l

, (15)

where {i , i ′} ∈ {{1, 2}, {2, 1}}, l ∈ {1, . . . ,NRk
}, and k ∈

{1, . . . ,K}. Also we define the summed noise terms as σ2
Rk

=
σ2
IRk

+ σ2
NRk

and σ2
i = σ2

Ii
+ σ2

Ni
.
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Proof: By substituting (1), (3), and (6) into (4), the received
signal vector at Si can be written in an alternative form as
follows:

ySi,k
= Mk

(
mi ,kxi + mi ′,kxi ′ + nRk

+ iRk

)
+ ñi , (16)

test where {i , i ′} ∈ {{1, 2}, {2, 1}}. Further, ñi is the filtered,
colored noise and is given by ñi = VRi,k

(ni + ii ). Next, by
using self-interference cancellation to (16), the signal vector
of Si ′ received at Si can be extracted as follows:

ỹSi,k
= Mk

(
mi ′,kxi ′ + nRk

+ iRk

)
+ ñi . (17)

By using (17), the post-processing end-to-end SINR of the lth
data sub-stream at Si can be derived as (15).

Corollary 1: By substituting Mk (5), mi ′,k (2) and the
result Tr(VTi,k

VH
Ti,k

) = Tr([Hi ,kHH
i ,k ]−1) into (15), the end-

to-end conditional SINR in (15) can be written in a more
insightful form as (18), shown at the bottom of this page.

G. Sum Rate Analysis When Rk is Selected

In this subsection, we obtain sum rate expressions when the
relay Rk is selected assuming that the interference constraints
at PU is satisfied. To correctly decode the data sub-streams
by the receivers, each node needs to transmit the data with a
common rate in MIMO TWRNs. Thus, the sum rate obtained
by selecting the kth relay can be defined as follows:

Rk =

{
2min

(
RS1,k

,RS2,k

)
, if OSk

= 0
0, if OSk

= 1
(19)

where RSi
is the sum of data sub-streams rates at Sk ,i for

i ∈ {1, 2}, and can be written as

RSi,k
=

⎧
⎨
⎩

1
2

∑NRk
l=1 log

(
1 + γ

S
(l)
i,k |OSk

=0

)
, if OSk

= 0

0, if OSk
= 1

(20)

The factor of two appears in (19) due to the presence of two
user nodes in the TWRN of interest. Further, the pre-log factor
of one-half in (20) is due to the use of two time-slots.

III. ASYMPTOTIC ANALYSIS

We next provide the asymptotic analysis when the number
of antennas at the end nodes goes to infinity (i.e., N1,N2 →
∞). Specifically, while N1 and N2 grow unbounded, the num-
ber of antennas at relay Rk and PU remains constant. For
simplicity, we assume that as N1,N2 → ∞, the ratio between
them remains constant:

α =
N2

N1
. (21)

We next obtain the asymptotic sum rate and the interference
constraints for the two different power scaling scenarios.

A. Requirement of Power Scaling

Scaling the transmit power inversely with the number of
antennas has been widely used in the literature to limit the total
transmit power of a node. In [40] three power scaling scenar-
ios has been analyzed for mMIMO two-way relay networks.
These includes power scaling at the end nodes, power scal-
ing at the relay, and power scaling at both the end and relay
nodes. However, not all these power scaling methods can be
used in an underlay setup. To clarify this situation, we rewrite
the interference I1,K during the first time slot as

I1,k = P1,k Tr
(
FH

1 F1

)
+ P2,k Tr

(
FH

2 F2

)
. (22)

But if P1,k and P2,k are constants, as N1 and N2 become
extremely large the value Tr(FH

1 F1) and Tr(FH
2 F2) reaches

infinity (the asymptotic limit results in the Appendix). Thus
without scaling down P1,k and P2,k , the interference con-
straint at the PU can not be satisfied for a large number of
transmit antennas. Thus, there are two ways to scale down P1,k
and P2,k , and they are analyzed in the next two subsections.

B. Power Scaling at the End Nodes and the Relay (PS-1)

Theorem 2: When, the transmit powers of user nodes S1

and S2 and relay nodes Rk for k ∈ {1, . . . ,K} are scaled
inversely with the number of antennas at the end nodes(i.e.,
PS-1) and condition (22) is satisfied, the asymptotic SINR is
given as

γ∞
S

(l)
1,k

=
ERk

E2,kη1,kη2,k

σ2
1(E1,kη1,k + E2,kη2,k ) + σ2

Rk
NRk

(
ERk

η1,k + σ2
1

)

(23)

and

γ∞
S

(l)
2,k

=
αERk

E1,kη1,kη2,k

σ2
2(E1,kη1,k+E2,kη2,k )+σ2

Rk
NRk

(
αERk

η2,k+σ2
2

) .
(24)

Proof: The two end nodes and the relays can scale down
their transmit power as follows:

Pi ,k =
Ei ,k

Ni
for i ∈ {1, 2} and PRk

=
ERk

N1
, (25)

where E1,k , E2,k and ERk
are fixed constants. To prove the

asymptotic SINRs in (23) and (24), we first utilize the exact
expression of SINR (18), which contains several matrix trace
terms and the diagonal term of an inverse matrix. All these
terms have asymptotic limits (see proof in the Appendix).

Interestingly, the asymptotic SINRs (23) and (24) are
independent of the small-scale fading and only depend on
the pathloss. Note that they are also independent of the data

γ
S

(l)
i,k |OSk

=0
=

PRk
Pi ′,k/Tr

([
Hi ′,kHH

i ′,k

]−1
)

PRk
σ2
Rk

+

⎛
⎝ P1,k

Tr

([
H1,kHH

1,k

]−1
) + P2,k

Tr

([
H2,kHH

2,k

]−1
) + σ2

Rk

⎞
⎠ σ2

i
ηi,k

[(
H̃H

k ,i H̃k ,i

)−1
]

l ,l

(18)
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sub-stream index, l, and hence, we can denote γ∞
S

(l)
i,k

= γ∞Si,k

for l ∈ {1, . . . ,NRk
}.

We next show that the interference constraints are satisfied
during the two slots given the power scaling scenario (25).
First, let us consider the second time slot where only the
selected relay is transmitting. By substituting Pi ,k and PRk

we rewrite (10) as

I2,k = ERk

Tr
(
GH

k Gk

)
N1

≤ It , (26)

and as
Tr(GH

k Gk )
N1

→ 0 as N1 → ∞, this condition is asymptot-
ically satisfied for any value of ERk

. Second, let us consider
the first time slot where the two end nodes are transmitting. By
using the limits on (22), we obtain the interference constraint
as (see the Appendix)

lim
Ni→∞

I1,k = E1,k η̂1N + E2,k η̂2N ≤ It . (27)

The constraint (27) does not contain any random quantities.
Thus, it can be strictly satisfied by carefully selecting E1,k and
E2,k at the end nodes of the secondary network. Therefore, the
secondary system can operate without an outage (i.e., Pout =
0).

By using asymptotic SINR (23) and (24), we obtain the sum
rate between Ui and Rk as

R∞
Si,k

=
1
2
NRk

log
(
1 + γ∞Si,k

)
. (28)

Further, we obtain the total sum rate when Rk is selected as

R∞
k = NRk

log
(
1 + min

(
γ∞S1,k

, γ∞S2,k

))
. (29)

Remark 1: The results obtained in (23) and (24), only
depend on the pathloss component and the average noise val-
ues. Thus, the total sum rate will be a fixed value for a
given relay. Thus, relay selection can be done off-line and no
instantaneous channel state is necessary for the relay selec-
tion process. Furthermore, outage Pout ,k can be set to zero
by scaling the transmit powers of S1 and S2.

C. Power Scaling at the End Nodes - (PS-2)

Theorem 3: The asymptotic SINR when the transmit power
at the user nodes S1 and S2 are scaled inversely proportional
to the number of antennas at the user nodes (i.e., PS-2) is
given as

γ∞
S

(l)
1,k

=
E2,kη2,k

NRk
σ2
Rk

(30)

and

γ∞
S

(l)
2,k

=
E1,kη1,k

NRk
σ2
Rk

. (31)

Proof: The transmit power scaling can be given as

Pi ,k =
Ei ,k

Ni
for i ∈ {1, 2} and PRk

= ERk
, (32)

where E1,k , E2,k and ERk
are fixed. The equations for SINRs

are obtained by substituting Pi ,k and PRk
values and by using

the asymptotic limit results on (18). Proofs are omitted due to
the similarity to the proof of SINRs in the Appendix.

Remark 2: Similar to (23) and (24), the SINR values in (30)
and (31) only depend on the pathloss component and the aver-
age noise values. Furthermore, they are independent of the
interference and noise levels at the end nodes (σ2

i ).
Proposition 1: The average sum rate of the secondary

system under PS-2 is given as follows:

R̄∞
k = (1 − Pout,k)NRk

log
(
1 + min

(
γ∞S1,k

, γ∞S2,k

))

=

⎛
⎝1 −

Γ
(
NNRk

, It
ηkERk

)

Γ
(
NNRk

)
⎞
⎠NRk

× log

(
1 + min

(
E2,kη2,k

NRk
σ2
Rk

,
E1,kη1,k

NRk
σ2
Rk

))
. (33)

Proof: As mentioned before, (27) provides the interference
constraint during the first time-slot. This constraint can be sat-
isfied by selecting E1,k and E2,k appropriately. However, the
PU interference from the selected relay during the second time
slot must also satisfy the interference constraint:

I2,k = ERk
Tr
(
GH

k Gk

)
= ηkERk

Tr
(
G̃H

k G̃k

)
≤ It . (34)

Unlike the PS-1 case, this is a random event, whose likelihood
depends on channel quality between the selected relay and the
PU. Thus the outage of the secondary system (i.e., Pout ,k ) is
unpredictable. The outage probability may be expressed as

Pout,k = Pr
[
I2,k ≥ It

]
= Pr

[
Tr
(
G̃H

k G̃k

)
≥ It

ηkERk

]
. (35)

It is well known that Tr(G̃H
k G̃k ) is Gamma distributed with

shape parameter of N × NRk
[41]. Thus Pout ,k can be

expressed as

Pout,k =
1

Γ
(
NNRk

)Γ
(

NNRk
,

It
ηkERk

)
. (36)

By using the obtained SINR values, the sum rate can be
written as

R∞
k =

{
NRk

log
(
1 + min

(
γ∞S1,k

, γ∞S2,k

))
, if OSk

= 0
0, if OSk

= 1,
(37)

and (33) can be obtained.

IV. OPTIMAL POWER ALLOCATION

We develop optimal power allocation to maximize the sum
rates given in (29) and (37) under the interference constraint
in (27) for PS-1 and PS-2. We represent the optimal power
allocations at S1 and S2 as E∗

1,k and E∗
2,k . Furthermore, we

assume that the transmit power at the selected relay ERk
is a

fixed value for the following two cases.

A. Power Scaling at the End Nodes and the Relay (PS-1)

Maximizing R∞
k in (29) corresponds to maximizing the

minimum of γ∞S1,k
and γ∞S2,k

by selecting E1,k and E2,k which
satisfies (27). It can be seen that both γ∞S1,k

and γ∞S2,k
are
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increasing with respect to E1,k and E2,k . Thus, the maximum
of R∞

k occurs when (27) becomes an equality. Thus

E∗
1,k =

1
η̂1

(
1

(1 + δ)N
It − E∗

2,k η̂2

)
, (38)

where 0 ≤ δ 	 1 is used to make sure that the interference on
PU is significantly less than the threshold interference level.
Furthermore, it can be seen that the maximum value for the
minimum between two asymptotic SINR values occur when
γ∞S1,k

= γ∞S2,k
. Thus, we obtain the following equation:

σ2
2η2,kE∗2

2,k − ασ2
1η1,kE∗,2

1,k +
(
σ2

2η1,k − ασ2
1η2,k

)
E∗

1,kE∗
2,k

+
(
αERk

η2,k + σ2
2

)
NRk

σ2
Rk

E∗
2,k

− α
(
ERk

η1,k + σ2
1

)
NRk

σ2
Rk

E∗
1,k = 0. (39)

Then solving (38) and (39) we can obtain the optimal values
E∗

1,k and E∗
2,k . By using these values we can obtain γ

∞,∗
S1,k

,

γ
∞,∗
S1,k

, and R∞,∗
k which are the asymptotic optimal values of

SINRs and sum rate, respectively.
As an special case, if we assume that α = 1 and η1,k =

η2,k , then we can conclude that E∗
1,k = E∗

2,k . And the
optimum power allocation values are given by using (38), as

E∗
1,k = E∗

2,k =
1

(1 + δ)(η̂1 + η̂2)N
It . (40)

B. Power Scaling at the End Nodes (PS-2)

In this section we provide the optimal power allocation sce-
nario for the power scaling at the end nodes case. Unlike in
the previous scenario, the sum rate also depends on the out-
age probability Pout ,k which depends on the transmit power
at the relay node PRk

. However, the asymptotic SINR values
in (30) and (31) are independent of ERk

. Thus, similar to the
previous case this corresponds to the case where the equality
condition in (27) is satisfied. Thus,

γ∞
S

(l)
1,k

= γ∞
S

(l)
2,k

E2,kη2,k

NRk
σ2
Rk

=
E1,kη1,k

NRk
σ2
Rk

. (41)

By using value for E∗
1,k from (38) in (41), we obtain the

following:

E∗
1,k =

η2,k

(1 + δ)
(
η̂1η2,k + η̂2η1,k

)
N

It , (42)

E∗
2,k =

η1,k

(1 + δ)
(
η̂1η2,k + η̂2η1,k

)
N

It . (43)

Thus, the optimal average sum rate is written as

R̄∞,∗
k =

⎛
⎜⎝1 −

Γ
(
NNRk

, It
ηkERk

)

Γ
(
NNRk

)
⎞
⎟⎠NRk

× log

(
1 +

η1,kη2,k

(1 + δ)(η̂1η2,k + η̂2η1,k )NRk
Nσ2

Rk

It

)
.

(44)

V. RELAY SELECTION WITH OPTIMUM VALUES

We now present the relay selection criteria for the two
power scaling strategies PS-1 and PS-2. For both these cases,
the objective of relay selection is to maximize the achiev-
able asymptotic sum rate of the secondary system. The relay
selection criterion may be stated as:

K ∗ = argmax
k∈{1,...,K}

[R∞,∗
k

]
, (45)

where K ∗ is the index of the selected relay. In the next two
subsections, we analyze the relay selection criteria under PS-1
and PS-2.

A. Power Scaling at the End Nodes and the Relay (PS-1)

The relay selection can further be simplified to the
following:

K ∗ = argmax
k∈{1,...,K}

[R∞,∗
k

]
= argmax

k∈{1,...,K}

[
NRk

log
(
1 + γ∞

S1,k

)]
,

(46)

Thus, relay selection is deterministic as all the R∞,∗
k are fixed

values. Further, (46) shows that the choice of optimal relay
highly depends on the maximum value of NRk

. Since the log
of (1+γ∞S1,k

) is taken, the impact of NRk
is higher than that of

the logarithm. Thus, for most cases the relay selection simply
boils down to the selection of the relay with the maximum
number of antennas.

B. Power Scaling at the End Nodes (PS-2)

Unlike in the previous case, here the sum rate of R∞
k and

outage are inter-related. Since outage is random, the relay
selection will no longer be a deterministic process. Yet, moti-
vated by the simplicity of relay selection for deterministic sum
rates (46), we propose two relay selection methods where, one
of them does not require the instantaneous channel knowledge.
The proposed relay selection methods are to

1) Maximize the instantaneous asymptotic sum rate (SS-1),
2) Maximize the average sum rate (SS-2).
We next discuss the advantages and disadvantages of these

two relay selection schemes, and their performances are
compared in Section VII.

1) Maximize the Instantaneous Sum Rate: The relay selec-
tion criterion may be stated as

K ∗ = argmax
k∈{1,...,K}

[R∞,∗
k

]
. (47)

However, when some of the relays are in outage, the optimal
selected relay will be among the relays that are not in out-
age. Thus, in this case relay selection clearly provides higher
sum rates and lower outage probabilities. However, the knowl-
edge of the channel states is necessary for the relay selection
process, whose complexity will thus increase.

As we can ensure Pr [I1 ≤ IT ] = 1 with power alloca-
tion, by using the outages related to I2,k s from (36), we can
rewrite (14) as

Pout =
K∏

k=1

Γ
(
NNRk

, It
ηkERk

)

Γ
(
NNRk

) . (48)
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As a special case, if all the relay nodes are identical (i.e.,
NRk

= NR and ERk
= ER for all k ∈ (1, . . . ,K )), the

average sum rate with relay selection is given as3

R̄∞,∗ =

⎛
⎝1 −

∏K
k=1 Γ

(
NNR, It

ηkER

)

Γ(NNR)K

⎞
⎠NR

× log

(
1 +

η1,kη2,k

(1 + δ)
(
η̂1η2,k + η̂2η1,k

)
NRNσ2

R

It

)
.

(49)

Eq. (48) shows that relay selection significantly decreases the
outage probability and hence increases the average sum rate
compared to a single relay system. However, instantaneous
channel knowledge for the relay selection will cost bandwidth,
energy and complexity. The reason is that channel estimation
requires the transmission of pilot sequences and channel state
feed back to the transmit node and to the relay selector.

2) Maximize the Average Sum Rate: For this case, the relay
selection equation can be given as

K ∗ = argmax
k∈{1,...,K}

[R̄∞,∗
k

]

= argmax
k∈{1,...,K}

⎡
⎣
⎛
⎝1−

Γ
(
NNRk

, It
ηkERk

)

Γ
(
NNRk

)
⎞
⎠NRk

× log

(
1+

η1,kη2,k

(1+δ)
(
η̂1η2,k+η̂2η1,k

)
NRk

Nσ2
Rk

It

)]
.

(50)

Since we use the average sum rate which is a deterministic
value, the relay selection becomes deterministic. Thus the relay
selection complexity for this scenario is significantly less than
the previous case as the instantaneous channel conditions of
all the relays are not required for the relay selection. However,
the channel conditions of the required relay is still required
for the beamforming and interference control. Similar to the
power scaling at the end nodes and the relay case, the number
of antennas at the relay NRk

has the highest impact on the
relay selection.

As a special case, if we consider the case with identical
relays, the average sum rate is given by

R̄∞,∗
k =

⎛
⎝1 −

Γ
(
NNR, It

ηkER

)

Γ(NNR)

⎞
⎠NR

× log

(
1 +

η1,kη2,k

(1 + δ)
(
η̂1η2,k + η̂2η1,K

)
NRNσ2

R

It

)
.

(51)

And it is evident from (51) and (49) that the increased sum
rate in the previous case is due to the increased relay selection
complexity.

Remark 3: As evident from the above two cases, the number
of antennas at a given relay NRk

has the highest impact on the

3Even in this case, the parameter values η1,k and η2,k will be dif-
ferent. However, for simplification we have assumed η1,k and η2,k are
approximately equal for all k.

achievable sum rate of a system. Thus, if all other parameters
are approximately equal, then selecting the relay with the high-
est number of antennas will provide the highest sum rate for
the secondary system.

Remark 4: It can be seen that the sum rate R∞,∗
k is a deter-

ministic variable. Thus, the relay selection also becomes a
deterministic task. Thus, relay selection can be done during
the system design stage. That is, the end and relay nodes need
not implement real-time relay selections.

VI. ENERGY EFFICIENCY ANALYSIS

In Section IV, we analyzed the transmit power allocations
at S1, S2 and the relay to help control the PU interference.
Here, we analyze the energy efficiency under these conditions.

Some analyses are based on the assumption that the power
consumption at the nodes is only due to the wireless data
transfers between nodes. In this case, energy efficiency of
PS-1 approaches infinity and the energy efficiency of PS-
2 approaches an asymptotic limit. However, the processing
done at the nodes consumes more than 50% of the total in
mMIMO [3]. Thus, both power consumption at circuit compo-
nents and that for ZF computations done at the end nodes must
be considered. Therefore, a more accurate mMIMO energy
efficiency analysis is proposed in [42]. According to this, the
power consumption during time-slot 1, Ptot,ts1 can be given as

Ptot,ts1 = P1,k + P2,k + Pts1,TC + Pts1,C

+ P1,k ,LP + P2,k ,LP, (52)

where Pi ,k is the transmit power at the ith end node, Pts1,TC
is the power consumed in transceiver chains in time-slot 1,
Pts1,C is the power consumed for coding in time-slot 1, and
Pi ,k ,LP is the power consumed in node i for linear processing
(in this case ZF). The values for these power consumption
components are given as follows:

Pts1,TC = N1PEN + N2PEN + KPRel + PSYN, (53)

Pts1,C = 2RkPCOD, (54)

Pi ,k ,LP =
2BNiNRk

LBS
+

B
U

(
N 3

Rk

3LBS
+

3NiN 2
Rk

+ NiNRk

LBS

)
,

(55)

where PEN and PRel are the powers required to run the circuit
components at the end nodes and relays, PSYN is the power of
the local oscillator, PCOD is the coding power consumption
at the end nodes, B is the bandwidth, LBS is the computa-
tional efficiency (given in flops/W) of the end nodes, and U is
the coherence block. Similarly, the power consumption during
time-slot 2 is given as

Ptot,ts2 = PRk
+ Pts2,TC + Pts2,D + Pk ,1,LP + Pk ,2,LP,

(56)

where Pts2,TC = Pts1,TC, Pk ,i ,LP = Pi ,k ,LP, and

Pts2,D = 2RkPDEC, (57)

where PDEC is the decoding power consumption at the end
nodes. Based on theses values the average energy efficiency
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Fig. 2. Sum rate as a function of the number of S1 antennas.

of the secondary system is defined as

ρk =
Rk

Ptot,ts1 + Ptot,ts2
. (58)

Based on (58), the energy efficiency under PS-1 can be written
as (59), shown at the bottom of this page. Here in (59), P1,k ,LP
and P2,k ,LP is given by (55). Note that the consumed power
does not go to zero as the number of antennas are increased.
Instead, the consumed power increase with N1 and N2 due to
the second term in the above equation. Similarly, the energy
efficiency under PS-2 is written as (60), shown at the bottom
of this page.

VII. NUMERICAL RESULTS

Herein, we present numerical and simulation results of
the proposed selection strategies. Specifically, the average
and asymptotic sum rates are computed and simulated. The
interference threshold at PU is IT = 10 dB, the pathloss com-
ponents between PU and S1 and S2 as η̂1 = η̂2 = 1/16, and
the noise powers σ2

Ni
= σ2

Rk
= 1. We also set α = 1 and

transmit power at the relay Rk as Ek = 25 dBm. The primary
user has 6 antennas (N = 6). Figs. 2 to 7 represent the results
for PS-1 while the Figs. 8 to 12 show the simulation results
for PS-2.

In Fig. 2, we analyze four cases with different number of
relays for end-node and relay power scaling. Case∼1 con-
sists of a single relay node (K = 1) with a single antenna. In
Case∼2, K = 4 and the numbers of relay antennas (NRk

) are
1, 1, 4, 4, respectively. In Case∼3, K = 8 and the numbers
of relay antennas are 1, 1, 4, 4, 8, 8, 8, 8, respectively. In
Case∼4, we plot the sum rate, when the relay with the high-
est number of antennas is selected (relay with 8 antennas).

Fig. 3. Energy efficiency comparisons as function of the number of S1
antennas for PS-1.

We use the optimal power allocation scheme with δ = 0.1.
We see that multiple relays bring about significant sum rate
gains. For example a single relay with a single antenna can
only achieve a sum rate of 2.5bps/Hz while the four-relay
system, which has 1, 1, 4, and 4 antennas each can obtain a
sum rate of 5.5bps/Hz. Also, with eight relays, the achievable
sum rate is 7.2bps/Hz, which is a significant increase com-
pared to previous two cases. Our asymptotic analysis perfectly
matches the simulated sum rates when the number of antennas
are increased. Selecting the relay with the highest number of
antennas (Case∼4) provides the same asymptotic sum rate as
Case∼3, which uses relay selection. However, without relay
selection, more antennas are required to achieve asymptotic
performance.

In Fig. 3, we plot the energy efficiency given in (59) for
system configuration cases that were analyzed in the previous
figure. The parameter values for PEN, PRel, PSYN, PCOD,
PDEC, B, U, and LBS are adopted from [42]. For Case∼1,
the energy efficiency increases as the number of antennas are
increased up-to around 40. However, after that, energy effi-
ciency reduces as the number of antennas are increased and
asymptotically reach zero. For Case∼2 and Case∼3, there are
multiple local maxima for the energy efficiency. The reason
behind this is that different relays have different number of
antennas (i.e., for Case∼3, two relays have single antennas
and two relays have 4 antennas and the other relays have 8
antennas). Regardless of the number of antennas available at
the relays, more relays always improve energy efficiency.

To investigate the effect of identical antenna configurations,
we plot the energy efficiency when all the relays have 8 anten-
nas for PS-1 in Fig. 4. It clearly shows that more relays

ρk ,PS1 =
Rk

E1,k

N1
+ E2,k

N2
+

ERk
N1

+ 2((N1 + N2)PEN + KPRel + PSYN) + 2Rk (PCOD + PDEC) + 2P1,k ,LP + 2P2,k ,LP

(59)

ρk ,PS2 =
Rk

E1,k

N1
+ E2,k

N2
+ ERk

+ 2((N1 + N2)PEN + KPRel + PSYN) + 2Rk (PCOD + PDEC) + 2P1,k ,LP + 2P2,k ,LP

(60)
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Fig. 4. Energy efficiency as a function of the number of S1 antennas. All
the relays are equipped with 8 antennas each.

Fig. 5. Sum rate comparisons as a function of the number of S1 antennas.
All relays are equipped with 8 antennas.

improve energy efficiency at any number of antennas at S1

and also, the peak energy efficiency value can be obtained for
fewer antennas at S1. For instance, the peak energy efficiency
of 1.9 × 105bps/J can be obtained with around 170 antennas
at the end nodes for Case∼3 while the peak energy efficiency
of 1.7 × 105bps/J can be obtained with around 190 antennas
for Case∼2. The energy efficiency increase with the number
of relays (especially in the low antenna regime) is due to the
fact that more relays increase the sum rate of the system.

In Fig. 5, we analyze the sum rate with different number
of relays, but when those relays have the same number of
antennas (NRk

= 8 for all the relays). Cases one, two, and
three corresponds to 1, 4, and 8 relays respectively. Optimal
power allocation with δ = 0.1 is used. Unlike in Fig. 2, we
can see that the achievable asymptotic sum rates for different
cases are the same. The reason is that the achievable sum rate
depends on the relay with the highest number of antennas.
However, with multiple relays, the asymptotic performance
can be obtained by using a smaller number of antennas at
the end nodes. Also it can be seen that until the number of

Fig. 6. CR TWRN outage during different time slots with and without relay
selection.

antennas at the end nodes surpasses a threshold (in this case
around 120), the achievable sum rate is zero. This is due to
the interference constraint at the PU. Although (22) is satisfied
asymptotically for any ERk

, when N1 is low this constraint
may not be satisfied and the secondary system will remain
in outage state. Thus, until the number of antennas at the
end nodes increases to a certain limit, the secondary network
cannot start the transmission.

In Fig. 6, we have plotted the outage when the PU
interference exceeds the threshold. We have plotted (1)
interference during the first time-slot (when both the end nodes
are transmitting) causes the outage, (2) interference during the
second time-slot causes the outage when having 8 antennas,
and (3) interference during the second time-slot causes the
outage when the relay with the highest number of antennas is
selected. As seen from Fig. 6, the first-time slot outage rapidly
reduces with the number of antennas. For instance, with 200
antennas the outage is less than 10−12. This shows that, with
a large antenna array at the end nodes and with power scaling,
the interference on the PU approaches zero and thus, the end
nodes do not need to know each others channel matrices to
decide whether to transmit or not. Also, the interference during
the second time-slot approaches zero but with a lower conver-
gence rate. As an example with 250 antennas, relay selection
provides less than 10−12 outage while the outage with a single
relay is around 10−5.

In Fig. 7, we plot the achievable sum rates for three
cases for different power allocations at the end nodes. In
Case∼1, we use the derived optimal power allocation scheme
in Section IV-A. In Case∼2, we use E1

E2
= 3/2 and in Case∼3,

we use E1
E2

= 7/3. It can be seen from the plot that the sum
rate approaches the asymptotic sum rates we obtained through
equation (29) when the number of antennas at the end nodes
increases. Furthermore, our optimal power allocation scheme
in Section IV-A obtains the highest achievable sum rate while
the sum rates of other power allocations are significantly less
than that for the optimal power allocation.

In Figs. 8, 9, and 10 we plot the outage, sum rate, and
the energy efficiency for end-node power scaling (PS-2)
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Fig. 7. The achievable sum rate against the number of antennas at the end
nodes for different power allocation cases.

Fig. 8. Outage as a function the number of antennas at S1 for end-node
power scaling.

where different number of relays are available for each case.
Specifically, Case∼1 has a single relay (L = 1), whereas
Case∼2 and Case∼3 involve 2 and 8 relays, respectively. In all
the three cases, each relay has 8 antennas. We have used the
relay selection to maximize the instantaneous sum rate, and the
simulation results are compared with the analytical asymptotic
results obtained in (48) and (49). These two figures show that
the analytical results match with the simulation results. Also,
more relays will reduce the outage and increase the sum rate.
For instance, just one relay (L = 1) will experience an outage
of 0.96 while the outage of a system with 8 relays is 0.74. With
further calculations, we can show that the outage will drop to
0.47, if 20 relays are deployed. Furthermore, system with 8
relays can provide sum rate of 2.1bps/Hz while a system with
a single relay can only provide a sum rate of 0.3 bps/Hz. This
is significantly different than that for the previous case with
all-node power scaling. In that case, the achievable asymp-
totic sum rate is not increased when the number of relays are
increased while all of them had the same number of antennas.
However, when power scaling is only used at the end nodes,
more relays will significantly improve the sum rate.

Fig. 9. Achievable sum rate vs the number of antennas at S1 for end-node
power scaling.

Fig. 10. Energy efficiency vs the number of antennas at S1 for end-node
power scaling.

The energy efficiency (60) is plotted in Fig. 10. Similar to
the case in PS-1, the energy efficiency increases while the
number of antennas are increased and then reduces after a
certain threshold. For all the cases, this threshold is around 25
antennas. This is in contrast to the energy efficiency based only
on the transmit power where the energy efficiency approaches
infinity for extremely large number of antennas. Furthermore,
more relays increases the energy efficiency and thus, relay
selection helps to make green communications a reality.

In Fig. 11, we plot the sum rate against the number of anten-
nas at the end nodes S1 when power scaling is only used at
the end nodes. In Case∼1, we use a relay with 8 antennas and
in Case∼2 we use two relays with 8 antennas each. However
in Case∼3, we use 8 relays where 2 relays contain 8 antennas
and 6 relays with 4 antennas each. It can be seen that multiple
relays increase the sum rate. When the number of antennas at
different relays are not equal, no closed-form solution exists
for the achievable asymptotic sum rate.

In Fig. 12, we plot the outage against the number of anten-
nas at the end nodes S1 when power scaling is only used at
S1 and S2. We also plot the outage when the relay is selected
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Fig. 11. Achievable sum rate vs the number of S1 antennas for end-node
power scaling.

Fig. 12. Outage vs the number of S1 antennnas for end-node power scaling.

based on the average sum rate, labeled as relay selection
scheme 2 (RSS-2). Although the outage is significantly reduces
when the number of relays are increased for relay selection to
maximize the instantaneous sum rate scenario, RSS-2 can only
obtain the performance equal to the case with a single relay
antenna. As an example, with 8 relay nodes, the relay selection
scheme can reduce the outage asymptotically to zero while the
outage is 0.35 with just a single relay. Furthermore, two relays
will reduce the outage to 0.12. If RSS-2 is used, the outage
value does not change even if the number of relays is increased
to 8. However, the overhead used for the relay selection for
RSS-2 is significantly low as the same relay is selected every
time regardless of the instantaneous channel conditions. The
trade-off for this simplicity will be the increased outage and
eventually the reduced achievable sum rate. Moreover, when
all the relays have the same number of antennas, the advantage
of having more relays will be absent if the relay selection is
based on the average sum rate.

VIII. CONCLUSION

In this paper, we analyzed a cognitive mMIMO TWRN with
relay selection to maximize the sum rate. We identified two

power scaling scenarios: (1) (PS-1) the transmit powers of
S1, S2, and the relay are scaled and (2) (PS-2) only those of
S1 and S2 are scaled. Furthermore, optimal power allocation
was derived for S1 and S2 subject to interference constraints
at PU. Next, the power consumption was analyzed realistically
for the proposed system. Our study reveals the following.

1) It is well known that mMIMO flattens the effect of
small-scale fading in mMIMO, and that holds for cog-
nitive mMIMO as well. In particular, the asymptotic
SINR and sum rate do not depend on small-scale fading
for PS-1. Thus, the PS-1 relay selection can be done
offline. Further, the interference on the PU can easily
be reduced or eliminated when the number of antennas
at the end nodes becomes extremely large. Thus, the
secondary system can function with zero outage.

2) In PS-2, the relay will have a finite number of anten-
nas. Then, the outage of the TWRN will depend on the
channel conditions between the relays and the PU. Thus,
although the end-to-end SINR is independent of instan-
taneous channel state, the sum rate will still depend on
the instantaneous values.

3) Relay selection improves the sum rate of the secondary
system and reduces the interference on the PU. Our first
relay selection method is based on the instantaneous sum
rate maximization and thus, will require instantaneous
CSI between relays and PU. Our second relay selec-
tion aims for the highest average sum rate and does
not require instantaneous CSI. Thus, for this case, relay
selection can be performed offline.

4) Also, as the number of available relays are increased,
the energy efficiency is improved significantly for both
PS-1 and PS-2. However, as the number of antennas at
the end nodes are increased, energy efficiency peaks and
then declines. The reduced transmit power due to power
scaling improves energy efficiency while the increased
power consumption in the transceiver chains reduces
energy efficiency as the number of antennas at the end
nodes are increased.

A potential future topic is to consider multiple PUs and
establish the resulting outage conditions.

APPENDIX

ASYMPTOTIC SINR WITH POWER

SCALING AT ALL NODES

In this Appendix, we provide the sketch of the proof for
SINR values (23) and (24). We use the following limit results
for this proof [43]. For two independent complex Gaussian
vectors p ∼ CNN×1(0, σ2

p) and q ∼ CNN×1(0, σ2
q ), due to

the law of large numbers, we readily find that

pHp
/
N a.s.−−−−→

N→∞
σ2
P and pHq

/
N a.s.−−−−→

N→∞
0, (61)

pHq
/√

N d−−−−→
N→∞

CN
(
0, σ2

pσ2
q

)
, (62)

where subscripts a.s. and d stands for almost sure convergence
and the convergence of distributions, respectively. Based
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on (61) and (62), we find the following limit results:
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(
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Ni

)
D̂
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2
i

a.s.−−−−−→
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D̂i . (65)

The asymptotic limit of (63) shows that the left hand side
converges to the diagonal matrix. Since the trace of the inverse
of a diagonal matrix can be readily determined, we obtain the
following limit:

lim
Ni→∞

Ni Tr
([

Hi ,kHH
i ,k

]−1
)

= NRk
η−1
i ,k . (66)

Furthermore, (64) and (65) immediately lead to the following
limits:

lim
Ni→∞

Tr
(
GH

k Gk

)
Ni

= 0 and lim
Ni→∞

Tr
(
FH

i Fi
)

Ni
= η̂iN ,

(67)

Now the proofs of (23) and (24) can be outlined as follows.
First, scaled transmit powers (25) are substituted on the SINR
expression (18) to yield (68), shown at the top of this page.
Here in (68), the limit of the matrix (H̃H

k ,1H̃k ,1)/N1 as N1

tends to infinity is the identity matrix of size NRk
× NRk

,
which follows from (61) and (62). By using this result and by
replacing the trace terms in (68) by (66) we obtain (23). With
similar steps, we obtain (24). Also, by using the second limit
of (67) on (22), we obtain the interference constraint (27).
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