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Abstract—For a multi-way relay network (MWRN) with K
users, K time slots are needed for full data exchange. Thus,
the overall spectral efficiency, due to the 1/K pre-log factor,
declines as number of users grows. It has recently been improved
to roughly K/2 time slots, but even this improvement does not
arrest the decline. Herein, we reduce this task to just two time slots
regardless of K. To do this, we exploit the performance gains of
non-orthogonal multiple-access (NOMA) and a massive multiple-
input multiple-output (MIMO) relay. First, the users transmit
their signals to the relay, which uses maximal ratio combining
reception. Next, the relay transmits a superposition-coded signal
for all users by using maximal ratio transmission. Each user then
performs successive interference cancellation (SIC) decoding of
data symbols of the other K − 1 user nodes. We use the so-
called worst-case Gaussian approximation to derive the overall
sum rate and demonstrate significant spectral-efficiency gains and
energy-efficiency gains over the existing MWRN counterparts.
We also design the relay power allocation matrix to maximize
the minimum among the user rates, thus maximizing the user
fairness. Furthermore, the effects of imperfect SIC and imperfect
channel state information (CSI) on the sum rate are analyzed.

Index Terms—Massive MIMO, Multi-way relay, MWRN,
NOMA, Imperfect SIC

I. INTRODUCTION

A. Background

Multi-way relay networks (MWRNs) are used to allow full,
partial, or clustered data exchange among a set of users (more
than two) through an intermediate relay node [1]–[4]. MWRN
channel generalizes two-way relay channel, which allows two
users to fully exchange their information via a relay. And
achievable information rates of the MWRN channel were first
developed in [2]. In this network, multiple users first transmit
their messages to the relay and then the relay will transmit
signals over multiple time slots to enable message exchange
among users. In full data exchange, each users has a common
message to all the others. There are no direct links among
the users due to propagation impairments such as large-scale
fading and/or shadowing effects. Applications of MWRNs
include simultaneous multi-directional communications via a
base station, wireless sensor networks, and satellite communi-
cations [2] and will increase with the emergence of Internet-
of-Things (IoT) for the next-generation wireless systems [5].
Thus, beamforming methods [6], [7], relay selection schemes
[8], and coding schemes [9] have been developed recently for
MWRNs.
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Massive multiple-input multiple-output (MIMO) is another
key enabler of 5G wireless [10]. Here, it exploits an unprece-
dented amount of spatial degrees-of-freedom to serve many
user nodes simultaneously in the same time-frequency resource
via spatial multiplexing [11], which thus provides higher spec-
tral efficiencies and energy efficiencies. Thus, integration of
massive MIMO with MWRN is an important topic [12]–[14].
For instance, the MWRN scheme in [4] is used on a multi-cell
massive MIMO system to quantify the achievable rates in the
presence of imperfect channel state information (CSI) [12]. For
the same system of [12], an efficient transmit power allocation
scheme has been proposed In [13].

On the other hand, non-orthogonal multiple access (NOMA)
[1], [15], [16] has also emerged as a main enabler of next-
generation (5G and beyond) wireless systems. NOMA offers
improved spectral efficiencies, reduced latency, and massive
connectivity [17]–[21]. In NOMA, multiple users simultane-
ously access a single spectrum band and via signal multiplexing
based on power domain or code domain [16], [22]–[28]. In
power-domain NOMA, different power levels are used to
differentiate transmit signals of multiple users. Successive in-
terference cancellation (SIC) then enables the decoding of data.
SIC for two signals on the downlink operates as follows [15],
[29]. Instead of sending two signals separately, the transmitter
combines the two signals and transmit the superimposed signal.
The receiver decodes the stronger signal first and subtract
it from the combined signal. Next, the receiver decodes the
difference as the weaker signal. For the general case with more
than two signals, multiple signals are combined and sent and
the receiver iteratively decode the strongest signal each time
and subtract it from the remaining signal [29].

Imperfect SIC, heavily degrades the performance of NOMA
systems [24] and thus, modelling this effect has been the focus
of several recent papers. Imperfect SIC has been modelled as
a portion of the decoded signal in [30] and as the estimation
error of the decoded signal in [31], [32]. In this paper, we use
the model of [31], [32] to analyze the effect of SIC on the data
rate of the proposed NOMA MWRN protocol.

Critically important for NOMA, the power allocation allows
different user signals be assigned with different power levels in
order to achieve desired performance targets. Power allocation
is extensively studied for NOMA systems both in uplink [33]
and downlink [34], [35]. Thus, it can be designed to achieve
max-min fairness [33], [35], sum rate maximization [34], and
energy efficiency maximization [34], [36]. In this paper, we
derive it to maximize the minimum achievable sum rate of the
MWRN.
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B. Motivation

In this paper, we consider the fundamental question of
improving the spectral efficiency of a K-user MWRN with full
data exchange. In the basic configuration, with an intermediate
MIMO relay, this is possible in exactly K orthogonal time slots
[4]. Similarly, the MWRN protocols in [12] and [13] require K
time slots for K user nodes. Thus, the overall spectral efficiency
is low due to the 1/K pre-log factor, appearing in achievable
rate expressions, and hence it diminishes as the number of
users grows. The work done on [37] analyses a relay system
which utilizes K+ 1 time slots for one way data transfer from
K source nodes to K destination nodes via the support of
an intermediate relay. However, it assumes the availability of
the direct channel between users and will require 2(K + 1)
time slot for the full data exchange. To attack this fundamental
issue, [14] develops a new MWRN transmit protocol to do
this in d(K − 1)/2e + 1 time slots, where dxe is the ceiling
function. This number is roughly K/2. Thus, this state-of-the-
art protocol [14] halves the number of time slots, equivalently
doubling the spectral efficiency. This improvement stems from
the adoption of linear processing, self-interference cancellation,
and SIC decoding. However, the achievable sum rate of [14]
still suffers the O (1/K) decline of spectral efficiency with the
number of users.

C. Contributions

Herein, we propose a novel MWRN protocol, which
reduces the number of time slots to just two, regardless of
the number of users. Thus, it can provide significant spectral
efficiency gains compared to those of [12]–[14]. To realize
these remarkable gains, we integrate the concepts of power-
domain NOMA and massive MIMO with MWRNs.

It is designed as follows. In the first time-slot, all user
nodes transmit simultaneously to the relay, which in turn uses
maximal ratio combining (MRC) for reception. The relay then
generates a superposition-coded signal, applies an amplification
factor, and transmits back to the user nodes by using a
maximal ratio transmission (MRT) precoder. Then each user
node performs SIC to decode the symbols belonging to the
remaining K − 1 users’ messages.

More specifically, the contributions of this paper are sum-
marized as follows.

1) We propose a NOMA based massive MIMO MWRN
transmit protocol to enable full-mutual data exchange
among K > 2 users. The key feature is that it uses just
two time slots. Thus, it potentially achieves a sum rate
gain of K/2 (approximately) over the current state-of-
the-art counterpart in [14], and the gain scales up with
the number of user nodes (K).

2) We obtain closed-form results for the sum rate and the
energy efficiency of the proposed scheme by using the so
called additive white Gaussian noise (AWGN) approxima-
tion [38]. Furthermore, effects of imperfect CSI and SIC
is also considered during this analysis.

3) We also obtain the asymptotic sum rate value when the
number of antennas at the relay grows unbounded.

4) We propose a power allocation matrix at the relay based
upon the asymptotic sum rate values. We are able to get
not only the closed-form solution for the matrix based on
the asymptotic sum rates of the system, but also ensure
max-min fairness even when the number of relay antennas
is low.

D. Significance

Proposed protocol achieves a full data exchange among
K spatially-distributed user nodes in exactly two time-slots
amounting to time-slot reduction of (1 − 4/K) × 100% over
the current state-of-the-art MWRN protocol [14]. For example
with K = 8 users, the time-slot saving is 50%. This reduction
directly translates into a significant spectral efficiency gain over
all existing MWRN counterparts [12]–[14]. This gain is a result
of power-domain NOMA and massive MIMO via superposition
coding, SIC, and linear detection/precoding.

As number of time slots required in our scheme is constant
regardless of number of users, it may be a helpful step in the
context of massive connectivity envisaged in 5G and beyond,
where a massive number of new IoT devices will connect to a
next-generation wireless network. Industry estimates that total
number of IoT connected cellular devices will be between 1.6B
and 4.6B by 2020. They will generate both data and connection
traffic. Clearly, some of these devices could be supported in
the MWRN configuration, and the spectral efficiency gains of
the proposed protocol may help to mitigate the overall traffic
growth.

This present work goes beyond our related conference paper
[1], which does not consider imperfectly estimated CSI, im-
perfect SIC and optimization of relay power allocation matrix.

Notation: ZH , ZT , [Z]k, and [Z]k,l denote the conjugate
transpose, transpose, the k-th row, and the (k, l)-th element of
the matrix, Z, respectively. E[·] and V[·] denote the statistical
expectation and variance. A complex Gaussian random variable
X with mean µ and standard deviation σ is denoted as X ∼
CN

(
µ, σ2

)
. The diagonal matrix D with kth diagonal element

dk is denoted as diag (dk). IM and OM×N are the M ×M
identity matrix and M ×N matrix of all zeros, respectively.

II. SYSTEM, CHANNEL, AND SIGNAL MODEL

A. System and channel model

We consider a system with K users and denote the k-th user
by Sk, k ∈ {1, · · · ,K}. They all are single-antenna terminals.
The data exchange requirement can be stated as follows. For
all k ∈ {1, · · · ,K}, Sk must transmit its data to the remaining
K − 1 users and must receive data from all of them too.
The relay, R, is equipped with M antennas and is massive
MIMO type (M � K)1 The direct channels between the user
pairs are not available due to unfavorable channel propagation
conditions [39], [40] or not utilized in order to minimize mutual
interference among the users. Thus, the purpose of R is to
accommodate the data transfer among the users.

The wireless channel between Sk and R is represented as
hk =

√
βkh̃k ∈ CM where βk is the large-scale fading

1Here, the relay is a specialized wireless node with additional hardware
complexity that can accommodate the data exchange among multiple users.
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coefficient (may include range-dependent path loss and shadow
fading), and h̃k is the small-scale fading vector, which is
distributed as

h̃k ∼ CN (0, IM ) . (1)

The matrix H̃ = [h̃1, · · · , h̃K ] ∈ CM×K represents the small-
scale channel fading channel coefficients from all the users
towards the relay. Thus, this channel matrix incorporates both
large-scale and small-scale propagation effects, and it may be
expressed as

H = H̃D1/2, (2)

where D = diag(β1, . . . , βK).

B. Channel estimation

To design the MRC/MRT detector/precoder (WR and WT ),
the relay requires CSI between itself and the users. This CSI
could be estimated via the conventional estimation techniques.
The most common technique is the transmission of sequences
of known training symbols (pilots) periodically [11], [41].
Alternatively, blind and semi-blind techniques have also been
developed (see [42], [43] and the references therein). Here we
consider that the users simultaneously transmit orthogonal pilot
sequences to the relay, to avoid mutual interference. The set of
orthogonal pilot sequences are given as Φ = {Φ1, . . . ,ΦK}T
where Φk is the 1× τ pilot sequence of the k-th user. Here, τ
is the length of the pilot sequence used for channel estimation.
Because Φks are mutually orthogonal, the matrix is unitary
(ΦΦH = IK). The received signal at the relay during the pilot
transmission period is given as

Yp =
√
PHAΦ + Np, (3)

where Np is the additive white Gaussian noise (AWGN) at
the relay with CN (0, IM ) distribution and P is the transmit
power of the users. Also A = diag(

√
αp,1, . . . ,

√
αp,K) is the

power scaling coefficient matrix, where αp,k corresponds to
the coefficient used by Sk during the pilot transmission. Relay
multiplies the above received signal by ΦH to estimate the
channels [41] and obtain

yk = [YpΦ
H ]k =

√
P
√
αp,kβkh̃k + np,k, (4)

where np,k = [NpΦ
H ]k ∼ CN (0, IM ). Based on the above

result and by using minimum mean square error (MMSE)
criterion [41], the channel estimate for hk is given as [17]

ĥk =

√
Pαp,kβk

Pαp,kβk + 1
yk. (5)

For beamforming purposes, we use the estimated channel ĥk.
The true channel hk can be written in terms of its estimate by
virtue of orthogonality principle of MMSE criterion as [41]

hk = ĥk + ek, (6)

where ek is the error vector, which is independent from ĥk.
The probability distributions of the kth element of estimate
(ĥk) and the error terms (ek) are CN

(
0,

Pαp,kβ
2
k

Pαp,kβk+1

)
and

CN
(

0, βk

Pαp,kβk+1

)
, respectively.

C. Signal model

Data transmission among the users requires two time slots.
In the first time slot, all the users transmit to the relay R, which
applies receive beamforming. Thus, for k = 1, . . . ,K, user Sk
transmits the signal

x̄k =
√
αkPxk, (7)

where xk is the data symbol, P is the allowable maximum
transmit power (assumed to be equal for all the users) and
0 < αk ≤ 1 is the power scaling factor of the k-th user. The
received signal at the relay is the sum of all user signals and
the additive noise, which is given as

yr =
√
PHα1/2x + nR, (8)

where x = [x1, · · · , xK ]
T , α = diag(α1, . . . , αK), and nR is

M × 1 additive white Gaussian noise (AWGN) vector at the
relay satisfying E

[
nHRnR

]
= IMσ

2
R. Next, the relay apply the

receive beamforming by multiplying by the matrix, WR and
the processed signal can be given as

yp = WRyr = WR

(√
PHα1/2x + nR

)
. (9)

In the second time slot, the relay transmits the following
superposition-coded signal to all the users:

yt = ΨWTΛyp = ΨWT


λ1,1 λ1,2 · · ·
λ1,2 λ2,2 · · ·

...
. . .

...
λK,1 · · · λK,K

WRyr, (10)

where WT is the MRT precoder at the relay, Λ is the K ×K
power allocation matrix at the relay, and Ψ is the power control
factor. The selection of MRC and MRT at the relay is due
to the simplicity of those methods compared to other linear
beamformers. However, similar results can be obtained for
other beamforming methods such as zero forcing and omitted in
this paper due to space limitations. The total power constraint
at the relay is given as

PR = Tr
(
yty

H
t

)
= Ψ2PTr

(
VHαHHVH

)
+ Ψ2σ2

RTr
(
VVH

)
, (11)

where PR is the transmit power at the relay and we define
V = WTΛWR as the effective/cascaded detector/precoder at
the relay, and the relay gain Ψ is computed to constrain the
average transmit power as

Ψ =

√
PR

PE [Tr (VHαHHVH)] + σ2
RE [Tr (VVH)]

. (12)

Based on (10), the intended transmit signal for Sk is given as
[yt]k, which is the kth row of yt. The received signal at Sk is
given as

yk = ΨhTkV

K∑
m=1

√
Pαmhmxm + ΨhTkVnR + nk, (13)

where nk is an AWGN at Sk with power σ2
k.
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n̂k,n = Ψ
√
Pαfk(n)

(
hTkVhfk(n)xfk(n)−E

[
hTkVhfk(n)xfk(n)

])
︸ ︷︷ ︸

detection uncertainty

+

n−1∑
m′=1

Ψ
√
Pαfk(m′)

(
hTkVhfk(m′)xfk(m′)−E

[
hTkVhfk(m′)

]
x̂fk(m′),k

)
︸ ︷︷ ︸

effect of imperfect SIC

+ ΨhTkV

K−1∑
m=n+1

√
Pαfk(m)hfk(m)xfk(m)︸ ︷︷ ︸

interference from other users

+ ΨhTkVnR︸ ︷︷ ︸
amplified noise

+ nk︸︷︷︸
AWGN noise at the receiver

. (16)

Rk,fk(n) =
(TC−τ)

2TC
log

1+
Ψ2Pαfk(n)M

2
k,n

Ψ2

(
Pαfk(n)Nk,n+

K−1∑
m=n+1

Pαfk(m)Pk,m+
n−1∑
m′=1

Pαfk(m′)Rk,m′+σ
2
RQk

)
+σ2

k

 . (18)

D. Imperfect SIC decoding at the user nodes

After receiving yk, Sk will decode the symbols (i.e., all xk′
for k′ 6= k and k′ ∈ {1, · · · ,K}) transmitted by all other users.
It will use SIC decoding for this, which is an iterative process.
In each step, a symbol xl is decoded, and subtracted (i.e.,
cancelled) from yk. Due to K users in total, K − 1 decoding
steps occur at each user. The index of the user that has to be
decoded at the n-th iteration at Sk is denoted by the function
fk(n). Thus, 1 ≤ n ≤ K − 1 and 1 ≤ fk(n) ≤ K with
fk(n) 6= k.

At the nth decoding step, Sk will decode the signal transmit-
ted by user Sfk(n), denoted as xfk(n). The estimate of xfk(n)
at Sk is represented by x̂k,fk(n). Both of these are assumed to
be jointly Gaussian distributed with a normalized correlation
coefficient of ρk,fk(n) and may be expressed as [31]

x̂k,fk(n) = ρk,fk(n)xfk(n) + ek,fk(n), (14)

where the estimate x̂k,fk(n) ∼ CN (0, 1), the estimation er-

ror ek,fk(n) ∼ CN
(

0, σ2
efk(n)

/
√

1+σ2
efk(n)

)
, and the corre-

lation coefficient ρk,fk(n) = 1/
√

1 + σ2
efk(n)

. Furthermore,
the estimation error and the estimated value are statistically
independent. The perfect SIC case is specified by the values
ρk,fk(n) = 1 and σ2

efk(n)
= 0. In the next section, we

will investigate the effect of imperfect SIC on the system
performance.

III. ACHIEVABLE SUM RATE ANALYSIS

Next, we derive the achievable sum rate between each user
pairs by using the worst-case Gaussian technique [38] that can
be summarized as follows. The received signal at a user node
can be decomposed into a desired signal and effective noise.
The desired signal consists of the intended message symbol,
while effective noise component contains all interference terms
and AWGN. It can easily be shown that the desired signal
component and effective noise term are uncorrelated. Moreover,
each term within the effective noise is uncorrelated. Thus, this
effective noise term can be approximated by using a Gaussian
random variable with same variance, which represents the
worst-case scenario [38]. Based on this framework, we derive

the sum rate as follows. The residual signal at Sk after decoding
canceling signals belonging to n− 1 users can be written as

yk,n= Ψ
√
Pαfk(n)E

[
hTkVhfk(n)xfk(n)

]
+ n̂k,n, (15)

where n̂n,k is the effective noise and the first term is the desired
signal. The function fk(n) is the index of the user that will be
decoded in the n-th step. Moreover, the noise term in (15) can
be expressed as (16) at the top of the page. The matrix V in
(15) and (16) for MRC/MRT beamforming is given as

V = Ĥ∗ΛĤH . (17)

Based on (15) and (16), and by assuming additive noise
as independently distributed Gaussian noise having the same
variance [38], a tight approximation for the achievable sum
rate can be given as (18) at the top of the page. Here
TC is the coherence time of the channel. The pre-log factor
(TC − τ)/TC accounts for the pilot overhead [11]. The two
time-slots required for the data transmission between the users
results in the pre-log factor of 1/2. The values of Mk,m, Nk,m,
Pk,m, Rk,m, and Qk in (18) are given as

Mk,m = E
[
hTk Ĥ∗ΛĤHhfk(m)

]
, (19a)

Nk,m = V
[
hTk Ĥ∗ΛĤHhfk(m)

]
, (19b)

Pk,m = E
[
|hTk Ĥ∗ΛĤHhfk(m)|2

]
, (19c)

Rk,m = E
[
|hTk Ĥ∗ΛĤHhfk(m)|2

]
+ (1− 2ρk,fk(m))E

[
hTk Ĥ∗ΛĤHhfk(m)

]2
, (19d)

Qk = E
[
‖hTk Ĥ∗ΛĤH‖2

]
. (19e)

The value of Rk,m can further be written as

Rk,m = Pk,m + (1− 2ρk,fk(m))M
2
k,m. (20)

The closed-form evaluations of (19) are provided in Appendix
A. The value for Ψ is given as

Ψ =

√
PR

PL1 + σ2
RL2

, (21)
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R∞k,n̂ =
(TC−τ)

2TC
log

1 +
P (Ψ∞)

2
αn̂λ

2
k,m̂β̂

2
kβ̂

2
n̂

P (Ψ∞)
2

(
n−1∑
m′=1

(1−ρk,m̂′)2 αm̂′λ2k,m̂′ β̂2
kβ̂

2
m̂′ +

K−1∑
m=n+1

αm̂λ2k,m̂β̂
2
kβ̂

2
m̂

)
+σ2

k

 , (34)

where L1 and L2 are given as

L1 = Tr
(
E
[
Ĥ∗ΛĤHHαHHĤΛHĤT

])
, (22a)

L2 = Tr
(
E
[
Ĥ∗ΛĤHĤΛHĤT

])
, (22b)

and are derived in Appendix B.
The rate of data transmission for each user is limited by the

achievable sum rates among itself and all other users. Thus,
the achievable transmission rate of Sm is given as

Rm = min
k∈(1,··· ,K),k 6=m

(Rk,m) . (23)

Based on this, the total achievable sum rate of the system is
obtained as

R = (K − 1)

K∑
m=1

Rm. (24)

Here in (24), the factor (K− 1) represents the transmission of
each users data to all the other users.

Remark 1. The results obtained in (18) and (24) are valid
under any power allocation matrix Λ and any decoding
order fk(n). Thus these closed form solutions can be utilized
to design power allocation schemes to obtain different user
requirements in MWRNs.

IV. ASYMPTOTIC SUM RATE ANALYSIS

Asymptotic refers to the fact that the number of relay anten-
nas M grows unbounded. The significance of this condition is
that the relay can then scale down the transmit power inversely
proportional to the number of antennas [44], which tends to
improve energy efficiency overall. Therefore, it is important
to find the sum rate under this condition. The relay transmit
power may thus be expressed as

PR = ER/M, (25)

where ER corresponds to the total transmit power available at
the relay node. We first derive an asymptotic limit for Ψ, the
transmit power control factor at the relay. To obtain Ψ, we need
to find the limits of L1 and L2 for extremely large values of
M . For this, we use the generalized forms of the law of large
numbers. The details are given in Appendix D and using the
fact that Ĥ and E are independent of each other, we obtain the
following asymptotic result:

L1

M3

a.s.−−−−→
M→∞

K∑
i=1

K∑
j=1

αjλ
2
i,j β̂iβ̂

2
j . (26)

Here, β̂k values are defined as (58) in Appendix A. Similarly,
an asymptotic limit for L2 is derived as

L2

M2

a.s.−−−−→
M→∞

K∑
i=1

K∑
j=1

λ2i,j β̂iβ̂j . (27)

By using (26) and (27), the limit for Ψ can be obtained as

M2Ψ
a.s.−−−−→

M→∞

√
ER

E
∑K

i=1

∑K
j=1 αjλ2

i,j β̂iβ̂2
j

= Ψ∞. (28)

By using the above asymptotic results and the value for V, we
rewrite (15) as

yk,n=M2Ψ
√
Pαfk(n)

hTk Ĥ∗

M
Λ

ĤHhfk(n)
M

xfk(n)

+M2Ψ

K−1∑
m=n+1

√
Pαfk(m)

hTk Ĥ∗

M
Λ

ĤHhfk(m)

M
xfk(m)

+M2Ψ

n−1∑
m′=1

√
Pαfk(m′)

hTk Ĥ∗

M
Λ

ĤHhfk(m′)
M

(
xfk(m′)−x̂k,fk(m′)

)
+M2Ψ

hTk Ĥ∗

M
Λ

ĤHnR
M

+ nk. (29)

We then derive the asymptotic results for each term in (29) as
follows:

hTk Ĥ∗

M
Λ

ĤHhfk(n)

M
xfk(n)

a.s.−−−−→
M→∞

λk,fk(n)β̂kβ̂fk(n), (30)

hTk Ĥ∗

M
Λ

ĤHhfk(m)

M
xfk(m)

a.s.−−−−→
M→∞

λk,fk(m)β̂kβ̂fk(m),(31)

hTk Ĥ∗

M
Λ

ĤHnR
M

a.s.−−−−→
M→∞

0. (32)

The asymptotic limit of the effect of imperfect SIC can be
written as

hT
k Ĥ∗

M Λ
ĤHhfk(m′)

M

(
xfk(m′) − x̂k,fk(m′)

)
a.s.−−−−→

M→∞

(
1− ρk,fk(m′)

)
λk,fk(m)β̂kβ̂fk(m). (33)

By using the aforementioned asymptotic results, we derive the
asymptotically achievable sum rate as (34) at the top of the
page. Here, in (34), m̂ = fk(m).

Remark 2. Similar to the non asymptotic case, the result in
(34) is valid under any power allocation matrix Λ and any
decoding order fk(n).
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Rk,n̂=
(TC−τ)

2TC
log

1+
Ψ2αn̂

(
λ2
k,n̂Ak,n̂+λk,n̂λn̂,kBk,n̂+λ2

n̂,kCk,n̂
)

Ψ2αn̂
K∑
i=1

K∑
j=1

(λi,n̂λj,n̂Di,j,n̂+λi,kλj,kDi,j,k+λn̂,iλn̂,jEi,j,n̂+λk,iλk,jEi,j,k)+Z

. (40)

Z =

K−1∑
m=n+1

K∑
i=1

K∑
j=1

(λi,mλj,mGi,j,m + λi,kλj,kGi,j,k + λm,iλm,jHi,j,m + λk,iλk,jHi,j,k)+σ2
k, (41)

V. ENERGY EFFICIENCY OF THE SYSTEM

In this section, we analyze the energy efficiency of the
proposed MWRN. In recent years, energy efficiency, which is
the number of information bits per unit of transmit energy, has
been studied extensively [41]. It is defined as

ρ =
R
PTot

, (35)

where Ptot is the total power consumption and R is the overall
sum rate. The value for Ptot can be written as follows [45]

PTot = KP + PR + PU,TC +KPR,TC + PC/D + PR,LP , (36)

where PU,TC and PR,TC are the power consumed in
transceiver chains in each user and the relay, PC/D is the power
consumed for coding and decoding, and PR,LP is the power
consumed in the relay to perform for linear processing. The
values for these power consumption components are given as
follows [45]:

PU,TC = 2PU,C + 2PSY N PR,TC = 2MPR,C + 2PSY N ,(37)

PC/D = 2R(PCOD + PDEC), (38)

PR,LP =
2BKM

LBS
+
B

U

3MK

LBS
, (39)

where PU,C and PR,C are the powers required to run the circuit
components at the users and the relay, PSY N is the power
of the local oscillator, PCOD and PDEC is the coding and
decoding power consumption, B is the bandwidth, LBS is the
computational efficiency (given in flops/W) of the end nodes,
and U is the coherence block.

VI. DESIGN OF POWER ALLOCATION MATRIX

In this section, we analyze the design of Λ while satisfying
the relay power constraints. By changing the values in Λ,
different sum rates can be achieved for different users in the
system. Several optimization problems can be formulated to
design Λ based on different criteria such as maximizing the
minimum data rate (max-min fairness), maximizing the total
sum rate etc. The objective functions of these problems are
constrained by three variables, namely Λ,α, and fk(n). Here,
Λ is a K ×K matrix, while α = {αn, . . . , αK} is a vector of
length K. Furthermore, fk(n) is a R2 → R function which can
be represented by K × (K − 1) matrix. The achievable rates
that are used in the optimizing problems under the worst-case
Gaussian technique can be written as (40) at the top of the

page. Here, Z is used to display (40) in a manageable way
and is given as (41) at the top of the page. Here, Ak,n̂, Bk,n̂,
Ck,n̂, Di,j,n̂, Ei,j,n̂, Gi,j,n̂, and Hi,j,n̂ are functions of M .

As evident from (40), the sum rate between each pair is
a complex function of α, Λ, and Ψ. Furthermore, the second
degree terms of Λ components appear on the sum rate equation.
Due to these reasons, solving optimizing problems involving
(40) appear intractable.

To overcome this problem and to formulate solvable opti-
mization problems, we take the following three steps. (1) the
above sum rates are replaced by their asymptotic values, (2)
the asymptotic rates are simplified by assuming perfect SIC,
and (3) the decoding order functions fk(n) are determined
according to the large-scale fading coefficients. The simplified
asymptotic sum rate is obtained as follows:

R∞k,fk(n) =
1

2

(TC−τ)

TC
log

1+
λ2
k,fk(n)

Mk,n

K−1∑
m=n+1

λ2
k,fk(m)Mk,m+σ2

k

 , (42)

where Mk,n = Eαfk(n)β̂
2
kβ̂

2
fk(n)

. This is obtained by remov-
ing the terms corresponding to the imperfect SIC in (34) and
replacing Ψ with 1. The decoding order is defined as follows:

fk(n) =

{
n n < k

n+ 1 n ≥ k,
(43)

where the users are ordered according to the descending order
of large-scale fading coefficients between them and the relay
(i.e., β1 ≥ β2 ≥ · · · ≥ βK). Based on the above simplifications,
we present the max-min fairness power allocation optimization
problem as follows:

maximize
λ

min

 (TC−τ)

2TC
log

1+ λ2
k,fk(n)

Mk,fk(n)

K−1∑
m=n+1

λ2
k,fk(m)Mk,fk(m)+σ2

k




(44)

subject to E
K∑
i=1

K∑
j=1

αjλ
2
i,j β̂iβ̂

2
j ≤ ER. (45)

λi,j ≥ 0 (46)

The constraint (45) is the power constraint at the relay. It can
be proven that the maximum value for (44) can be obtained
when the data rates between all the users are equal to each
other and when the inequality (45) becomes an equality (i.e.,
when the relay uses the maximum available power for the
transmission). Also it can be shown that the result obtained
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Fig. 1: Total sum rate for K = 8 against the number of relay antennas.

for this case lies in the feasibility region of (44). Assuming
that the SINR between each user reaches a common SINR t̄,
we can obtain the optimal values for λk,fk(n)’s as follows for
n = K − 1, . . . , 1:

λ2
k,fk(n)

=

t̄

(
K−1∑

m=n+1

λ2
k,fk(m)Mk,fk(m) + σ2

k

)
Mk,fk(n)

. (47)

The values for λk,fk(n) can be found by solving (47) starting
from n = K − 1 to n = 1 for each k value. By observing the
pattern, a generalized expression for λ2k,fk(n) can be written as

λ2k,fk(n) =
t̄σ2
k (t̄+ 1)

K−n

Mk,fk(n)
=

t̄σ2
k (t̄+ 1)

K−n

Eαfk(n)β̂
2
kβ̂

2
fk(n)

. (48)

Then by using those obtained values on (45), we derive

K∑
i=1

σ2
i

β̂i

K−1∑
j=1

t̄ (t̄+ 1)
K−j−1

= ER. (49)

This can be simplified as follows and the value for t̄ can be
written as

K−1∑
j=1

t̄ (t̄+ 1)
K−j−1

= (t̄+ 1)
K−1 − 1 =

ER∑K
i=1

σ2
i

β̂i

. (50)

The non-negative real solution for the above polynomial can
be derived as

t̄ = K−1

√√√√1 +
ER∑K
i=1

σ2
i

β̂i

− 1. (51)

Remark 3. It can be seen that the asymptotically achievable
sum rate under max-min fairness does not depend on the
values of transmit power at the user nodes (i.e., P and α).
Furthermore, our simulations show that it is independent of
the decoding order at the user (i.e., fk(n)).
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Fig. 2: Average sum rate versus K for M = 64.

20 40 60 80 100 120 140 160 180 200
0

0.5

1

1.5

2

2.5

3

3.5
104

Proposed-analytical
Scheme from [12]
Scheme from [14]

Fig. 3: Average energy efficiency of the system vs M for K = 12.
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Fig. 4: Average sum rate under different power allocation schemes.

VII. NUMERICAL RESULTS

In this section, we investigate the performance gains of
the proposed NOMA scheme via simulations. Apart from the
power allocation obtained in Section VI, we use the following
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sub-optimal power allocation matrix for comparisons.

Λ = D−1
(
B + BT

)
, (52)

where B is the K × K matrix with [B]i,j =
√

j−1
K when

i < j and zero otherwise. This power allocation is based on
the following observations.
• Each row in Λ corresponds to the power allocation factors

to each user. Thus, to compensate for the downlink path-
losses, we allocate more power to the users which have
the highest path-loss by multiplying each row of Λ by the
inverse of the path-loss component of each user.

• The ratios between the non-zero coefficients in a
single row determines the data rate between the
users. Here, we designed the ratios in the form of√

1/K,
√

2/K, · · · ,
√
K − 1/K.

A. Comparison with MWRN operations in [12], [14]

Here, we analyze the existing MWRN protocols in [12], [14]
for numerical comparison purposes. Firstly, we consider the
MWRN in [12], which requires K time slots to transmit the
data of all the users to all other users. The use of time-slots in
[12] can be listed as follows:

1) Time-slot 1: All the users transmit to the relay. This step
is similar to the first step in our proposed NOMA-aided
protocol.

2) Time-slot 2 to K: In these time slots, relay transmits
to all the users using beamforming. However, instead
of sending a superposition-coded signal of all the other
received signals, data of a single user is transmitted to
each user. Thus, K−1 time slots are required to send the
data of all the users to all other users.

The beamforming matrix at the relay for the j-th time slot
(2 ≤ j ≤ K) is given as

Vj = H∗ΛjH
H . (53)

In (53), Λj is a permutation matrix in which each row consists
of a single one and all zeros. The location of the number one,
decides the transmitted signal of the initial set of users. We can
obtain the approximation for the end-to-end data rate between
each pair of users by using the same steps as the previous case.
However, when calculating the achievable data rate, we have to
use the pre-log factor 1/K, as K total time slots are required
for the data transmission.

Secondly, we compare the performance of the proposed
MWRN with that of [14], which utilizes d(K − 1)/2e+1 time-
slots. The above two methods (i.e. [12] and [14]) are used as
performance benchmarks.

Fig. 1 plots the achievable sum rate of the proposed MWRN
system and those of [12] and [14] against the number of relay
antennas. We use the power allocation matrix (52) with eight
users (K = 8) and path-loss components D = diag(1, 0.875,
0.75, 0.625, 0.5, 0.375, 0.25, 0.125), and αk = 1 for 1 ≤ k ≤
K. The proposed scheme clearly provides a higher achievable
sum rate compared to the other two. For instance, with 100
relay antennas, it provides a sum rate of 25.2 bps/Hz while
[12] and [14] achieve only 12.2 bps/Hz and 17.1 bps/Hz. This
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Fig. 5: Average sum rate for individual users with different power
allocation schemes.

amounts to 106% and 47% gains respectively. Furthermore, we
observe that more relay antennas increase the sum rate of the
proposed system.

Fig. 2 plots the achievable sum rates for the proposed system
given by (18) and the two other MWRN schemes against the
number of users (K). While the achievable sum rate reaches
a constant value under [12] and [14], our method provides
constant sum rate improvements as the number of users are
increased. For instance, both our scheme and [14] has the
same sum rate performance with 4 users. But with 10 users,
our scheme provides a sum rate of 33 bps/Hz, while [14]
and [12] only provides 16 bps/Hz and 10 bps/Hz, respectively.
Furthermore, the performance gap increases as the number of
users are increased. As an example, with 8 users, our system
provides 47% and 127% increase of sum rate compared to [14]
and [12] while this gain increases to 123% and 280% for 12
users.

In Fig. 3, we plot the energy efficiency in Eqn. (35) against
the number of relay antennas M for K = 12 users. The
values for PU,C , PR,C , PSY N , PCOD, PDEC , B, U , and
LBS are adopted from [45]. It can be seen that our proposed
protocol provides higher energy efficiency compared to two
other methods. As an example, with 100 relay antennas, our
energy efficiency is 2.94×104 bps/J while the energy efficiency
of [12] is only 1× 104 bps/J. This is almost a 300% increase.
This gain is both due to the sum rate increase as well as lower
transmit powers due to the reduced number of time slots.

In Fig. 4, we plot the total sum rate of the system under
the proposed two power allocation schemes namely the max-
min power allocation and the sub-optimal power allocation for
four users (i.e., K = 4 and D = diag(1, 0.75, 0.5, 0.25)) with
τ = 0.3 and perfect SIC scenario. We obtained the sum rate
from (24) and (18) for different M values and the asymptotic
value from (34). The figure shows that the sub-optimal power
allocation results in slightly higher total sum rate than the
min-max fairness power allocation. Also this shows that the
asymptotic result (34) is accurate.

In Fig. 5, we plot the individual sum rate for user 1 and
user 3 for the same system setup. It can be seen that the



9

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
0

5

10

15

20

25

30

35

40

45

50

Fig. 6: Average total sum rate for different CSI settings.

max-min power allocation scheme obtains 2.9 bps/Hz sum rate
for all the users, while the sum rate obtained from the sub
optimal power allocation scheme differs for different users.
As an example, in this case user 1 (the user nearest to the
relay) obtains 3.9 bps/Hz while the user 3 (user far away from
the relay) only obtain 2.5 bps/Hz. Thus, this shows that the
proposed power allocation can provide fairness to all users
regardless of the distance between the relay and the users. This
will be useful when all the users have to be treated equally.

In Fig. 6, we analyze the effect of CSI availability on the
performance of the system. Specifically, we plot the achievable
sum rate with 128 antennas and the asymptotic sum rate for
three different K values (i.e., K = 4, K = 8, and K = 12)
against the pilot training time (τ ). Note that sum rates increase
with τ up to a certain point and then starts to decrease. As
an example, for K = 8, τ = 0.1 provides 19 bps/Hz and
increasing τ to 0.2 provides 22.3 bps/Hz. However after this,
the achievable sum rate starts to decrease. A lower value for
τ results in poorly estimated channel and lead to lower sum
rates, while a higher value for τ will limit the time used for
data transmission and also result in lower sum rate for the
system. According to Fig. 6, the optimum τ values for K = 4,
K = 8, and K = 12, are τ = 0.35, τ = 0.2, and τ = 0.3
respectively for M = 128. This shows that the existence of
optimum τ value based on the number of antennas, number
of users, and other system parameters. However, we do not
attempt this optimization of τ , which is left it as a future
research topic.

Next, in order to analyze the effect of imperfect SIC, we plot
the sum rate of user 1 against the number of relay antennas
in Fig. 7. Here, we have assumed 8 users and τ = 0.3. The
sum rate is plotted under four scenarios; namely perfect SIC,
imperfect SIC with ρm,k = 0.9, ρm,k = 0.7, and ρm,k = 0.5
for all m, k values. As evident from this figure, when SIC
is free from error propagation, the system sum rate increases
significantly. As an example, with 500 antennas, user 1 obtains
1.4 bps/Hz with perfect SIC, but only 0.9 bps/Hz when ρ = 0.9.
This shows the significant effect of SIC on NOMA systems.

To analyze this detrimental impact of imperfect SIC further,
we plot the total sum rate against the number of users K in
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Fig. 7: Sum rate of user-1 under different SIC conditions against the
number of antennas.
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Fig. 8: Average total sum rate for different SIC conditions against the
number of users.

Fig. 8. Here we look at three different values for ρ along with
the perfect SIC scenario. It can be seen that imperfect SIC
reduces the achievable sum rate of a system. As an example
with 6 users, the sum rate of the system will degrade to
7.5 bps/Hz from 11.9 bps/Hz when imperfect SIC is present
with ρ = 0.95. This value further decreases to 6.8 bps/Hz when
ρ = 0.9. This shows the importance of accurate SIC in NOMA
systems.

VIII. CONCLUSION

We proposed a NOMA-aided massive MIMO MWRN,
which enables data exchange between K users within only
two time slots. This is a drastic reduction compared to
d(K + 1)/2e + 1 time slots of the current state-of-the-art
in MWRNs. In the first time slot, all user nodes transmit
simultaneously to the relay, which in turn applies a linear
MRC detector. In the second time slot, for each user, the
relay constructs a superposition-coded signal consisting of data
symbols belonging to all other users to be transmitted by using
linear MRT precoding. Upon receiving this superposition-
coded signal, users adopt SIC to decode the data from each
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N̄k,m̂ =M(M + 1)
(
λ2
k,kβ̂

2
k

(
β̂m̂ + η̂m̂

)(
(M + 2)β̂k + η̂k

)
+ λ2

m̂,m̂β̂
2
m̂

(
β̂k + η̂k

)(
(M + 2)β̂m̂ + η̂m̂

))
+Mβ̂m̂β̂k

(
(M + 1) β̂m̂β̂k

(
λ2
k,m̂M(M + 1) + 2λ2

m̂,k

)
+ (M + 1)

(
η̂m̂β̂k + β̂m̂η̂k

) (
λ2
k,m̂M + λ2

m̂,k

)
+Mη̂m̂η̂k

(
λ2
k,m̂ + λ2

m̂,k

))
+ 2λk,m̂λm̂,kMβ̂m̂β̂k

(
(M + 1)β̂k + η̂k

)(
(M + 1)β̂m̂ + η̂m̂

)
+

K∑
i=1
i 6=k,m̂

K∑
j=1

j 6=k,m̂,i

λ2
i,jM

2β̂iβ̂jβkβm̂ +

K∑
i=1
i6=k,m̂

λ2
i,iM(M + 1)β̂2

i βkβm̂

+2

K∑
j=1
j 6=k,m̂

λk,jλj,kMβ̂kβ̂j
(
β̂m̂ + η̂m̂

)(
(M + 1)β̂k + η̂k

)
+ 2

K∑
j=1
j 6=k,m̂

λm̂,jλj,m̂Mβ̂m̂β̂j
(
β̂k + η̂k

)(
(M + 1)β̂m̂ + η̂m̂

)

+

K∑
j=1
j 6=k,m̂

λ2
k,jM

2β̂kβ̂j
(
β̂m̂ + η̂m̂

)(
(M + 1)β̂k + η̂k

)
+

K∑
j=1
j 6=k,m̂

λ2
m̂,jMβ̂m̂β̂j

(
β̂k + η̂k

)(
(M + 1)β̂m̂ +Mη̂m̂

)

+

K∑
i=1
i6=k,m̂

λ2
i,kMβ̂kβ̂i

(
β̂m̂ + η̂m̂

)(
(M + 1)β̂k +Mη̂k

)
+

K∑
i=1
i6=k,m̂

λ2
i,m̂M

2β̂m̂β̂i
(
β̂k + η̂k

)(
(M + 1)β̂m̂ + η̂m̂

)
. (59)

Qk = λ2k,kM(M + 1)β̂2
k

(
(M + 2)β̂k + η̂k

)
+

K∑
i=1,i6=k

K∑
j=1,j 6=k

λi,jMβ̂iβkβ̂j (λj,i + λi,jM)

+

K∑
i=1,i6=k

Mβ̂kβ̂i

(
2λk,iλi,k

(
(M + 1)β̂k + η̂k

)
+ λ2k,iM

(
(M + 1)β̂k + η̂k

)
+ λ2i,k

(
(M + 1)β̂k +Mη̂k

))
. (62)

user. We derived the asymptotic sum rate in closed-form. Our
proposed scheme provides a sum rate gain of (1−4/K)×100%
over the current state-of-the-art MWRN. The gain is more
significant when the number of users (K) is increased. Also,
the use of two time slots enable the use of MWRNs in fast
fading channels with small coherence times. Also, the proposed
scheme provides significant energy efficiency gains due to the
improved sum rate and the reduced number of time slots.
Furthermore, we proposed a power allocation scheme, which
improves user fairness. We also verified the benefits of the
proposed scheme from an energy-efficiency perspective.

APPENDIX A
EXPECTED VALUE RESULTS FOR IMPERFECT CSI

A. Derivation of Mk,m

First, by using (67b), we can rewrite the term inside the
expected value as

hTk Ĥ∗ΛĤHhfk(m) =

K∑
i=1

K∑
j=1

λi,jh
T
k ĥ∗i ĥ

H
j hfk(m). (54)

By substituting the value for hk, we rewrite (54) as

Mk,m =

K∑
i=1

K∑
j=1

λi,j
(
ĥTk + eTk

)
ĥ∗i ĥ

H
j

(
ĥfk(m) + efk(m)

)
.(55)

As ek’s are independent from ĥk’s, only the first term of
the above summation can have a non-zero expectation. Next,
by considering different i and j combinations (i.e., i = k,
j = fk(m) and j = k, i = fk(m) and using the fact that
k 6= fk(m)) in the double summation in (54), the expected
value can be written as

E

[
K∑
i=1

K∑
j=1

λi,jh
T
k h∗ih

H
j hfk(m)

]
=λk,fk(m)‖hk‖2‖hfk(m)‖2

+λfk(m),k|hkhfk(m)|2. (56)

Finally, by using the expected value results given in Appendix
C, the value for Mk,m is obtained as

Mk,m = M
(
λk,fk(m)M + λfk(m),k

)
β̂kβ̂m, (57)

where β̂k is given as

β̂k =
Pαp,kβ

2
k

(Pαp,kβk + 1)
. (58)

Here, β̂k acts as a correction for βk values due to the imperfect
CSI. When perfect CSI is available, β̂k will become βk.

B. Derivation of Nk,m
In order to compute Nk,m, we first derive the value of

N̄k,m = E
[
|hTkH∗ΛHHhfk(m)|2

]
by using the same proce-

dure as in Mk,m and obtained as (59) at the top of this page.
Here in (59), m̂ = fk(m) and η̂k is defined as

η̂k =
βk

(Pαp,kβk + 1)
. (60)

Here, η̂k acts as an error term due to imperfect CSI. When
perfect CSI is available, this term vanishes. The value of Nk,m
is then derived as

Nk,m = N̄k,m −M2
k,m. (61)

C. Derivation of Qk
Similar to the previous cases, the value of Qk is written as

(62) at the top of this page.

APPENDIX B
DERIVATION OF Ψ FOR IMPERFECT CSI

In this section, we compute the average value of Ψ, which
will be used for the SINR calculations.
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L1 =

K∑
i=1

K∑
j=1

K∑
k=1

K∑
l=1

K∑
m=1

λi,jλk,lαm,m

(
E
[
ĥTi ĥ∗kĥ

H
l ĥmĥHmĥj

]
+ E

[
ĥTi ĥ∗kĥ

H
l emeHmĥj

])
. (63)

L1 =

K∑
i=1

λ2i,iM(M + 1)β̂2
i

(
(M + 2)β̂i + η̂i

)
+

K∑
i=1

K∑
j=1,j 6=i

K∑
m=1,m6=i,j

λ2i,jM
2β̂iβ̂jβm

+

K∑
i=1

K∑
j=1,j 6=i

Mβ̂i

(
λ2i,i(M + 1)β̂iβj + λ2i,j(M + 1)β̂j

(
β̂i +Mβ̂j

)
+λi,jλj,i(M + 1)β̂j

(
β̂i + β̂j

)
+ λ2i,jMβ̂j (η̂i + η̂j) + λi,jλj,iβ̂j (η̂i + η̂j)

)
. (64)

A. Computation of L1

In this section, we derive L1. By using matrix multiplication
identities, L1 can be simplified as (63) at the top of this page.
Then, L1 can derived in closed-form by looking at all the
possibilities for used variables as (64) at the top of this page.

B. Computation of L2

By using matrix multiplication theories, L2 can be simplified
as follows.

L2 =

K∑
i=1

K∑
j=1

λi,jE
[
ĥTi Ĥ∗ΛHĤH ĥj

]
. (65)

By using the results in (57), we can write (65) as

L2=

K∑
i=1

K∑
j=1

(λi,jM + λj,i)Mλi,j β̂iβ̂j . (66)

APPENDIX C
IMPORTANT RESULTS

The following results are used to derive (19a):

H∗HH = HHT =

K∑
n=1

h∗nhHn , (67a)

H∗ΛHH = HΛHT =

K∑
i=1

K∑
j=1

λi,jh
∗
ih

H
j . (67b)

Next, we list some of the important expected value results that
were used in Appendices A and B.

E
[
ĥHk ĥk

]
= E

[
‖ĥk‖2

]
= M

Pαp,kβ
2
k

(Pαp,kβk + 1)
= Mβ̂k.

(68a)

E
[
ĥHk ĥj

]
= 0 k 6= j. (68b)

E
[
|ĥHk ĥj |2

]
= Mβ̂kβ̂j k 6= j. (68c)

E
[
|ĥHk ĥk|2

]
= (M + 1)β̂2

k. (68d)

E
[
eHk ek

]
= E

[
‖ek‖2

]
= M

βk
(Pαp,kβk + 1)

= Mη̂k. (68e)

E
[
|eHk ej |2

]
= Mη̂kη̂j k 6= j. (68f)

E
[
|eHk ek|2

]
= M(M + 1)η̂2k. (68g)

APPENDIX D
ASYMPTOTIC SINR WITH POWER SCALING

We use the following asymptotic results for the compu-
tation of [46]. For two independent Gaussian vectors, p ∼
CNN×1

(
0, σ2

pI
)

and q ∼ CNN×1
(
0, σ2

qI
)
, the following

limits are easy to prove [44], [46]

pHp
/
N

a.s.−−−−→
N→∞

σ2
P and pHq

/
N

a.s.−−−−→
N→∞

0, (69)

pHq
/√

N
d−−−−→

N→∞
CN

(
0, σ2

pσ
2
qI
)
, (70)

where subscripts a.s. and d stands for almost sure convergence
and the convergence of distributions, respectively. Based on
(69) and (70), the following asymptotic limit results can be
established [44], [46]:

HHH

M
= D

1
2

(
H̃HH̃

M

)
D

1
2

a.s.−−−−→
M→∞

D, (71a)

VHH

M

a.s.−−−−→
M→∞

0K , (71b)

HHV

M

a.s.−−−−→
M→∞

0K , (71c)

VHH

M

a.s.−−−−→
M→∞

IK , (71d)

By using (71a), (71b), (71c) and (71d), the asymptotic limit
for Ĥ can be derived as follows:

ĤHĤ

M
=

1

M

[(
H +

V√
Pp

)
D̃

]H(
H +

V√
Pp

)
D̃

a.s.−−−−→
M→∞

D̃H (D + IK) D̃ = diag

(
PPβ

2
k

1 + PPβk

)
.(72)

Similarly, when the pilot power PP is scaled as PP = EP /
√
M

the limit results can be written as

ĤHĤ√
M

a.s.−−−−→
M→∞

diag
(
EPβ

2
k

)
. (73)
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