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Abstract—We investigate the achievable rate of a single-cell
distributed massive multi-input multi-output (MIMO) system
underlaid a licensed primary multi-user co-located Massive
MIMO network. We propose an access point (AP) selection
procedure and power allocation (PA) method to improve the
performance of the secondary network and derive the closed-form
sum rate expression for Rayleigh fading channels by considering
the effects of pilot contamination, inter-user interference and
statistical downlink channel state information (CSI) at secondary
users (SUs). Our results reveal that, the joint use of AP selection
procedure and PA method significantly improve the achieved sum
rate of the SUs while preserving the performance of the primary
network.

Index Terms—Distributed massive MIMO, underlay spectrum
sharing, achievable sum rate.

I. INTRODUCTION

Massive Multiple-Input Multiple-Output (MIMO) wireless

has been identified as one of the key promising technologies

for the fifth generation (5G) cellular networks, as it provides

unprecedented spectral and energy efficiency gains with simple

signal processing techniques [1], [2]. Thus, cognitive radios

can also be integrated with massive MIMO to further enhance

the spectral efficiency by opportunistic utilization of the spec-

trum resources [3]. In underlay spectrum sharing, secondary

users (SUs) are allowed to simultaneously access the same

licensed spectrum of the primary users (PUs). The caveat is

that, the transmit power of the SUs must be curtailed to ensure

that the co-channel interference (CCI) at the primary receivers

is under a given threshold [3].

Massive MIMO techniques have thus been extensively in-

vestigated for cognitive radios with underlay spectrum sharing

where both the primary and underlay networks employ mas-

sive MIMO at their base stations (BSs) [4], [5]. In [4], the SU

interference for a cognitive massive MIMO system is specified

by considering pilot contamination, path loss inversion power

control and spatially random nodes. Furthermore, in [5],

the uplink performance of a multi-cell, multi-user cognitive

massive MIMO system underlaid a primary massive MIMO

network is investigated and the achievable sum rates of the

primary and secondary systems are derived. Importantly, this

work assumes the availability of imperfect channel knowledge,

a realistic assumption.

Since the underlay concept mandates that secondary trans-

mit powers of the SUs must be below a certain peak level

to limit interference on the primary network, flexibility and

reconfigurability of the secondary system is a key design con-

sideration. Distributed massive MIMO enables the secondary

network to be dynamically adapted according to the network

conditions; thereby leading to the performance improvement of

PU/SU links [6], [7]. It uses distributed access points (APs) to

provide better coverage and increase the macro diversity gain

for the secondary network. It also has the flexibility to turn

on or off some APs depending on the network load and traffic

conditions. In [8], the performance of the secondary network

is investigated where both the primary and underlay networks

employ distributed massive MIMO. Thus, a set of distributed

single-antenna APs serve the PUs/SUs simultaneously via

conjugate precoding at the primary/secondary APs.

However, since massive MIMO is widely deployed for

fifth generation (5G) cellular in the industry, e.g., Japanese

SoftBank, China mobile, and Sprint in the United States

[9], it makes more sense to consider massive MIMO as the

primary BS in underlay networks. Following this idea, [10]

investigated the performance of a secondary non-orthogonal

multiple access (NOMA)-aided distributed massive MIMO

system underlaid a primary massive MIMO network. The

primary macro BS and secondary multi-antenna APs employ

maximum ratio transmission (MRT) beamforming to transmit

information to PUs and SUs, respectively. In order to maintain

the performance of the PUs, a protected zone around the

primary BS is enforced to satisfy the interference constraints.

Motivated by these considerations, in this paper, we inves-

tigate the achievable rate of a single-cell distributed massive

MIMO system underlaid a licensed primary multi-user massive

MIMO network. We consider a real scenario where unlike the

previous works, the secondary APs and the SUs are spatially

distributed in the given area without any constraints on their

locations. We also consider an arbitrary number of active

PUs/SUs in the network. The PUs are served by the primary

macro BS, which uses zero forcing (ZF) beamforming. ZF

yields better performance than MRT in terms of capacity in

single-cell downlink massive MIMO systems [11]. In contrast,

the secondary APs employ MRT beamforming to serve the

SUs. This offers the advantage of having manageable fron-

thauling traffic for the secondary network.

Our contributions are summarized as follows; i) to improve

the performance of the SUs while protecting the performance

of the PUs, an AP selection procedure and power allocation

(PA) strategy are proposed for the secondary network, ii)

a closed-form sum rate expression of the SUs is derived

by considering the effects of pilot contamination, inter-user

interference and statistical downlink channel state information

(CSI) at the SUs and iii) we show that the joint use of AP



Fig. 1: System model of single-cell distributed massive MIMO sys-
tem underlaid a licensed primary multi-user massive MIMO network.

selection procedure and PA method significantly improve the

achieved sum rate of the SUs while preserving the performance

of the primary network. Besides, by AP selection procedure

and deactivating some of the secondary APs, the amount of

overhead exchanged over the fronthaul network due to the

payload data transmission decreases which is of great interest

in practical scenarios. Numerical results are also presented to

support our findings.

II. SYSTEM MODEL AND PRELIMINARIES

A. System and Channel Models

We consider the downlink transmission of a single-cell

distributed massive MIMO system, which is underlaid a li-

censed primary multi-user co-located massive MIMO system

(Fig. 1). Underlaid refers to the fact that both the primary

and secondary networks share the same licensed frequency

spectrum. They both utilize time-division duplexing (TDD) in

uplink and downlink and are synchronized perfectly to prevent

undesired PU-SU interference [5]. The primary system consist

of a macro BS equipped with Lp antennas and Kp spatially-

distributed single-antenna users. In the secondary system, M
APs, each with Ls antennas, are distributed uniformly in the

cell and jointly serving Ks single-antenna SUs. Secondary

APs are connected to a central processing unit (CPU) via an

error-free fronthaul network to achieve coherent processing

[12]. The information exchange between the secondary APs

and the CPU is limited to only the payload data and large-

scale parameters that change slowly. Due to the concurrent

secondary transmissions, the transmit powers of the secondary

APs must be constrained to manage the CCI inflicted at the

PUs.

For the primary network, hk ∈ CLp×1 represents the

channel between the kth PU and the macro BS. In the

secondary network, the channel between the kth SU and the

mth secondary AP is gmk ∈ CLs×1. The channel between

the kth SU and the macro BS is uk ∈ CLp×1. Moreover,

vmk ∈ CLs×1 is the channel between the mth secondary

AP and the kth PU. All these four channels have the unified

representation a = βa
1/2ā, where a ∈ {hk,uk,gmk,vmk}

and βa accounts for the large-scale pathloss and shadowing.

This factor is constant for several coherence intervals. Whereas

ā ∼ CN
(

0, ILp|Ls

)

captures Rayleigh fading.

B. Uplink Pilot Transmission

Due to the TDD mode in both primary and secondary

networks, both uplink and downlink channels are the same. By

exploiting this channel reciprocity, the primary macro BS and

the secondary APs locally estimate the channel states by using

uplink pilots transmitted by the PUs and SUs, respectively.

In each coherence block of length τc, τp(< τc) samples

are used for uplink channel estimation. Here, we assume

τp ≥ max(Kp,Ks). In this case, if Kp < Ks, the mutual

orthogonal pilots assigned for Kp PUs are also shared among

Kp SUs, while Ks − Kp remaining SUs are assigned with

mutual orthogonal pilots which are also orthogonal to those

used by Kp PUs/SUs. On the other hand, if Ks < Kp, the

mutual orthogonal pilots assigned for Ks SUs are also shared

among Ks PUs, while Kp −Ks remaining PUs are assigned

with mutual orthogonal pilots which are also orthogonal to

those used by Ks PUs/SUs.

Let the pilot sequence for an arbitrary user k be
√
τpϕk ∈

Cτp×1 satisfying ‖ϕk‖2 = 1. As the primary and secondary

users transmit the pilot sequences in the uplink, the mth

secondary AP estimates gmk using minimum mean square

error (MMSE) estimation [13]. The MMSE estimate of gmk

can be expressed as ĝmk = cmkỹ
s,pilot

mk , where cmk is given

by [13] cmk =
√
τpppβg

mk
/(1 + τppp(βg

mk
+ Ikβv

mk
)) and

ỹ
s,pilot

mk , the projected received pilot signal at the mth secondary

AP onto ϕk, is given as

ỹ
s,pilot

mk =
√
τpppgmk + Ik

√
τpppvmk + ñm, (1)

where pp is the pilot transmit power and ñs
mn ∼ CN (0, IL).

Besides, Ik = 1 for 1 ≤ k ≤ Q and Ik = 0 otherwise, in

which Q = min(Kp,Ks).
The channel can then be written as gmk = ĝmk + g̃mk, in

which the channel estimate and the estimation error, denoted

by ĝmk and g̃mk, respectively, are distributed as ĝmk ∼
CN (0, θĝ

mk
ILs

), g̃mk ∼ CN (0, (βg
mk

− θĝ
mk

)ILs
), where

θĝ
mk

= τpppβ
2
g
mk

/(1 + τppp(βg
mk

+ Ikβv
mk

)).
Similarly, for the primary network, the channel estimate and

the estimation error are distributed as ĥk ∼ CN (0, θ
ĥ

k

ILp
)

and h̃k ∼ CN (0, (βh
k
− θ

ĥ
k

)ILp
) [13], where θ

ĥ
k

=

τpppβ
2

h
k
/(1 + τppp(βh

k
+ Ikβu

k
)).

C. Downlink Data Transmission Model

The mth secondary AP transmits the signal xs
m =

√
pst

Ks
∑

k=1

√

λs
mkw

s
mks

s
k, ∀m, where ws

mk is the spatial direc-

tivity of the signal sent to the kth SU by the mth secondary

AP. Symbols ssk, λs
mk and pst denote the data signal, PA

coefficient for the kth SU and the total transmitted power by

each secondary AP, respectively. The set of PA coefficients

satisfies
∑Ks

k=1
λs
mk = 1.

Similarly, the primary macro BS transmits the signal xp
m =

√

ppt
∑Kp

k=1
w

p
k

√

λp
ks

p
k, where ppt , λp

k and w
p
k are respectively,

the total transmit power, the power coefficients for the PUs

(
∑Kp

k=1
λp
k = 1), and the precoding vector for the kth PU.

For the secondary network, to avoid sharing of channel

state information between the secondary APs and to have

manageable fronthauling traffic, we consider MRT beam-

forming which is given as [6] ws
mk = ĝmk/

√

E{‖ĝmk‖2}.
The primary macro BS employs ZF beamforming to precode

data signals and the precoding weight vector can be written

as w
p
k = Ĥ(ĤHĤ)−1ek/

√

E{‖Ĥ(ĤHĤ)−1ek‖2}, where

Ĥ = [ĥ1, ĥ2, . . . , ĥKp
] and ek denotes the kth column of

IKp
.



In order to enhance the performance of the SUs while
protecting the primary network’s communication, the CPU
allows a set of secondary APs to serve the SUs and turns off
the remaining secondary APs according to the criterion (3).
Let the number of active secondary APs be Ms

0
. Then, since

these Ms
0

secondary APs serve the Ks SUs simultaneously,
using the statistical CSI knowledge of the effective channels
at SUs i.e., E

{

gH

mkw
s
mk

}

(∀m, k), the received signal at the
kth SU can be expressed as

ys
k =

√
pst

Ms
0∑

m=1

√
λs
mkE

{

g
H

mkw
s
mk

}

ssk

︸ ︷︷ ︸
desired signal

+
√

pst

Ms
0∑

m=1

√
λs
mk

(

g
H

mkw
s
mk − E

{

g
H

mkw
s
mk

})

ssk

︸ ︷︷ ︸
beamforming gain uncertainty

+

Ms
0∑

m=1

g
H

mk

Ks∑

j′=1,j′ 6=k

w
s
mjs

s
j

︸ ︷︷ ︸
inter-user interference

+
√

pptu
H

k

Kp∑

j=1

w
p
j

√

λp
js

p
j

︸ ︷︷ ︸
interference from the primary network

+ns
k, (2)

where ns
nk ∼ CN (0, 1).

III. PERFORMANCE ANALYSIS OF THE SECONDARY

NETWORK

In order to improve the performance of the underlaid

distributed massive MIMO system while maintaining the per-

formance of the primary massive MIMO network, we first

investigate three important factors; i) AP selection procedure

for the secondary network, ii) PA for the secondary network

and iii) secondary transmit power constraints. After that, we

derive the closed-form sum rate expression for the secondary

network.

A. AP Selection for the Secondary Network

In order to enhance the spectral efficiency of the secondary

network while preserving the primary network’s performance,

the CPU selects a set of secondary APs to serve the SUs and

deactivates the remaining APs. This selection is based on the

following idea. The CPU selects the secondary APs which

have strong average effective channels with the SUs and the

weak average interfering channels with the PUs. In particular,

for each secondary AP, the CPU computes the ratio of its

average effective local channels with the SUs and its average

effective interfering channels with the PUs, M(m), ∀m. So the

secondary APs for which M(m) is higher than a predefined

threshold δ, are selected to serve the SUs and the remaining

secondary APs are turned off. The criterion is formally defined

as follows: select the mth SU if M(m) > δ where

M(m) =

Ks
∑

k=1

E
{

|gH

mkw
s
mk|2

}

Kp
∑

k=1

Ks
∑

j=1

E
{

|vH

mkw
s
mj |2

}

, m = 1, . . . ,M, (3)

which can be derived as (Appendix A)

M(m) =

Ks∑

k=1

(Lsθĝ
mk

+ βg
mk

)

(
Q∑

j=1

Lsτpppβ
2
v
mj

ζs
mj

+
Kp∑

j=1

βv
mj

) , (4)

where ζsmj , 1 + τppp(βg
mj

+ βv
mj

).

As observed in (4), M(m), ∀m depends on the large scale

parameters only. These parameters are easier to estimate and

remain static for longer periods [14]. Thus, they are readily

accessible by the CPU. Note that this secondary AP selection

process for the secondary network has an added benefit. Since

there are fewer active secondary APs, the amount of overhead

exchanged over the fronthaul network due to the payload data

transmission decreases.

B. Power Allocation for the Secondary Network

In the secondary network, each active secondary AP allo-

cates its power to the SUs in proportion with the estimated

channel strengths of the secondary links. In other words, the

mth active secondary APs divides its power between the SUs

such that, the SUs which have better channel strengths with

respect to the mth secondary AP will receive a larger amounts

of power than the SUs with bad channels condition. This way,

each SU is dominantly served by the neighbouring APs with

good channel strengths. The PA coefficients for the SUs can

then be written as

λs
mk =

θĝ
mk

Ks
∑

j=1

θĝ
mj

, ∀m, k. (5)

By employing this PA technique, not only the SUs are

effectively served by the secondary APs, but also, the imposed

interference on the primary network is decreased. Hence, this

PA strategy is practically useful for the cognitive distributed

massive MIMO networks.

C. Secondary Transmit Power Constraint

In underlay spectrum sharing, the transmit power of the
secondary APs (pst ) are constrained to manage the interfer-
ence imposed on the PUs due to the simultaneous secondary
transmission

pst = min(pst,max, Ip
1
/P (z

1
), . . . , Ip

Kp
/P (z

Kp
)), (6)

where pst,max is the maximum transmit power by each sec-
ondary AP and Ip

k
is the interference temperature (maximum

tolerable interference level) for the kth PU [8]. The interfer-
ence power inflicted at the kth PU by the secondary network
is scaled by P (z

k
) given as

P (z
k
) =

Ks∑

j=1

E







∣
∣
∣
∣
∣
∣

Ms
0∑

m=1

√

λs
mjv

H

mkwmj

∣
∣
∣
∣
∣
∣

2





, k = 1, . . . ,Kp. (7)

which can be derived as (Appendix B)

P (z
k
) = Ik





Ms
0∑

m=1

√

Lsλs
mkτppp

ζsmk

βv
mk





2

+

Ms
0∑

m=1

βv
mk

. (8)

We must note that, by selecting the appropriate set of sec-
ondary APs for transmission, we are specifically maximizing

the allowable transmit power of the selected secondary APs.

D. Downlink achievable Rate

In the following, we derive the achievable rate of the

secondary distributed massive MIMO network in the presence

of the primary co-located massive MIMO system. The kth

SU in (2) effectively sees a deterministic channel with some

uncorrelated noise (the first term and the remaining terms in

(2), respectively). By using the worst-case Gaussian technique

[6], the achievable rate for the kth SU can then be written as

Rs
k = φlog2(1 + γs

k), (9)



where φ = (τc − τp)/τc is the pre-log factor which captures

the effective portion of coherence interval for data transmis-

sion. Let γs
k be the effective signal-to-interference-plus-noise

ratio (SINR) at the kth SU. To compute it, we consider the

first term in (2) to be the desired signal and the remaining

terms be an effective noise. Therefore, γs
k can be derived as

(10), as shown at the top of the next page. By evaluating

the expectation terms in (10), the effective SINR γs
k can be

derived (Appendix C) as (11), as shown at the top of the next

page, where ζpk , 1 + τpp(βu
k
+ βh

k
).

IV. SIMULATION RESULTS

Herein, we provide simulation results to evaluate the perfor-

mance of our secondary system. We consider a circular area of

radius 500 m. The primary macro BS is located at the center

and the Kp PUs are distributed uniformly at random in the cell.

Moreover, the Ms secondary APs and Ks SUs are uniformly

distributed in the given area. Uniform PA is considered for

the primary network (λp
k = 1/Kp). The large-scale coefficients

{βa} are an uncorrelated shadow fading process with standard

deviation σsh = 8 dB [6]. In all simulations, we assume

that Lp = 100, Ms = 100, Ls = 2, ppt = pst,max =
200 mW, pp = 100 mW, Kp = 8, Ks = 12. We also

assume that τc = 56 and the pilot sequence length is set to

τp = max(Kp,Ks) = 12.

To specify how many APs are selected by the CPU accord-

ing to the criteria given in (4), we first plot the number of

selected secondary APs versus the threshold δ in Fig. 2a. As

expected, by increasing δ, the number of secondary APs which

are allowed to serve the SUs Ms
0

decreases. In particular, for

δ = 1.5, on average 57 secondary APs are selected from the

total number of 100 secondary APs to serve the SUs.

Fig. 2b demonstrates the secondary transmit power con-

straint (6) as a function of the interference temperature Ip.

As a benchmark, we also plot the secondary transmit power

constraint when all the secondary APs serve the SUs with

uniform PA method. Both the uniform PA method and the

proposed one in (5) are simple and can be performed at each

AP independently rather than at the CPU, and hence does

not require a fronthaul link (an important feature of practical

communication systems).

Here, we consider δ = 1.5; hence, with AP selection

process, there are M0
s = 57 active secondary APs which is

much lower than the case without AP selection (Ms = 100).

Monte-Carlo simulations are also superimposed on each curve

in order to validate the derived analytical expression. As

expected, the secondary transmit power constraint increases

with Ip and the transmit power of each secondary AP is

limited by the primary network. Fig. 2b clearly reveals that,

by deactivating the secondary APs which may impose con-

siderable interference on the primary network, the remaining

secondary APs are allowed to transmit with higher power

while preserving the primary network’s performance. More

precisely, for Ip = −5 dB, with AP selection procedure and

the PA strategy given in (5), the active secondary APs are

allowed to transmit with the power pst = 14.42 mW which is

about 14 times more than the case when all the secondary APs

serve the SUs using the same PA method (pst = 1.05 mW).

Furthermore, by allocating power to the SUs based on (5), each

SU is dominantly served by the neighbouring active secondary

APs with good channel strength and hence less interference

is imposed on the primary network. Therefore, the secondary

transmit power constraint increases compared to the case when

uniform PA is employed.

Fig. 2c depicts the achievable sum rate (9) of the secondary

network as a function of Ip. We observe that, the achieved

sum rate by the SUs increases with Ip, since they are allowed

to transmit with higher powers. Besides, the joint use of the

proposed AP selection process and PA method significantly

improve the sum rate of the secondary network. We also see

that, although, the allowable transmit power of the secondary

APs is higher with AP selection procedure and uniform PA,

compared to the case without AP selection procedure and PA

method (5), its achieved sum rate is less. This is due to the fact

that, employing the proposed PA method, each secondary AP

effectively allocates its available power to the SUs such that

the SUs with better channel strengths receive a larger amounts

of power than the SUs with weak channel condition which

results in higher rates. Therefore, the proposed PA strategy is

practically useful for the cognitive distributed massive MIMO

networks.

V. CONCLUSIONS

In this paper, in a real scenario, we analysed the achieved

sum rate of a distributed massive MIMO system underlaid

a licensed primary massive MIMO network. We proposed

an AP selection process and PA method for the secondary

network. We showed that, the joint use of the proposed

methods significantly improve the performance of the SUs

while protecting the performance of the PUs.

APPENDIX A

DERIVATION OF M(m)
Since, gmk = ĝmk + g̃mk, we have E{|gH

mkw
s
mk|2} =

Lsθĝ
mk

+βg
mk

. Besides, to calculate the denominator of (3),
for the kth PU, if 1 ≤ k ≤ Q

Ks∑

j=1

λs
mjE

{

|vH

mkw
s
mj |

2

}

= λs
mk

Lsτpppβ
2

v
mk

ζsmk

+

Ks∑

j=1

λs
mjβv

mk
,

(12)

Otherwise, i.e., k > Q,

Ks
∑

j=1

λs
mjE

{

|vH

mkw
s
mj |2

}

=

Ks
∑

j=1

λs
mjβv

mk
.

(13)

By substituting (12) and (13) in (3), M(m) is given as (4).

APPENDIX B

DERIVATION OF P (z
n
)

To calculate P (z
k
) (7), for the kth PU, if 1 ≤ k ≤ Q

P (z
k
) =

Ks∑

j=1

j 6=k

Ms
0∑

m=1

λs
mjE

{∣
∣
∣v

H

mkw
s
mj

∣
∣
∣

2
}

+

Ms
0∑

m=1

λs
mkE

{∣
∣
∣v

H

mkw
s
mk

∣
∣
∣

2
}

+

Ms
0∑

m=1

Ms
0∑

m′=1

m′ 6=m

√
λs
mk

√

λs
m′k

E

{(

v
H

mkw
s
mk

)(

v
H

m′kw
s
m′k

)H
}

,

(14)



γs
k =

pst

∣

∣

∣

∣

∣

E

{

Ms
0
∑

m=1

√

λs
mkg

H

mkw
s
mk

}∣

∣

∣

∣

∣

2

pstVar

{

Ms
0
∑

m=1

√

λs
mkg

H

mkw
s
mk

}

+ pst
Ks
∑

j=1,j 6=k

E







∣

∣

∣

∣

∣

Ms
0
∑

m=1

√

λs
mjg

H

mkw
s
mj

∣

∣

∣

∣

∣

2






+ P p
t

Kp
∑

j=1

λp
jE

{

∣

∣uH

k w
p
j

∣

∣

2
}

+ 1

. (10)

γs
k =

Lsp
s
t

(

Ms
0
∑

m=1

√

λs
mkθĝmk

)2

pst
Ks
∑

j=1

Ms
0
∑

m=1

λs
mjβg

mk
+ IkP p

t

(

(Lp −Kp)λ
p
k

τpppβ2
u
k

ζp

k

+
Kp
∑

j=1

λp
j

(

βu
k
−

τpppβ2
u
k

ζp

k

)

)

+ (1− Ik)P p
t

Kp
∑

j=1

λp
jβu

k

. (11)

1 1.5 2 2.5 3

44

46

48

50

52

54

56

58

60

62

64

Fig. 2(a): The number of active secondary
APs Ms

0
versus δ. The curve is generated

analytically, not via simulations.
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Fig. 2(b): Transmit power constraint versus
Ip. The curves are generated using analysis
and simulation.
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Fig. 2(c): Achievable sum rate versus interference
temperature Ip. The curves are generated using
analysis and simulation.

where the first and the second terms are calculated in (12) and

E

{(

v
H

mkw
s
mk

)(

v
H

m′kw
s
m′k

)H
}

=
Lsτppp

√
ζsmkζ

s
m′k

βv
mk

βv
m′k

. (15)

Otherwise, i.e., k > Q, P (z
k
) =

Ks∑

j=1

Ms
0∑

m=1

λs
mjβv

mk
. (16)

Finally, substituting (14), (15) and (16) in (7), P (zn) is given as (8).

APPENDIX C

DERIVATION OF γs
k(10)

To find γs
nk, similar to Appendix A, the following terms can be

derived as:

E







Ms
0∑

m=1

√
λs
mkg

H

mkw
s
mk






=

Ms
0∑

m=1

√

λs
mkLsθĝ

mk
, (17)

Var







Ms
0∑

m=1

√
λs
mkg

H

mkw
s
mk






=

Ms
0∑

m=1

λs
mkβg

mk
, (18)

Ks∑

j=1

j 6=k

E







∣
∣
∣
∣
∣
∣

Ms
0∑

m=1

√

λs
mjg

H

mkw
s
mj

∣
∣
∣
∣
∣
∣

2





=

Ks∑

j=1

j′ 6=k

Ms
0∑

m=1

λs
mjβg

mk
. (19)

Moreover, to calculate
∑Kp

j=1
λp
jE{|u

H

k w
p
j |

2}, we first obtain the

normalization term in the primary beamforming vector w
p

k. Employ-

ing Lemma 2.10 of [15], we obtain E{‖ Ĥ(ĤHĤ)−1ek ‖2} =
[(Lp −Kp)θĥ

k
]−1. Then, for the kth SU, if 1 ≤ k ≤ Q

Kp∑

j=1

λp
jE

{∣
∣
∣u

H

k w
p
j

∣
∣
∣

2
}

= (Lp −Kp)λ
p

k

τpppβ
2

u
k

ζpk
+

Kp∑

j=1

λp
j

(

βu
k
−

τpppβ
2

u
k

ζpk

)

. (20)

Otherwise, i.e., k > Q,

Kp∑

j=1

λp
jE

{∣
∣
∣u

H

k w
p
j

∣
∣
∣

2
}

=

Kp∑

j=1

λp
jβu

k
. (21)

Finally, substituting (17)-(21) in (10), γs
nk is given as (11).
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