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Abstract— We investigate the achievable rate of a hybrid
cell-free (CF) massive multiple-input multiple-output (MIMO)
non-orthogonal multiple-access (NOMA) underlaid below a pri-
mary massive MIMO. We propose a low complexity sub-optimal
user-clustering method and derive the closed-form sum rate
expression for Rayleigh fading channels by considering the effects
of intra-cluster pilot contamination, inter-cluster interference,
imperfect successive interference cancellation (SIC) and statisti-
cal downlink channel state information (CSI) at secondary users
(SUs). Our results reveal that NOMA based underlay CF massive
MIMO-NOMA can exploit the scarce spectrum bands more effi-
ciently than its counterpart orthogonal multiple-access (OMA).

Index Terms— NOMA, cell-free massive MIMO, underlay
spectrum sharing.

I. INTRODUCTION

THE hybrid of cell-free (CF) massive multi-input multiple-
output (MIMO) and non-orthogonal multiple access

(NOMA) yields significant spectral efficiency (SE) gains. CF
massive MIMO uses a large number of spatially distributed
access points (APs) to serve many users without cell bound-
aries (cell-free) [1]. NOMA serves multiple users simulta-
neously by exploiting channel gain disparities and applying
successive interference cancellation (SIC) based detection
[2]–[4]. To further enhance SE, these two technologies can
be integrated with underlay spectrum sharing. In underlay
spectrum sharing, primary users (PUs) and secondary users
(SUs) access the same spectrum simultaneously. The transmit
power of SUs must be curtailed to ensure that any potential
harm to the primary network is minimized [5]–[7].

Motivation and Our Contributions: The hybrid of primary
massive MIMO and underlaid CF massive MIMO-NOMA has
not yet been investigated. That is the main problem addressed
in this letter. There are several reasons why this configu-
ration is of interest. First, since massive MIMO is widely
deployed for fifth generation (5G) cellular, it can be exploited
effectively as a primary BS in underlay cognitive settings.
Second, interference management is easier because distributed
secondary transmissions may reduce overall interference due
to shorter end-to-end secondary links. Moreover, APs could
be easily turned off/on adapting to the network condition;
which improves the performance of PU/SU links, an important
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Fig. 1. System model of a hybrid CF massive MIMO-NOMA underlaid
below a primary massive MIMO.

consideration in underlay cognitive settings. Third, distributed
APs can also provide better coverage and increase the macro
diversity gain for the secondary network. Finally, massive
MIMO-OMA (orthogonal multiple access) capacity faces two
fundamental roadblocks: (1) to achieve best SE, the number of
antennas (equivalently the number of radio frequency chains)
must exceed the number of users, which is not true for dense
networks [8], and (2) the channel coherence interval also
limits the capacity [3]. Therefore, rather than adding more
hardware to handle more users, NOMA offers a software
solution to these two physical challenges.

Due to the aforementioned reasons, this system model
in Fig. 1 is of practical importance. However, in order to
take advantage of power domain multiplexing for the best
performance of NOMA, the users should have maximum
channel gain differences. This necessitates that the users
should be clustered so that the users in each cluster have
the channel gain difference as large as possible. Several user
clustering algorithms have been investigated in the context of
cell-centric (non-CF) NOMA systems [9]. However, none of
these algorithms can be applied directly to CF-NOMA. In this
letter, we thus propose a low complexity sub-optimal user-
clustering method that significantly improves the achievable
sum rate of the CF massive MIMO-NOMA network.

The main contributions of this work can be summarized as
follows: (1) We investigate the performance of a secondary
(cognitive) CF massive MIMO-NOMA system underlaid a
primary massive MIMO system. The primary macro BS and
the secondary multi-antenna APs employ maximum ratio
transmission (MRT) beamforming. We derive the closed-
form secondary downlink sum rate by considering the effects
of intra-cluster pilot contamination, inter-cluster interference,
imperfect SIC and statistical downlink channel state infor-
mation (CSI) at SUs. (2) We propose a sub-optimal user-
clustering method which uses Jaccard distance coefficient
(a.k.a. Tanimoto) [10] to find the most dissimilar SUs in the
secondary network.

II. SYSTEM MODEL AND PRELIMINARIES

A. System and Channel Models

In our system, CF massive MIMO-NOMA is the secondary
network and massive MIMO is the primary network (Fig. 1).
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Both the networks utilize time-division duplexing (TDD) and
are synchronized perfectly to prevent the PU-SU interference
[5]. The primary macro BS equipped with Mp antennas serve
N single-antenna PUs, simultaneously. In the secondary net-
work, M s APs, each equipped with L antennas, jointly serve
KN single-antenna SUs. The SUs are grouped into N clusters
with K (K ≥ 2) users per cluster and NOMA is applied
among the SUs in the same cluster. All the secondary APs
are connected to a CPU via an error-free fronthaul network
to achieve coherent processing. Secondary APs and the CPU
exchange only payload data and power control coefficients that
change slowly [5].

In the primary network, the channel between the nth PU
and the macro BS is hn ∈ CMp×1. For the secondary network,
gmnk ∈ CL×1 represents the channel between the kth SU in
the nth cluster and the mth secondary AP. Besides, the chan-
nel between the kth SU in the nth cluster and the macro BS
is unk ∈ CMp×1. Moreover, vmn ∈ CL×1 is the channel
between the mth secondary AP and the nth PU. A unified
representation of all four channels is a = βa

1/2ā, where
a ∈ {hn,gmnk,unk,vmn} and βa accounts for the large-
scale pathloss and shadowing. Whereas ā ∼ CN (

0, IMP |L
)

captures Rayleigh fading.

B. Uplink Pilot Transmission

In TDD, by exploiting channel reciprocity, the primary
macro BS and the secondary APs locally estimate the channels
via the uplink pilot sequences transmitted by the PUs and SUs.
The N PUs are assigned with orthogonal pilot sequences of
length τ ≥ N samples [1]. To minimize channel estimation
overhead, the same pilots are reused by the secondary network
and one pilot sequence is assigned per cluster. The pilot
sequence for the kth SU in the nth cluster and the nth PU
is

√
τϕn ∈ Cτ×1 satisfying ‖ϕn‖2 = 1.

As the primary and secondary users transmit the pilot
sequences in the uplink, the mth secondary AP estimates
gmnk using minimum mean square error (MMSE) estimation
[11]. The MMSE estimate of gmnk can be expressed as
ĝmnk = cmnkỹs

mn, where cmnk is given by [11]

cmnk =
√

τppβg
mnk

(
1+τpp

(
K∑

i=1

βg
mni

+βvmn

))−1

, (1)

and ỹs
mn, the projected received pilot signal at the mth

secondary AP onto ϕn, is given as

ỹs
mn =

√
τpp

K∑
k=1

gmnk +
√

τppvmn + ñs
mn, (2)

where pp is the pilot transmit power and ñs
mn ∼ CN (0, IL).

Since ỹs
mn is Gaussian distributed, ĝmnk can be written as,

ĝmnk =
√

θĝ
mnk

νs
mn, where νmn ∼ CN (0, IL) and θĝ

mnk
=

1
LE

{
‖ĝmnk‖2

}
is equal to

θĝ
mnk

=τppβ
2
g

mnk

(
1+τpp

(
K∑

i=1

βg
mni

+βvmn

))−1

. (3)

The channel estimation error can then be defined as εg
mnk

=
gmnk − ĝmnk where εg

mnk
∼ CN (0, (βg

mnk
− θĝ

mnk
)IL).

Moreover, since the SUs in the same cluster use the same pilot

sequence, their channels are parallel; i.e., we have ĝmnk =(
βg

mnk
/βg

mni

)
ĝmni. Similarly, for the primary network,

the estimated channel is ĥn ∼ CN (0, θĥn
IMp) [11], where

θĥn
= τppβ

2
hn

(
1 + τpp

(
K∑

i=1

βu
ni

+ βhn

))−1

. (4)

C. Downlink Data Transmission Model

For the secondary network, the superposition coded data
signal for the K SUs in the nth cluster is expressed as [4]

ss
n =

√
ps

t

K∑
k=1

√
λs

nkss
nk, n = 1, . . . , N, (5)

where ss
nk, λs

nk and ps
t denote the data signal, power

allocation coefficient for the kth SU in the nth cluster
and the total transmitted power by each secondary AP.
The set of power coefficients satisfies

∑N
n=1

∑K
k=1 λs

nk =
1. Furthermore, the different data signals are mutually
uncorrelated; E{ss

nk(ss
mi)

∗} = δ(m − n)δ(k − i), where
m, n ∈ {1, 2, . . . , N} and k, i ∈ {1, 2, . . . , K}. Therefore,
E{|ss

n|2} = ps
t

∑K
k=1 λs

nk = ps
tλn, where λs

n =
∑K

k=1 λs
nk

accounts for the power allocation coefficient for the nth cluster.
The mth secondary AP (∀m) transmits the signal xs

m =
N∑

n=1
ws

mnss
n, where ws

mn is the spatial directivity of the signals

sent to the SUs in the nth cluster by the mth secondary AP.
Note that each secondary AP precodes the transmitted signals
for all the SUs in the same cluster with the same beamforming
vector ws

mn, i.e., each secondary AP has N precoding vectors.
Similarly, the primary macro BS transmits the signal xp

m =√
pp

t

∑N
n=1 wp

n

√
λp

nsp
n, where pp

t , λp
n and wp

n are the total

transmit power, the power coefficients for the PUs (
N∑

n=1
λp

n =

1), and the precoding vector for the nth PU [4].
We employ MRT beamforming to precode data signals at the

primary macro BS and the secondary APs. Therefore, the pre-
coding vectors are given as [1] ws

mn = ĝmnk/
√

E{‖ĝmnk‖2}
and wp

n = ĥn/

√
E{‖ĥn‖2}. In underlay spectrum sharing,

the transmit power of the secondary APs are constrained to
manage the interference inflicted at the PUs [7]

ps
t = min

(
ps

t,max, Ip1
/P (z1), . . . , Ip

N
/P (zN )

)
, (6)

where ps
t,max is the maximum transmit power by each sec-

ondary AP and Ipn
is the interference temperature (maximum

tolerable interference level) for the nth PU [7]. The interfer-
ence power inflicted at the nth PU by the secondary network
is scaled by P (z

n
) in which zn is

z
n

=
Ms∑

m=1

N∑
n′=1

λs
n′vH

mnwmn′ . (7)

Regarding (7), P (zn) can be derived as follows (Appendix A)

P (zn)=
N∑

n′=1

λs
n′

Ms∑
m=1

βvmn
+λs

n

(
Ms∑

m=1

√
Lτpp√
ζs
mn

βvmn

)2

, (8)

where ζs
mn � 1 + τpp(

∑K
i=1 βg

mni
+ βvmn

).
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To apply power domain NOMA, we assume that the SUs
in the nth cluster are ordered based on their effective channel
strength as Γn1 ≥ Γn2 ≥ · · · ≥ ΓnK , where Γnk =
E{|∑Ms

m=1 ĝH
mnkw

s
mn|2}.

Higher powers are allocated to the SUs with lower channel
strength; i.e., λs

n1 ≤ λs
n2 ≤ . . . ≤ λs

nK . Hence, the kth
SU applies SIC to decode its own signal. More precisely,
it decodes the signals of the SUs with higher powers and treats
the others as interference. In particular, the kth SU decodes
the signal intended for the ith SU (∀i ≥ k) and treats the
signals of the other SUs (∀i < k) as interference.

Since the KN SUs are served simultaneously by M s

secondary APs in the presence of the primary network, using
the statistical CSI knowledge of the effective channels at SUs
i.e., E

{
gH

mnkw
s
mn

}
(∀m, n, k), the received signal at the kth

SU in the nth cluster can be expressed as

ys
nk =

√
ps

t

Ms∑
m=1

√
λs

nkE
{
gH

mnkw
s
mn

}
ss

nk︸ ︷︷ ︸
desired signal

+
√

ps
t

Ms∑
m=1

√
λs

nk

(
gH

mnkw
s
mn − E

{
gH

mnkw
s
mn

})
ss

nk︸ ︷︷ ︸
beamforming gain uncertainty

+
√

ps
t

Ms∑
m=1

k−1∑
i=1

√
λs

nig
H
mnkw

s
mnss

ni︸ ︷︷ ︸
intra-cluster interference after SIC

+
√

ps
t

Ms∑
m=1

K∑
i=k+1

√
λs

ni

(
gH

mnkw
s
mnss

ni−E
{
gH

mnkw
s
mn

}
ŝs

ni

)
︸ ︷︷ ︸

residual interference due to imperfect SIC

+
Ms∑

m=1

gH
mnk

N∑
n′=1,n′�=n

ws
mn′ss

n′

︸ ︷︷ ︸
inter-cluster interference

+
√

pp
t u

H
nk

N∑
j=1

wp
j

√
λp

js
p
j︸ ︷︷ ︸

interference from the primary network

+ns
nk, (9)

where ns
nk ∼ CN (0, 1) and ŝs

ni is the estimate of ss
ni. Here,

ŝs
ni and ss

ni are jointly Gaussian distributed with a normalized
correlation coefficient ρni given by ss

ni = ρniŝ
s
ni + eni,

where ss
ni, ŝs

ni ∼ CN (0, 1), eni ∼ CN (0,
σ2

eni

1+σ2
eni

)
and

ρni = 1√
1+σ2

eni

. And ŝs
ni and eni are independent [11].

III. DOWNLINK RATE AND USER CLUSTERING

We next derive the secondary achievable rate by using the
worst-case Gaussian technique [1]. From (9), the achievable

rate for the kth SU in the nth cluster can be written as

Rs
nk = φlog2(1 + γs

nk), (10)

where φ = (τc − τ)/τc is the pre-log factor and τc is
the coherence interval. Let γs

nk be the effective signal-to-
interference-plus-noise ratio (SINR) at the kth SU in the nth
cluster. To determine it, we consider the first term in (9) to
be the desired signal and the remaining terms be an effective
noise. Thus, γs

nk can be derived as

γs
nk = pd/(ps

t

4∑
i=1

PIi
+ pp

t PI5
+ 1), (11)

in which

pd = ps
tλ

s
nk |E {ηs

nk}|2 ,

P
I1

= λs
nkE

{
|(ηs

nk − E {ηs
nk})|2

}
,

P
I2

=
k−1∑
i=1

λs
niE

{|ηs
nk|2

}
,

P
I3

=
K∑

i=k+1

λs
niE

{
|ηs

nkss
ni − E {ηs

nk} ŝs
ni|2
}
,

P
I4

=
N∑

n′=1,n′ �=n

λs
n′E

{
|ηs

n′k|2
}
,

P
I5

=
N∑

j=1

λp
jE

{∣∣uH
nkw

p
j

∣∣2}, (12)

where ηs
nk �

∑Ms

m=1 gH
mnkw

s
mn.

By evaluating the expectation terms in (12), the effective
SINR ηs

nk can be derived (Appendix B) as (13), shown at
the bottom of this page, where ζp

n � 1 + τpp(
∑K

i=1 βu
ni

+
βhn

). Then, the achievable sum rate of our system can be
expressed as

Rs =
N∑

n=1

K∑
k=1

Rs
nk, (14)

where Rs
nk is defined in (10) and is calculated to satisfy the

NOMA condition [12, eq. (9)].

A. User Clustering

We now propose the user-clustering scheme based upon the
Jaccard distance coefficient [10] to find the most dissimilar
SUs in the secondary network. We define the centroid point
of all the large-scale channel coefficients between the SUs
and the secondary APs. The centroid enables us to define
the Jaccard coefficients. By using them, we quantify the
dissimilarity/similarity of SUs with respect to the centroid.

Let βk = [βk1, . . . , βkMs ] contains the large-scale gains of
the channels between the kth SU and all the secondary APs,

γs
nk =

Lps
tλ

s
nk

(
Ms∑

m=1

√
θĝ

mnk

)2

Lps
t

(
Ms∑

m=1

√
θĝ

mnk

)2
(

k−1∑
i=1

λs
ni+

K∑
i=k+1

λs
ni(2−2ρni)

)
+ps

t

(
N∑

n′=1

λs
n′

)
Ms∑

m=1
βg

mnk
+pp

t

((
N∑

n′=1

λp
n′

)
βu

nk
+λp

n
Mpτpp

ζp
n

β2
u

nk

)
+1

(13)
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Algorithm 1 User-Clustering for CF MIMO-NOMA
1. Compute κk ∀k ∈ {1, . . . , KN} using (15).
2. Sort SUs in descending order of similarity:
κ1 ≥ κ2 ≥ · · · ≥ κKN .
3. Group SUs into N clusters with K (K ≥ 2) users per cluster:
1st cluster = {κ1, κN+1, κ2N+1, . . . , κKN},
2nd cluster = {κ2, κN+2, κ2N+2, . . . , κKN−1},. . .
N th cluster = {κN , κ2N , κ3N , . . . , κKN−(N−1)}.

which specifies the location of the kth SU. Considering the
centroid point as βc = 1/(NK)

∑NK
k=1 βk, the dissimilarity

metric based on Jaccard coefficient (a.k.a. Tanimoto) can be
written as [10]

κk =
βcβ

T
k

‖βc‖2 + ‖βk‖2 − βcβ
T
k

, ∀k (15)

where κk ranges from 0 (perfect dissimilarity) to 1 (perfect
similarity). We note that Jaccard coefficient captures both the
angle difference between vectors (cosine similarity) and the
difference in their lengths (Euclidean distance).

Then, the SUs are sorted in a descending order of similarity
with the centroid βc i.e., κ1 ≥ κ2 ≥ · · · ≥ κKN and the SUs
which are located far from each other are put in a cluster.
Algorithm 1 summarizes the proposed user-clustering.

IV. SIMULATION RESULTS

Herein, we provide simulation results to evaluate the per-
formance of our secondary system. For comparisons, we also
consider an OMA. The minimum pilot sequence lengths for
NOMA and OMA are τNOMA = N and τOMA = KN ,
respectively. The pre-log factors are φNOMA = (τc − N)/τc

and φOMA = (τc − KN)/τc, respectively.
We consider an area of size 2×2 km2, and the primary BS

is located at the center and the PUs are distributed uniformly at
random around it with the minimum and maximum distances
of 30 m and 300 m, respectively.1 The secondary APs and
SUs are uniformly distributed in the given area. However,
to satisfy the interference constraints, a protected zone is
implemented around the BS. This is done as follows. The APs
(SUs) closer than 400 m to the BS are turned off by the CPU
(not served by the active secondary APs). The served SUs are
clustered as per Algorithm 1 (clustering I), and we assume
two SUs per cluster (K = 2). Uniform power allocation for
the primary network (λp

n = 1/N ) and secondary APs to each
cluster ( λs

n = 1/N ) is considered. The large-scale coefficients
{βa} are an uncorrelated shadow fading process with standard
deviation σsh = 8 dB [1]. In all simulations, we assume
that Mp = M s = 100, pp

t = ps
t,max = 200 mW, pp =

100 mW, λs
n1 = 0.3λs

n, λs
n2 = 0.7λs

n ∀n (5). P-SIC and
I-SIC stand for perfect SIC (ρnk = 1) and imperfect SIC
(ρnk = 0.1).

Fig. 2 depicts the achievable sum rate (14) of the secondary
network with NOMA or OMA as a function of the number
of SUs where τc = 196. As a benchmark, we also plot
the achievable rate of the secondary network when a set
of proximate users are grouped as a cluster [4] (legend:
clustering II). We see that our proposal effectively exploits

1The maximum distance is specified in order to guarantee the quality of
service of the PUs given the BS peak power constraint and the pathloss.

Fig. 2. The achievable sum rate versus the number of users (L = 5).

Fig. 3. The achievable sum rate versus Ip.

the channel gain differences and significantly improves the
sum rate. We also observe that, OMA can serve KOMA

max = 196
SUs simultaneously; but NOMA doubles this number of SUs.
The reason is that OMA requires different mutually orthogonal
pilots while NOMA uses just one per cluster. For a large
number of SUs, NOMA outperforms OMA; however, for a
small number of SUs, OMA outperforms NOMA due to the
effects of intra-cluster pilot contamination and imperfect SIC.
We also observe that, imperfect SIC degrades NOMA; for
instance, for clustering I, a 1.78 bps/Hz hit occurs for 140
simultaneous SUs when Ip = 1.5. Here, we consider two
different values Ip = 1.5, 0.5 mW (equal Ip for all the PUs).
As expected, low values of Ip offer better protection against
secondary interference at the PUs, albeit at the expense of the
secondary sum rate.

Fig. 3 shows the achievable sum rate of NOMA and OMA
for the secondary network for different values of Ip when
N = 25. With low Ip, the achieved sum rate increases, while it
saturates to a constant in the regime of high values of Ip. This
is because strict protection against the secondary interference
is maintained and the secondary APs are allowed to transmit
with low powers (6), which reduce the sum rates. However,
as Ip grows, the secondary APs are allowed to transmit with
higher powers and the SUs could achieve higher rates. Once
the constraint in (12) are met, secondary APs can transmit
with the maximum available power and the sum rate saturates
and becomes independent of Ip. The impact of more AP
antennas is also investigated in Fig. 3. We observe that the
use of more antennas increases the sum rate, thanks to the
array gain. However, this also increases the interference due
to pilot contamination and imperfect SIC in NOMA (see the
denominator of (13)).

V. CONCLUSION

In this letter, we analyzed the achievable rate of a CF
massive MIMO-NOMA (secondary) and massive MIMO (pri-
mary) system. We suggested SU clustering based on Jaccord
coefficients and derived the closed-form sum rate expression of
the secondary network considering joint effects of intra-cluster
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pilot contamination, inter-cluster interference, imperfect SIC
and statistical downlink CSI at SUs. We found that NOMA
based cognitive CF massive MIMO can support significantly
more SUs compared to the OMA-hybrid.

Finally, we would like to note that, compared to
OMA-hybrid, NOMA-hybrid introduces additional hardware
complexity due to the SIC processing and error propagation.
Essentially, NOMA introduces a tradeoff between performance
(sum rate) and complexity. Analyzing this tradeoff is a worth-
while future research direction.

APPENDIX A: DERIVATION OF P (z
n
)

Regarding (7), we have

P (zn)

=
N∑

n′=1
n′ �=n

λs
n′

Ms∑
m=1

E

{∣∣vH
mnws

mn′
∣∣2}

+ λs
n

Ms∑
m=1

E

{∣∣vH
mnws

mn

∣∣2}

+ λs
n

Ms∑
m=1

Ms∑
m′=1
m′ �=m

E

{(
vH

mnws
mn

) (
vH

m′nws
m′n
)H}

, where

(16)

E

{∣∣vH
mnws

mn′
∣∣2}

=
1

Lζs
mn′

(
Lβvmn

(
1+τpp

K∑
k=1

βg
mn′k

)
+τppLβvmn

βv
mn′

)

=
1

ζmn′

(
βvmn

ζs
mn′
)

= βvmn
. (17)

We also find

E

{∣∣vH
mnws

mn

∣∣2}
=

1
Lζs

mn

(
L(L+1)τppβ

2
vmn

+Lβvmn

(
1+τpp

K∑
k=1

βg
mnk

))

=
(

βvmn
+

L

ζs
mn

τppβ
2
vmn

)
. (18)

Moreover

E

{(
vH

mnws
mn

) (
vH

m′nws
m′n
)H}

=
Lτpp√
ζs
mnζs

m′n
βvmn

βv
m′n

,

(19)

in which E
{(

vH
mnws

mn

)}
= 1√

ζs
mn

√
Lτppβvmn

. Finally,

by substituting (17), (18) and (19) in (16), P (z
n
) is given

as (8).

APPENDIX B: DERIVATION OF γs
nk (11)

To find γs
nk, the following terms need to be derived:

E {ηs
nk}=

Ms∑
m=1

√
Lθĝ

mnk
, E

{
|ηs

n′k|2
}

=
Ms∑

m=1

βg
mnk

, (20)

E

{
|(ηs

nk − E {ηs
nk})|2

}
=

Ms∑
m=1

βg
mnk

, (21)

E
{|ηnk|2

}
=

Ms∑
m=1

βg
mnk

+

(
Ms∑

m=1

√
Lθĝ

mnk

)2

, (22)

E

{
|ηnkss

ni − E {ηnk} ŝs
ni|2
}

= E
{|ηnk|2

}
+ (1 − 2ρni)E2{ηnk}. (23)

The proofs of (20) - (23) are omitted due to space limitations,
but follows the same principles as [4]. Besides

N∑
j=1

λp
j E

{∣∣uH
nkw

p
j

∣∣2}

= λp
nE

{∣∣uH
nkw

p
n

∣∣2}+
N∑

j=1,j �=n

λp
jE

{∣∣unkw
p
j

∣∣2}. (24)

where, E

{∣∣uH
nkw

p
j

∣∣2} = βu
nk

and

E

{∣∣uH
nkw

p
n

∣∣2}
=

1
Mpζp

n

(
Mp(Mp + 1)τppβ

2
u

nk

)

+
1

Mpζp
n

⎛
⎝Mpβu

nk

⎛
⎝1+τpp

⎛
⎝βhn

+
K∑

j=1,j �=k

βu
nj

⎞
⎠
⎞
⎠
⎞
⎠

= βu
nk

+
Mp

ζp
n

τppβ
2
u

nk
. (25)
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