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Abstract— Ambient backscatter technology utilizes ambient
radio frequency (RF) signals to enable battery-free devices (tags
and readers) to communicate. Most existing studies assume
single-antenna tags. However, in this paper, we consider tags
with multiple antennas, which are exploited to provide transmit
diversity. Channel state information (CSI) estimation is then a
fundamental challenge because the tags can transmit few or
no training symbols. To overcome it, we require detectors that
operate without CSI. Thus, we propose and design three detectors
based on the chi-squared test, F-test and Bartlett’s test. The latter
two are blind detectors because they require neither CSI nor the
knowledge of RF source power and noise variance. We derive the
detection probability bounds for the first two detectors. We also
propose optimal tag antenna selection schemes to maximize the
detection probabilities. Finally, simulation results are provided
to corroborate our theoretical studies.

Index Terms— Ambient backscatter, Bartlett’s test, chi-squared
test, F-test, multiple antennas, probability of detection, signal
detection.

I. INTRODUCTION

THE Internet of Things (IoT) [1] has been attracting signif-
icant interest in recent years. The basic idea is ubiquitous

connectivity among a variety of things in both domestic and
work fields. These objects are embedded with small computing
devices such as radio frequency identification (RFID) tags,
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sensors and actuators to perform different functions. The IoT
enables these devices to interact and cooperate.

However, the widespread development and deployment of
IoT face a key energy challenge: these device batteries, espe-
cially of sensors and tags, have limited lifetime and incur
maintenance costs. These sensors may also be limited by
severe external conditions. For example, it is almost impossible
to replace batteries of sensors embedded in walls. Moreover,
sensors and their batteries in beach areas suffer from sea water
corrosion [2].

An efficient strategy to address this problem is to harvest
energy from the ambient environment, instead of utilizing
batteries. Ambient sources typically include solar, wind, vibra-
tional and electromagnetic (EM) signals. Solar, wind and
vibrational sources are often unstable and subject to the
vagaries of the environment; in contrast, ambient EM is a good
stable energy source for sensors in IoT [2], [3].

One well-known application of EM energy harvesting is
RFID. A typical RFID system contains a reader and a tag. The
reader generates a continuous EM wave, and the tag receives
and re-modulates it. This process is often referred to as radio
backscatter [4], [5], a type of wireless communication exploit-
ing the reflection of EM waves. The basic principle is that the
tag responds to the reader by changing its antenna impedance
and modulating its own information onto the backscattered
wave [6]. Since tags utilize EM energy from the reader and
thus do not need to generate radio waves themselves, radio
backscatter does away with the tag battery and hence lowers
the cost of the tag.

However, a drawback of conventional radio backscatter is
that one dedicated power source (a RFID reader) is required
to drive the battery-free tag. To overcome this disadvantage,
ambient backscatter is proposed in [3], [7], which enables
battery-free tags to communicate with other devices through
remodulating and backscattering ambient radio frequency (RF)
signals, such as existing television (TV) and cellular sig-
nals. The fundamental idea of ambient backscatter is that
the tag transmits a ‘1’ or ‘0’ bit through switching the
antenna impedance which results in reflecting or absorbing
states. Clearly, ambient backscatter exploits wireless signals
for both energy harvesting and communication and therefore
can free tags or sensors from dedicated power sources and
batteries.
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Several ambient backscatter hardware prototypes have been
realized. Reference [3] demonstrates the feasibility of ambi-
ent backscatter communication by using TV signals for the
first time. RF-powered devices [8] connect with the Internet
through reflecting existing Wireless Fidelity (Wi-Fi) signals.
In [9], multiple-antenna cancelation and coding mechanism
are developed to significantly expand the communication range
of ambient backscatter systems. Passive Wi-Fi is introduced
in [10] to directly generate Wi-Fi transmissions through
backscatter and achieves higher data rates than [9].

Theoretical studies of ambient backscatter include chan-
nel estimation [11]–[13], signal detection [14]–[20], coding
schemes [21], [22], tag selection schemes [23]–[25], and per-
formance analysis such as bit error rate (BER), achievable data
rates, and ergodic and outage capacities [26]–[28]. The authors
in [14] and [15] design a differential encoding scheme that
eliminates the necessity of channel estimation and decodes the
tag information via signal power difference. A semi-coherent
detector is proposed in [16], where channel-related parameters
are estimated from unknown data symbols and a few pilot
symbols. Reference [19] converts the signal detection prob-
lem to a clustering problem by using the the constellation
information of the RF source. Furthermore, [20] proposes
a cooperative ambient backscatter communication system to
recover the information both from the tag and from the
RF source. To overcome channel fading and enlarge the
communication range, [17] and [18] exploit multiple-antenna
readers, investigate the signal detection problem and analyze
the BER performance. Ambient backscatter systems with mul-
tiple single-antenna tags are also investigated, including tag
selection scheme and the corresponding detector design [23],
capacity performance analysis [24], and collision avoidance
strategy design [25].

Almost all current ambient backscatter research assumes a
single-antenna tag [14]–[28]. In practice, a multiple-antenna
tag offers the following benefits:

1) Unlike a single-antenna tag [3], it can enable the simul-
taneous energy harvesting and backscattering [41], [42].

2) It may enlarge the communication range between the tag
and the reader [29].

3) It can yield larger diversity gains compared to
signal-antenna tags, which will enhance communication
reliability and lower the system BER [30], [31].

4) It can enable the reader to perform signal detection with-
out the knowledge of RF signal power, noise variance
and channel state information (CSI).

In this paper, we therefore introduce the use of
multiple-antenna tags. Clearly, they open a myriad of research
opportunities such as energy harvesting and utilization, encod-
ing and decoding methods, antenna selection at the tag and
signal detection at the reader. These opportunities are left as
future research topics.

Herein, we focus on detection of the signals from multiple-
antenna tags. Existing detectors for single-antenna tag based
systems [14]–[18] cannot be extended straightforwardly for
multiple-antenna tags for the following reasons:

1) Multiple antennas result in multiple, coexisting wireless
channels. Previous works usually assume the availability

of perfect knowledge of the RF signal power, noise
variance and CSI at the reader. In practice, these
parameters may be unknown, especially when using
multiple-antenna tags, because few or no training sym-
bols can be transmitted by the tag due to limited power
availability with wireless energy harvesting.

2) Due to the inaccessible multiple channel parameters
between the tag and the reader, traditional detectors like
the Neyman-Pearson (NP) test [32], which is equiv-
alent to energy detection, cannot recover the signals
from multiple-antenna tags. The reason is that these
detectors fail to find sufficient statistics (see [33] and
references therein). Moreover, as proved in our pre-
vious work [34], the generalized likelihood ratio test
(GLRT) [35], a traditional approach for the signal
detection with unknown parameters, requires specially
designed backscatter schemes with a quantized number
of RF signals per antenna, which may limit its extensive
applications in various scenarios.

3) Antenna selection at the tag facilitates energy harvesting
and backscattering simultaneously. This option does not
exist for the case of single-antenna tags.

A Wi-Fi backscatter communications system with multiple-
antenna tags has been proposed in [36]. Each tag is equipped
with only two antennas, and each antenna reflects the sig-
nals from the Wi-Fi AP using different powers. However,
an 8-bit preamble is required to perform tag signal detec-
tion, which consumes more energy. Thus, in this paper,
we equip the tag with an arbitrary number of antennas and
design three ambient-scatter detectors based on the vari-
ance test [38]. This allows a much more flexible backscat-
ter scheme. The contributions of this paper are listed as
follows:

• We utilize multiple-antenna tags and design the corre-
sponding backscatter schemes to perform energy harvest-
ing and backscatter modulation simultaneously.

• Three ambient-scatter detectors with multiple-antenna
tags are proposed based on the chi-squared test, F-test and
Bartlett’s test, respectively. These require neither CSI nor
the RF signal power and the noise variance at the reader.

• The upper and lower bounds on the detection probabilities
for the chi-squared based detector and the F-test detector
are derived, respectively. We also obtain detection prob-
abilities for several special cases.

• The optimal backscatter antenna selection schemes are
proposed to provide the transmit diversity and further
maximize the detection performance.

This paper is organized as follows. Section II proposes
the theoretical model for ambient backscatter systems with
multiple-antenna tags. Section III presents a chi-squared
based detector, obtains the upper and lower bounds on its
detection probability, and investigates optimal antenna selec-
tion. Section IV develops an F-test detector and derives
the lower and upper bounds on the detection probability.
An optimal antenna selection algorithm is also suggested.
Section V designs the Bartlett detector and investigates the
tag antenna selection scheme. Simulation results are provided
in Section VI and conclusions are drawn in Section VII.
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Fig. 1. An ambient backscatter system with a multiple-antenna tag.

Notation: Throughout the paper, scalars, vectors and matri-
ces are denoted by lowercase, boldface lowercase, and bold-
face uppercase letters, respectively. The absolute value of a
scalar y is indicated by |y|. For vector y, the Euclidean norm,
the transpose, and the Hermitian transpose are denoted by
�y�2, yT and yH , respectively. For matrix Y, the Hermitian
transpose is given by YH . The matrix IN represents the N×N
identity matrix. The cardinality of the set A is |A| and the ith
element of the set is A(i). We use CN (μ, σ2), χ2

d, and Fd1,d2

to indicate the complex Gaussian distribution with mean μ
and variance σ2, the chi-squared distribution with d degrees
of freedom, and the F distribution with d1 and d2 degrees of
freedom, respectively.

II. SYSTEM MODEL

A. System Description

The ambient backscatter communication system (Fig. 1) is
composed of an RF source, a single-antenna reader and a tag
with K antennas, which are divided into two sets: backscatter
antenna set B with M (1 ≤ M ≤ K) antennas and energy
harvesting antenna set E with K − M antennas.

When the RF source broadcasts its signals, both the tag
and the reader receive them. To transmit the tag information,
the tag selects only one active backscatter antenna from B each
time and adjusts the corresponding load impedance between
reflecting and non-reflecting states. The K−M antennas from
E remain the energy harvesting state and collect energy from
the RF signals and the signals backscattered by the active
backscatter antenna. Besides, the rest M − 1 silent backscat-
ter antennas from B can also help with energy harvesting.
Therefore, the energy captured by both the K − 1 antennas
provides the power required by the micro-controller and by
the active backscatter antenna. Finally, the reader receives the
superposition of the RF signals and the backscattered signals.

For simplicity, we indicate the candidate antenna set
A as {1, 2, . . . , K} and the backscatter antenna set B as
{κ1, κ2, . . . , κM}. The multiple-antenna tag channels for typ-
ical backscatter communication systems have been studied in
detail by [29], [30], where each tag antenna is regarded as
a pinhole. A pinhole enable the signals from the multiple

paths to be superimposed at a single point and the channels
corresponding to the multiple antennas are independent [39].

In our system with the multiple-antenna tags, there exist
M pinholes, which lead to M independent channels. Denote
the channels between the RF source and the reader, between
the RF source and the mth backscatter antenna of the tag,
and between this antenna and the reader as h, fκm , and gκm ,
respectively, where 1 ≤ m ≤ M . Since the ambient source
locates far away from both the tag and the reader, compare
with the distance between the reader and the tag, we assume
that h and fκm suffer from the Rayleigh fading, while gκm

obeys Rician fading. Further, a frequency-flat and block-fading
channel model is assumed.

B. The Tag Operation

Similar to the previous works [3], [14]–[16], [20], the key
insight of our proposed backscatter scheme is that the tag will
transmit at a much lower rate than the rate of the RF source
due to the strict power constraint. Assume that the RF source
transmits N complex Gaussian random signals {x(n), n =
1, . . . , N} with transmitted power Ps in one time slot, i.e., x =
[x(1), x(2), . . . , x(N)]T . Moreover, x(n) for n = 1, . . . , N
are independent and identically distributed.

As Fig. 3 shows, the tag signal B remains unchanged during
N consecutive x(n), where B = 0 indicates that the RF
signals are absorbed and B = 1 means that the RF signals
are reflected. Then, we divide the N RF signals in one time
slot into M sets, and each set contains Nm consecutive RF
signals, i.e.,

�M
m=1 Nm = N . The mth RF signal set xm is

given by

xm

= [xm(1), xm(2), . . . , xm(Nm)]T

=

�
x

�
m−1�
i=1

Ni + 1

�
, x

�
m−1�
i=1

Ni + 2

�
, . . . , x

�
m�

i=1

Ni

��T

(1)

where 1 ≤ m ≤ M and N0 = 0.
When the RF source transmits the mth RF signal set,

the mth backscatter antenna κm is active and reflects the RF
signals in the mth set; that is, only one backscatter antenna
is selected at one time for backscattering. Mathematically,
the signal received at the mth backscatter antenna of the tag
rm(n) can be expressed as fκmxm.

After this reception, the backscattered signal by the mth
backscatter antenna is

rm
b (n) = αBrm(n), (2)

where α represents the attenuation inside the tag.
The other K − 1 antennas are all connected to the energy

harvester, and collect energy from both the RF signals and
the backscattered signals of the mth backscatter antenna.1

A schematic of energy harvesting is given to clearly show

1The amount of harvested energy is typically on the order of
micro-watts [41], which is sufficient for powering the analog components of
the ambient backscatter devices, which consume a minimum of 0.79 µW [3].
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Fig. 2. A schematic of energy harvesting.

Fig. 3. Backscatter scheme of the tag in one slot: (a) N RF signals
received by the tag, (b) backscattered signals by M backscatter antennas,
(c) N received signals at the reader.

how to obtain wireless energy from two antennas simulta-
neously [40]–[42] As Fig. 2 shows, the matching networks
provide maximum power transfer from the energy harvesting
antennas to the rectifier. Then a 4 stage charge pump converts
the incoming power of the multiple energy harvesting antennas
to voltage. Finally, the direct current (DC) voltage is stored
in a large capacitor and supplied to a regulator to power the
micro-controller of the battery-less tag. Due to the nonlinear
RF-DC conversion through an rectifier and diode circuit, and
the load-independent energy harvesting efficiency, the energy
harvester is a non-linear device.2

Note that single-antenna tags must perform the transmit and
energy harvesting operations one after other [3]. Specifically,
when the tag is transmitting information, energy harvesting
is not possible, and vice versa. In contrast, our proposed
multi-antenna tag scheme avoids this bottleneck. The tag
could reflect the RF signals with the selected backscatter
antennas and capture energy with the residual K −1 antennas
simultaneously.

C. The Reader Operation

As Fig. 3 shows, corresponding to the M RF signal sets,
the received signals at the tag can be also divided into
M sets. Under the assumption of perfect synchronization
among the battery-less tag, the RF source, and the reader [3],
[27], the received signal at the reader in the mth set is the

2Since the energy harvesting antennas and the backscatter antennas operate
independently and simultaneously, the energy harvesting model has no effect
on the detector design in our work.

superposition of the signal from the RF source and the mod-
ulated signal backscattered from the mth backscatter antenna
of the tag, which is given by

ym = hxm + gκmrm
b (n) + ωm

=

�
hxm + ωm, B = 0,
hxm + αfκmgκmxm + ωm, B = 1,

(3)

where

ym = [ym(1), ym(2), . . . , ym(Nm)]T , (4)

and ωm = [ωm(1), ωm(2), . . . , ωm(Nm)]T ∼ CN (0, σ2
0INm)

is the additive white Gaussian noise (AWGN) at the
reader. Define the combined channel that corresponds to the
mth backscatter antenna as

μκm = h + αfκmgκm . (5)

In one time slot, the received signals at the reader can be
expressed in terms of two hypothesis as�

H0 : y = hx + ω, B = 0,

H1 : y = Fx + ω, B = 1,
(6)

where y = [yT
1 ,yT

2 , · · · ,yT
M ]T , ω = [ωT

1 , ωT
2 , · · · , ωT

M ]T and

F = diag[μκ1 , . . . , μκ1	 
� �
N1

, μκ2 , . . . , μκ2	 
� �
N2

, . . . , μκM , . . . , μκM	 
� �
NM

].

(7)

The reader aims to recover the tag signal B via the hypoth-
esis testing problem (6) under different assumptions on the
knowledge of the RF signal power Ps, the noise variance σ2

0

and the CSI, i.e., h and μκm .
To end it, we first notice that the received signals y in (6)

are then distributed as�
H0 : y ∼ CN (0,C0) , B = 0,
H1 : y ∼ CN (0,C1) , B = 1,

(8)

where C0 and C1 are the covariance matrices under
H0 and H1, respectively, and can be derived as

Ci = E

(y − E{y})(y − E{y})H

�
=

�
(|h|2Ps + σ2

0)IN , i = 0,

FFHPs + σ2
0IN , i = 1.

(9)

The covariance matrix C0 under H0 is a diagonal matrix with
identical diagonal elements |h|2Ps + σ2

0 , while the covariance
matrix C1 under H1 is a diagonal matrix with unequal
diagonal elements |μκm |2Ps + σ2

0 due to multiple combined
channels. Thus, the difference between the covariance matrices
C0 and C1 can be used to decide between null hypothesis
H0 or alternative hypothesis H1. This can be regarded as a
variance test, which will be addressed next.

Remark 1: The variance test depends on the sample vari-
ance of the received signals. Since the tag signal B remains
unchanged during N consecutive received signals {y(n),
n = 1, . . . , N} in one time slot, the adjacent RF signals tend
to be more uncorrelated than the adjacent backscatter signals.
For this reason, averaging the received signals across one time
slot should remove the variations in the ambient RF signals.
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III. CHI-SQUARED BASED DETECTOR

As described in Section I, the NP test is not applicable
for the case of unknown multiple channel parameters μκm .
Therefore, designing a new detector without knowing μκm is
practically useful, which is the focus of this section.

To design such a detector, we first notice that the absolute
value of the channel parameter from the RF source to the
reader |h|, the RF signal power Ps and the noise variance
σ2

0 are known at the reader. The modulus value |h| can be
derived by following the estimation algorithm given in [11]
when the tag is in non-reflecting state. Based on these known
parameters, the diagonal element |h|2Ps+σ2

0 of the covariance
matrix C0 under H0 is treated as a specified value. Then the

sample variance of the received signals becomes
�y�2

2

N
. Due

to the difference between the covariance matrices (9), it can
be easily found that the ratio of the sample variance to the

specified value
2�y�2

2

N(|h|2Ps + σ2
0)

approximates to 1 under H0,

but may be either close to 0 or larger than 1 under H1.
Based on this observation, we propose a new chi-squared
based detector that utilizes the two tailed chi-squared test [38]
to judge if the sample variance is equal to a specified value
|h|2Ps + σ2

0

2
or not.

A. General Case: K > 1 and M > 1

By utilizing the two tailed chi-squared test, the decision rule
of the proposed chi-squared based detector can be expressed
as ⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

decide H0, if γl ≤ 2�y�2
2

N(|h|2Ps + σ2
0)

≤ γr,

decide H1, if
2�y�2

2

N(|h|2Ps + σ2
0)

< γl or
2�y�2

2

N(|h|2Ps + σ2
0)

> γr,

(10)

where the decision thresholds γl and γr will be determined
from given false alarm probability PFA. For simplicity, we next
define �y�2

2 as the decision statistic TCD. The decision
rule (10) can be reduced to�

decide H0, if γCD
l ≤ TCD ≤ γCD

r ,

decide H1, if TCD < γCD
l or TCD > γCD

r ,
(11)

where the left threshold γCD
l and the right threshold γCD

r can
be computed as below.

Define TCD0 = yH

�
C0

2

�−1

y. It can be readily checked

from (8) that under H0

TCD0 =
2�y�2

2

|h|2Ps + σ2
0

=
2TCD

|h|2Ps + σ2
0

∼ χ2
2N . (12)

Thus, the false alarm probability PCD
FA can be calculated as

PCD
FA = Pr{TCD < γCD

l ;H0} + Pr{TCD > γCD
r ;H0}

= Pr
�
TCD0 <

2γCD
l

|h|2Ps + σ2
0

;H0

�

+ Pr
�
TCD0 >

2γCD
r

|h|2Ps + σ2
0

;H0

�
= 1 − Qχ2

2N

�
2γCD

l

|h|2Ps + σ2
0

�

+ Qχ2
2N

�
2γCD

r

|h|2Ps + σ2
0

�
, (13)

where Qχ2
d
(x) = exp

�
−x

2

� d

2
−1�

k=0

�x

2

�k

k!
is the tail prob-

ability of the chi-squared distribution of even degrees of
freedom d [32]. By setting a target false alarm probability

PCD
FA [35] and assuming Pr{TCD < γCD

l ;H0} =
PCD

FA

2
and

Pr{TCD > γCD
r ;H0} =

PCD
FA

2
, the thresholds γCD

l and γCD
r

can be obtained as

γCD
l =

|h|2Ps + σ2
0

2
Q−1

χ2
2N

�
1 − PCD

FA

2

�
, (14)

γCD
r =

|h|2Ps + σ2
0

2
Q−1

χ2
2N

�
PCD

FA

2

�
. (15)

Without loss of generality, let us assume that the combined
channel modulus that correspond to A and B are ordered at
the reader as

|μ1| ≥ |μ2| ≥ . . . ≥ |μK |, (16)

|μκ1 | ≥ |μκ2 | ≥ . . . ≥ |μκM |. (17)

We further analyze the probability of detection and provide
the following theorem.

Theorem 1: The lower bound of detection probability PCD
D,lb

for the chi-squared based detector (11) can be expressed as

PCD
D,lb = 1 − Qχ2

2N

�
ηCD

lb γCD
l

�
+ Qχ2

2N

�
ηCD

ub γCD
r

�
, (18)

and the upper bound PCD
D,ub is

PCD
D,ub = 1 − Qχ2

2N

�
ηCD

ub γCD
l

�
+ Qχ2

2N

�
ηCD

lb γCD
r

�
, (19)

where ηCD
lb =

2
|μκ1 |2Ps + σ2

0

and ηCD
ub =

2
|μκM |2Ps + σ2

0

.

Proof: See Appendix A.
Remark 2: Since the RF signal power Ps and the noise

variance σ2
0 are stationary, the order of the channel modulus

|μk| (16) is equivalent to the size relationship of the vari-
ances |μk|2Ps + σ2

0 corresponding to the K antennas, where
1 ≤ k ≤ K . In order to obtain the K variances, the RF signals
in one time slot are divided into K sets corresponding to
the K antennas. The tag then transmits bit ‘1’ as a training
symbol. By computing and sorting the sample variances of the
K received signal sets, the reader estimates the size relation-
ship (16) roughly. Finally, the reader selects the backscatter
antennas (Section III-C) and ranks them as (17).

To exploit the size relationship between the channel mod-
ulus |h| and the channel modulus |μκm | corresponding to
the backscatter antenna κm(1 ≤ m ≤ M), we specify the
following theorem.

Theorem 2: When the size relationship between |h| and
|μκm | is known, there exist three cases: |h| < |μκM |, or
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|h| > |μκ1 |, or |μκM | < |h| < |μκ1 |. The detection rule (11)
can be reformulated as⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩
TCD

H1

≷
H0

γCD
1 , if |h| < |μκM |,

TCD

H0

≷
H1

γCD
2 , if |h| > |μκ1 |,

(11), if |μκM | < |h| < |μκ1 |,

(20)

where the new thresholds γCD
1 and γCD

2 are expressed as

γCD
1 =

|h|2Ps + σ2
0

2
Q−1

χ2
2N

�
PCD

FA

�
, (21)

γCD
2 =

|h|2Ps + σ2
0

2
Q−1

χ2
2N

�
1 − PCD

FA

�
. (22)

Then the lower bounds of detection probability for these
three cases can be simplified as

PCD
D,lb =

⎧⎪⎨
⎪⎩

Qχ2
2N

�
ηCD

ub γCD
1

�
, if |h| < |μκM |,

1 − Qχ2
2N

�
ηCD

lb γCD
2

�
, if |h| > |μκ1 |,

(18), if |μκM | < |h| < |μκ1 |,
(23)

and the upper bounds are

PCD
D,ub =

⎧⎪⎨
⎪⎩

Qχ2
2N

�
ηCD

lb γCD
1

�
, if |h| < |μκM |,

1 − Qχ2
2N

�
ηCD

ub γCD
2

�
, if |h| > |μκ1 |,

(19), if |μκM | < |h| < |μκ1 |.
(24)

Proof: See Appendix B.

B. Special Case: K ≥ 1 and M = 1

In the case that only one selected antenna backscatters all
RF signals, i.e., M = 1, suppose the κth (1 ≤ κ ≤ K) antenna
is selected. The detection problem (6) can be simplified as the
binary hypothesis test problem�

H0 : y = hx + ω, B = 0,

H1 : y = μκx + ω, B = 1,
(25)

and the received signals y follow the distribution (8),
where the covariance matrix C1 under H1 is reduced to
(|μκ|2Ps + σ2

0)IN .
The above hypothesis testing problem (25) can be addressed

via decision rule (11). The corresponding detection probability
is derived in the following.

Corollary 1: The detection probability of the special case
M = 1 is given as

PCD
D = 1 − Qχ2

2N

�
ηCDγCD

l

�
+ Qχ2

2N

�
ηCDγCD

r

�
, (26)

where ηCD =
2

|μκ|2Ps + σ2
0

.

Proof: The same as Theorem 1 and the details omitted.
In such case PCD

D,lb = PCD
D = PCD

D,ub.
It is worth noting that selecting only one antenna (K > 1

and M = 1) leads to the maximal detection probability for the
chi-squared based detector, as will be shown in Section III-C.

Corollary 2: For known size relationship between
|h| and |μκ|, the detection probability for the special case can
be simplified as

PCD
D =

�
Qχ2

2N

�
ηCDγCD

1

�
, if |μκ| ≤ |h|,

1 − Qχ2
2N

�
ηCDγCD

2

�
, if |μκ| > |h|. (27)

Proof: The same as proof of Theorem 2. We obtain that
PCD

D,lb = PCD
D = PCD

D,ub for the cases of |μκ| > |h| and
|μκ| < |h|, respectively.

Remark 3: Our chi-squared based detector (11) can apply
to the cases of both single-antenna tag and multiple-antenna
tag. While the existing detectors [14]–[16] only focus on
the single-antenna case. Besides, the chi-squared based detec-
tor (11) also has the advantage that it can perform detection
without any special coding [14], [15], or the information about
the size relationship between |h| and |μκm | [16].

C. Optimal Antenna Selection

This subsection investigates the optimal antenna selection
scheme that can maximize the detection probability at the
reader.

Since the principle of our chi-squared based detector is to

compare the sample variance
�y�2

2

N
with a specified value

|h|2Ps + σ2
0 , which can be thought of as the variance of

the received signals under H0. Thus, as proved in [45],
to maximize the detection probability, we aim to find the
optimal backscatter antenna set Bopt that can maximize the
variance difference, i.e., the difference between the average
powers of the received signals under H0 and H1, which is
defined as

δE =
���Ex,ω{�y�2

2;H1} − Ex,ω{�y�2
2;H0}

���. (28)

Proposition 1: The optimal backscatter antenna set that can
maximize the energy difference (28) is

Bopt = argmax
B∈A

δE

=

⎧⎪⎪⎨
⎪⎪⎩
B1, if |μK | > |h|,
B2, if |μ1| < |h|,
arg max
B∈{B1,B2}

δE , if |μ1| < |h| < |μK |,
(29)

where

B1 = {1, 2, . . . , M}, (30)

B2 = {K − M + 1, K − M + 2, . . . , K − 1, K}. (31)

Proof: See Appendix C
Corollary 3: Selecting only one antenna (M = 1) at the

tag provides the maximum detection probability at the reader.
Proof: See Appendix D.

IV. F-TEST DETECTOR

The existing detectors [14]–[16] and our proposed
chi-squared based detector require the knowledge of the chan-
nel h, the RF signal power Ps and the noise variance σ2

0 ,
which in some practical cases may be not available at the
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reader because the RF sources (e.g., signal power and location)
are uncontrollable and thus the RF signals and the noise are
unknown a priori to the reader. For this reason, blind detection
without Ps, σ2

0 , and all CSI including both h and μk, is
preferable for the reader in many applications of ambient
backscatter. As shown in [34], the common approaches for
the hypothesis testing problem in the presence of unknown
parameters, GLRT, needs a specially designed backscatter
scheme. Therefore, we need to design a new blind detector
that is suitable for wider applications.

To design such a detector, we notice that the received
signals at the reader are partitioned into M sets (4) and the
variances of the received signals in different sets are equal
under H0 while are probably various under H1. Hence, if we
reorganize the M sets into two groups, the variance ratio
of these two group is equal to 1 under H0, while may far
overweight 1 or approximate 0 under H1. The observation
motivates F-test [38], which tests if the variances of two
population are equal, and is referred to as F-test detector in this
paper. Our F-test detector first computes the sample variances
of received signals, then compares the ratios of the variances,
and finally decides whether we should accept H0 or reject
it, where the information about RF signals and noise are not
required. The detailed steps of our F-test detector are given as
below.

A. General Case: K > 2 and M > 2
We choose an integer number m̃ ∈ [1, M − 1], and

reorganize the M sets of the received signals ym (4) into two
groups:

yu = [yT
1 , yT

2 , . . . , yT
m̃]T , (32)

and

yd = [yT
m̃+1, yT

m̃+2, . . . , yT
M ]T . (33)

The lengths of yu and yd are Nu =
�m̃

m=1 Nm and Nd =�M
m=m̃+1 Nm, respectively.
It can be readily checked that

H0 :

�
yu = hxu + ωu,

yd = hxd + ωd,
(34)

and

H1 :

�
yu = Fuxu + ωu,

yd = Fdxd + ωd,
(35)

where xu = [x(1), x(2), · · · , x(Nu)]T , xd = [x(Nu +1), · · · ,
x(N − 1), x(N)]T , and

Fu = diag[μκ1 , . . . , μκ1	 
� �
N1

, μκ2 , . . . , μκ2	 
� �
N2

, . . . , μκm̃ , . . . , μκm̃	 
� �
Nm̃

],

Fd = diag[μκm̃+1 , . . . , μκm̃+1	 
� �
Nm̃+1

, . . . , μκM , . . . , μκM	 
� �
NM

].

The first part yu has the distribution

yu ∼
�
H0 : CN (0,Cu0) , B = 0,
H1 : CN (0,Cu1) , B = 1,

(36)

and the second part yd has the distribution

yd ∼
�
H0 : CN (0,Cd0) , B = 0,
H1 : CN (0,Cd1) , B = 1,

(37)

where Cu0 = (|h|2Ps + σ2
0)INu , Cu1 = FuFH

u Ps + σ2
0INu ,

Cd0 = (|h|2Ps + σ2
0)INd

and Cd1 = FdFH
d Ps + σ2

0INd
.

We subsequently compute the sample variances of received

signals yu and yd as
�yu�2

2

Nu
and

�yd�2
2

Nd
, respectively. When

the CSI μκm , m = 1, 2, . . . , M are unknown, the ratio of

sample variances
Nd�yu�2

2

Nu�yd�2
2

is expected to approximate to

1 under H0 while may approximate to 0 or be hopefully larger
than 1 under H1. Based on this fact, we introduce two tailed
F test to carry out the binary hypothesis test problem (6)⎧⎪⎪⎨
⎪⎪⎩

decide H0, if γl ≤ Nd�yu�2
2

Nu�yd�2
2

≤ γr,

decide H1, if
Nd�yu�2

2

Nu�yd�2
2

< γl or
Nd�yu�2

2

Nu�yd�2
2

> γr,
(38)

where γl and γr are the detection thresholds calculated from
given false alarm probability PFA For simplicity, we define
the decision statistic for the proposed F-test detector as

TFD =
�yu�2

2

�yd�2
2

. Then the decision rule (38) can be simplified as

�
decide H0, if γFD

l ≤ TFD ≤ γFD
r ,

decide H1, if TFD < γFD
l or TFD > γFD

r .
(39)

The derivation of the thresholds is given as below.
From (36), we have⎧⎪⎪⎨

⎪⎪⎩
H0 : yH

u

�
Cu0

2

�−1

yu =
2�yu�2

2

|h|2Ps + σ2
0

∼ χ2
2Nu

,

H1 : yH
u

�
Cu1

2

�−1

yu =
m̃�

m=1

2�ym�2
2

|μκm |2Ps + σ2
0

∼ χ2
2Nu

.

(40)

Similarly, from (37) we obtain⎧⎪⎪⎪⎨
⎪⎪⎪⎩
H0 : yH

d

�
Cd0

2

�−1

yd =
2�yd�2

2

|h|2Ps+σ2
0

∼ χ2
2Nd

,

H1 : yH
d

�
Cd1

2

�−1

yd =
M�

m=m̃+1

2�ym�2
2

|μκm |2Ps+σ2
0

∼ χ2
2Nd

.

(41)

It can be straightforward derived that under H0

TFD0 =

2yT
uC−1

u0 yu

2Nu

2yT
d C−1

d0 yd

2Nd

=
Nd�yu�2

2

Nu�yd�2
2

∼ F(2Nu,2Nd), (42)

and under H1

TFD1 =

2yH
u C−1

u1 yu

2Nu

2yH
d C−1

d1 yd

2Nd

=
NdyH

u C−1
u1 yu

NuyH
d C−1

d1 yd

∼ F(2Nu,2Nd). (43)
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According to (39), the false alarm probability PFD
FA can be

obtained as

PFD
FA = Pr{TFD < γFD

l ;H0} + Pr{TFD > γFD
r ;H0}

= Pr
�

TFD0 <
Nd

Nu
γFD

l ;H0

�
+ Pr

�
TFD0 >

Nd

Nu
γFD

r ;H0

�

=
� Nd

Nu
γFD

l

∞
p(TFD0;H0)dTFD0

+
� ∞

Nd

Nu
γFD

r

p(TFD0;H0)dTFD0

= 1 − QF (2Nu,2Nd)

�
Nd

Nu
γFD

l

�
+ QF (2Nu,2Nd)

�
Nd

Nu
γFD

r

�
, (44)

where QF (d1,d2)(x) = 1− B
�

d1x

d1x+d2
;

d1
2 ,

d2
2

�

B(1; d1
2 ,

d2
2 ) represents the tail

probability of the F-distribution with parameters d1 and d2

at point x [44] and B(x; a, b) =
� x

0 ta−1(1 − t)b−1dt is
the incomplete Beta function. By setting a target false alarm
probability PFD

FA and assuming Pr{TFD < γFD
l ;H0} = PFD

FA
2

and Pr{TFD > γFD
r ;H0} = PFD

FA
2 , the decision thresholds γFD

l

and γFD
r for the F-test detector can be directly produced as

γFD
l =

Nu

Nd
Q−1

F (2Nu,2Nd)

�
1 − PFD

FA

2

�
, (45)

γFD
r =

Nu

Nd
Q−1

F (2Nu,2Nd)

�
PFD

FA

2

�
. (46)

Following the decision rule (39) and utilizing the thresh-
olds (45), we derive the bounds of detection probability.

Theorem 3: Under the assumption (17), the bounds of the
detection probability for F-test detector are given by

PFD
D,lb =1−QF (2Nu,2Nd)(ηFD

lb γFD
l )+QF (2Nu,2Nd)(ηFD

ub γFD
r ),

and

PFD
D,ub =1−QF (2Nu,2Nd)(ηFD

ub γFD
l )+QF (2Nu,2Nd)(ηFD

lb γFD
r ),

where ηFD
ub =

Nd(|μκm̃+1 |2Ps+σ2
0)

Nu(|μκm̃
|2Ps+σ2

0)
and ηFD

lb =
Nd(|μκM

|2Ps+σ2
0)

Nu(|μκ1 |2Ps+σ2
0)

.

Proof: See Appendix E.
When the size relationship of μκm , m = 1, 2, . . . , M (17)

are known at the reader, the proposed F-test detector can be
further simplified as follows.

Theorem 4: Given the order of μκm , m = 1, 2, . . . , M (17),
the decision rule (39) is translated into

TFD

H1

≷
H0

γFD, (47)

where the threshold γFD can be expressed as

γFD =
Nu

Nd
Q−1

F (2Nu,2Nd)

�
PFD

FA

�
. (48)

Then the detection probability of the F-test detector is
bounded as

PFD
D,lb = QF (2Nu,2Nd)(ηFD

ub γFD), (49)

PFD
D,ub = QF (2Nu,2Nd)(ηFD

lb γFD). (50)

Proof: See Appendix F.

B. Special Case: K > 1 and M = 2 (Choosing
Two Antennas)

In the case of two antennas are selected to transmit the
tag signals, we denote the backscatter antenna set as B =
{κ1, κ2}, and the corresponding combined channels as μκ1

and μκ2 . Likewise, our F-test detector first partitions the
N received signals y into two sets yu = [y1(1), y1(2), . . . ,
y1(N1)]T and yd = [y2(1), y2(2), . . . , y2(N2)]T , where N =
N1+N2. Then, we detect the tag signals by using the decision
rule (39). Finally, the semi-closed-form detection probability
can be derived as follows.

Corollary 4: When the CSI μκm is unknown at the reader,
the detection probability of our F-test detector in the case of
M = 2 can be expressed as

PFD
D = 1 − QF (2N1,2N2)

�
ηFDγFD

l

�
+ QF (2N1,2N2)

�
ηFDγFD

r

�
. (51)

Proof: Following the steps similar in Theorem 3,
we obtain the detection probability PFD

D,lb =
PFD

D = PFD
D,ub.

Corollary 5: When the CSI μκm is known at the reader,
the detection probability of our F-test detector in the case of
M = 2 can be expressed as

PFD
D = QF (2N1,2N2)(ηFDγFD). (52)

Proof: Similar as the proof of Theorem 4, we can have
PFD

D,lb = PFD
D = PFD

D,ub.

C. Optimal Antenna Selection

Since the principle of our F-test detector is to compare the
variance of two groups yu and yd. Thus, as proved in [45],
to maximize the detection probability, we aim to find the
optimal backscatter antenna set B = {κ1, κ2, . . . , κM} that
can maximize the variance difference between yu and yd

under H1, i.e., the difference between the average powers
of the signals yu and yd, that is,

max
σ2

u

σ2
d

⇔ max
Exu,ωu{�yu�2

2}
Exd,ωd

{�yd�2
2}

=
max Exu,ωu{�yu�2

2}
min Exd,ωd

{�yd�2
2}

.

(53)

It can be easily found that

Exu,ωu{�yu�2
2} = Exu{xH

u FH
u Fuxu} +

m̃�
m=1

Nmσ2
0

= Pstrace(FuFH
u ) +

m̃�
m=1

Nmσ2
0

=
m̃�

m=1

Nm

�|μκm |2Ps + σ2
0

�
. (54)
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Therefore, to maximize Exu,ωu{�yu�2
2}, those m̃ antennas

corresponding to |μ1|, |μ2|, ..., |μm̃| in (16), i.e., with the first
m̃ largest channel gains, should be selected.

Similarly, we can obtain

Exd,ωd
{�yd�2

2} =
M�

m=m̃+1

Nm

�|μκm |2Ps + σ2
0

�
. (55)

Hence, in order to minimize Exd,ωd
{�yd�2

2}, we should select
the antennas with the last (M − m̃) smallest channel gains to
backscatter xd.

We summarize the optimal antenna selection mechanism
in Algorithm 1. After antenna selection, the selected tags
will backscatter the signals to the reader, and then the reader
divides the received signals into two parts yu and yd. The
optimal boundary m̃ can be computed as

m̃ = argmin
1≤m≤M−1

{μκm

��|μκ1 | − |μκm | < |μκm | − |μκM |}.
(56)

Corollary 6: Among all possible antenna selection sets,
i.e., ∀M ∈ [2, K], the set of B = {1, K} (M = 2) provides the
largest variance difference, which leads to the highest detection
probability for our F-test detector.

Algorithm 1 Selecting the Optimal Backscatter Antennas
Input: The number of selected antennas M ; the candidate

antenna set A = {1, 2, . . . , K}; the size relationship (16)
Output: The optimal backscatter antenna set Bopt =

{κ1, κ2, . . . , κM}
1: κ1 = 1; κM = K; A− = A(1); A− = A(K);
2: for 2 ≤ m ≤ M − 1 do
3: L = |A|; i = A(1); j = A(L)
4: if |μκ1 |−|μi| < |μj |−|μκM | then κm = i; A− = A(1);
5: else κm = j; A− = A(L);
6: end if
7: end for
8: return The optimal backscatter antenna set Bopt

Proof: See Appendix G.

V. BARTLETT BASED DETECTOR

In this section, another blind detector, called Bartlett based
detector, is proposed to recover the tag signals without any
requirement on Ps, σ2

0 , h, and μk.

A. Detector Design

Denote the variances of the received signals ym (4) as σ2
m.

We can find that σ2
1 = σ2

2 = . . . = σ2
M = |h|2Ps + σ2

0

under H0, while σ2
m = |μκm |2Ps + σ2

0 under H1, which
indicates that various antenna selection will result in different
variances σ2

m under H1. As a result, the hypothesis testing
problem (6) can be redefined as�

H0 : σ2
i = σ2

j , B = 0,
H1 : σ2

i 	= σ2
j , B = 1,

(57)

where i, j = 1, 2, . . . , M and i 	= j.

Our Bartlett based detector,3 first obtains the maximum
likelihood estimate (MLE) of variances of each set ym, then
computes the pooled variance4 and finally forms a statistic
which has the chi-squared distribution. The detailed steps are
presented as below.

The MLE of the variances of each set ym can be derived
as follows. Note that the PDF of ym is given by

p(ym) =
1

(πσ2
m)Nm

exp
�
−�ym�2

2

σ2
m

�
. (58)

Clearly, the likelihood function of the received signals y can
be expressed as

L(y; σ2
m) =

M�
m=1

p(ym)

=
1

πNΠM
m=1(σ2

m)Nm
exp

�
−

M�
m=1

�ym�2
2

σ2
m

�
.

By computing
∂ ln L(y; σ2

m)
∂σ2

m

= 0, we obtain the MLE

of σ2
m as

σ̂2
m =

1
Nm

�ym�2
2, m = 1, 2, . . . , M. (59)

Next, the pooled variance can be computed as [46]

σ2
p =

1
N

M�
m=1

Nmσ̂2
m. (60)

Finally, the MLE of variances of each set (59), the pooled
variance (60) and the length of each set Nm, m = 1, 2, . . . , M
yield the decision statistic

TBD =
N ln σ2

p −�M
m=1(Nm − 1) ln

�
Nm

Nm − 1
σ̂2

m

�
1 +

1
3(M − 1)

��M
m=1

1
Nm − 1

− 1
N

� .

(61)

According to the definition of Bartlett’s test [38], if
Nm ≥ 5, m = 1, 2, . . . , M , the test statistic (61) is a
chi-squared random variable (RV) with M − 1 degrees of
freedom. Thus the detection rule of our Bartlett based detector
is given by

TBD

H1

≷
H0

γBD, (62)

where γBD = Q−1
χ2

M−1
(PBD

FA ) is found from a target false alarm

probability PBD
FA .

B. Optimal Antenna Selection

Here, we investigate the problem of optimal antenna selec-
tion of the Bartlett detector to maximize the variance differ-
ence among received signals in M sets.

3Bartlett’s test is to find if multiple populations have equal variances [38]
4Pooled variance is a weighted average of the variances for multiple

populations [46].
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When M = 2, i.e., the backscatter antenna set is given by
B = {κ1, κ2}, the maximal difference between the variances
of y1 and y2 is derived as

max
κ1,κ2∈{1,2,...,K}

|σ2
1 − σ2

2 |
= max

κ1,κ2∈{1,2,...,K}

��|μκ1 |2 − |μκ2 |2
��Ps. (63)

Given the assumption (17), the optimal backscatter antenna
set is B = {1, K}, i.e., μκ1 = μ1 and μκ2 = μK .

When M > 2, we first reorganize the received signals y into
two sets and then investigate the variance difference between
the two sets. By computing and comparing the average energy
of the two set as (54) and (55), the optimal antenna selection
scheme for the Bartlett detector is the same as that for F-test
detector in Algorithm 1.

Remark 4: The detection probabilities of the Bartlett detec-
tor and the F-test detector are raised with larger N1 and NM .
However, enlarging N1 can enhance detection probability for
the chi-squared based detector only when the backscatter
antenna set is B1 (30). When the backscatter antenna set is
B2 (31), the chi-squared based detector should enlarge NM ,
instead of N1, to improve its detection probability.

Remark 5: The reader performs optimal backscatter
antenna selection for the three proposed detectors, and it
requires KN complex multipliers and adders (CMAs), and
one comparator [34]. While the tag only receives the selection
results and activates the corresponding antennas. Thus, the tag
complexity is modest and needs an envelope detector and an
averaging analog circuit only.

VI. SIMULATION RESULTS

In this section, we numerically examine the detection per-
formances of the chi-squared based detector (CD), F-test
detector (FD) and Bartlett based detector (BD). In normal
settings, the distances from the RF source to the tag and reader
are large, and that from the tag to the reader is short. The
channels in the former case are Rayleigh, and the channels
in the latter case are Rician. Therefore, we generate the
channel coefficient between the RF source and the reader h
and those between the RF source and the tag fk (1 ≤ k ≤ K)
according to CN (0, 10−2), and those of the backscatter link
gk (1 ≤ k ≤ K) according the Rician distribution with Rician
factor 5 [20], [43]. Unless otherwise mentioned, the false alarm
probabilities PCD

FA , PFD
FA , and PBD

FA are set as 0.05 [45]. Since
the noise is not a controllable factor, we do not consider the
noise in specialized frequency bandwidth and normalize the
noise power, i.e., ωm(n) ∼ CN (0, 1) [15]–[17]. Moreover,
the signal amplitude attenuation inside the tag α is 0.5.

The detection probabilities of the CD versus SNR for
different number of optimal selected antennas M are shown
in Fig. 4. The curves have been depicted for two cases of
known size relationship (kSR) and unknown size relation-
ship (ukSR) between the CSI h and μκm . For compari-
son, we also plot the theoretical detection probabilities (27)
and (26), and the bounds of detection probability (18), (19),
(23) and (24). The number of tag antennas and RF signals are
set as K = 6 and N = 300, respectively. Fig. 4 shows that

Fig. 4. CD: PCD
D versus SNR for different number of backscatter

antennas M .

Fig. 5. CD: PCD
D versus SNR for different number of candidate antennas K

and RF signals N .

our theoretical conclusions match the simulation results. More
importantly, selecting fewer antennas (smaller M ) contributes
to a better performance, which corroborates the Corollary 3.
The reason is that choosing fewer backscatter antennas accord-
ing to the optimal antenna selection algorithm (29) causes a
bigger energy difference (28).

Fig. 5 demonstrates the impact of number of antennas
K and number of RF signals N over detection probability
of the CD when size relationship between the CSI h and
μκm is unknown. We choose only one antenna according
to (29) and plot the simulated detection probabilities when
K = 1, 2, 4, 6, and N = 100, 300, respectively. Clearly,
the detection probability increases as the value of K or
N climbs up. This is because multiple antennas at the tag
provide the diversity gain [29], and the larger N leads to more
uncorrelated RF signals.

Fig. 6 illustrates FD detection probabilities versus SNR
when two (M = 2) or four (M = 4) backscatter antennas
are selected optimally. We also depict the cases of known CSI
(denoted kCSI) μκm and unknown CSI (denoted ukCSI) μκm .
The theoretical detection probabilities (51) and (52) and the
derived bounds (47), (47), (49) and (50) are plotted for com-
parison. Interestingly, the detection probability increases as the
number of selected antennas M decreases, due to the fact that
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Fig. 6. FD: PFD
D versus SNR for different number of backscatter

antennas M .

Fig. 7. FD: PFD
D versus SNR for different number of candidate

antennas K and RF signals N .

less backscatter antennas according to Algorithm 1 results in
larger energy difference (53), which corroborates Corollary 6.

Fig. 7 depicts the detection probability of the FD against
SNR without the CSI μκm when the number of antennas
is K = 2, 4, 6 and the number of RF signals is N =
100, 300, respectively. We select two antennas (M = 2) and
adopt Algorithm 1 in Section IV-C to choose the antennas
corresponding to the maximum and the minimum channel
modulus. We see that the detection probabilities trend upward
with more antennas and more RF signals, which contribute to
more uncorrelated RF signals.

In Fig. 8, detection probabilities of the BD versus SNR
are plotted for different numbers of the selected anten-
nas M . Other parameters remain the same as those in Fig. 4.
We observe that a smaller value of M , i.e., choosing fewer
backscattering antennas, leads to larger energy difference (53)
and thus improves the detection performance.

Fig. 9 shows how the detection probability of the BD
varies versus SNR for various combinations of the number
of antennas K and the number of RF signals N . As can
be observed, for certain SNRs, the detection performance
improves significantly with the availability of more signals;
moreover, the performance for N = 300 is always better
than that of N = 100. Similarly, more antennas improves
the detection performance.

Fig. 8. BD: PBD
D versus SNR for different number of candidate

antennas K .

Fig. 9. BD: PBD
D versus SNR for different number of backscatter

antennas M and RF signals N .

Fig. 10. Performance comparison: PD versus SNR.

Fig. 10 compares the three detectors for noise variances
σ2

0 = 0 dBw and σ2
0 = −5 dBw when both the CSI μκm

and the size relationship between h and μκm are unknown.
The number of antennas K is set to six, and two backscatter
antennas (M = 2) are selected. We observe that although the
CD outperforms the other two detectors, it requires perfect
knowledge of the RF signal power, the noise variance and
the CSI h at the reader. However, the FD and BD perform

Authorized licensed use limited to: UNIVERSITY OF ALBERTA. Downloaded on August 05,2020 at 19:53:51 UTC from IEEE Xplore.  Restrictions apply. 



3284 IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 19, NO. 5, MAY 2020

Fig. 11. Performance comparison: PD versus PFA.

Fig. 12. CD: PCD
D under different antenna sets.

close to that of CD, especially at high SNR. This trend is also
clear from Fig. 11, where the detection performance of the
three proposed detectors in terms of the false alarm probability
PFA for an 8 dB SNR has been illustrated. For comparison,
we also depict the detection performance of the blind GLRT
detector (GD) [34] in Fig. 10. We observe that the proposed
CD and FD outperform the blind GD. In addition, lower noise
variance leads to better detection performance of the proposed
three detectors.

Next, we examine the optimal antenna selection schemes
for the CD (Section III-C). In this experiment, the number
of RF signals is set as N = 300 and the number of selected
antennas is M = 2. The candidate antenna set includes K = 3
antennas, whose corresponding channel modulus are |μ1| = 1,
|μ2| = 0.5, |μ3| = 0.2, respectively. Three backscatter antenna
sets B = {κ1, κ2} are investigated: {1, 2}, {1, 3} and {2, 3},
and their corresponding detection probabilities are plotted
(Fig. 12). We see that the optimal backscatter antenna set
maximizing the detection probability is composed of the
antennas with two largest channel modulus, i.e., Bopt = {1, 2},
which corroborates our suggested optimal antenna selection
scheme (29).

Finally, the detection performance of the optimal antenna
selection schemes proposed in Algorithm 1 for the FD and
the BD is illustrated in Fig. 13. The number of RF signals is
N = 300 and the number of selected antennas is M = 3.

Fig. 13. FD and BD: PFD
D and PBD

D versus |µκ2 |.

Denote the backscatter antenna set as {κ1, κ2, κ3} and the cor-
responding channel modulus as {|μκ1 |, |μκ2 |, |μκ3 |}. We set
|μκ1 | = 1.1, |μκ3 | = 0.4 and then plot the detection probabili-
ties when the values of |μκ2 | range between 0.5 and 1. Fig. 13
shows that the maximum detection probability of the FD and
the BD are both achieved when |μκ2 | = 0.5 or |μκ2 | = 1,
which agrees with our theoretical analysis in Section IV-C
and Section V-B.

VII. CONCLUSION

We investigated the signal detection problem for ambient
backscatter systems with multiple-antenna tags. Specifically,
a chi-squared detector was proposed to recover the tag sig-
nals without the knowledge of multiple channel parameters.
Further, two blind detectors were derived to avoid all CSI and
the knowledge of the RF signal power and noise variance. The
detection probability bounds for the chi-squared and the F-test
detectors were derived. We also developed optimal antenna
selection schemes to maximize the detection performance.
We found that multiple-antenna tags could achieve large gains
over single-antenna tags and that the chi-squared detector
outperforms the other two blind detectors at low SNR. But
their performances tend to converge in the high SNR regime.
We hasten to add that multi-antenna tags open up a myriad
of future research directions towards more data-intensive and
more energy-efficiency IoT applications. These include the
utilization of more sophisticated modulation of RF signals
(e.g., space time coding), the integration of wireless power
transfer technologies, and the exploration of tag selection
scheme based on multi-antenna techniques.

APPENDIX A
PROOF OF THEOREM 1

Clearly, the distribution of the decision statistic TCD under
H0 is necessary for the computation of the detection proba-
bility, but is hard to derive. Instead, we define another statistic
under H1

TCD1 =
M�

m=1

2�ym�2
2

|μκm |2Ps + σ2
0

∼ χ2
2N . (64)
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Under the assumption in (17), the statistic under H1 given
in (64) is bounded as

ηCD
lb TCD < TCD1 < ηCD

ub TCD (65)

Thus the lower bound of the detection probability PCD
D,lb can

be obtained by

PCD
D = Pr{TCD < γCD

l ;H1} + Pr{TCD > γCD
r ;H1}

> Pr
�TCD1

ηCD
lb

< γCD
l ;H1

�
+ Pr

�TCD1

ηCD
ub

> γCD
r ;H1

�
,

(66)

and similarly, the upper bound PCD
D,ub can be calculated as

PCD
D < Pr

�TCD1

ηCD
ub

< γCD
l ;H1

�
+ Pr

�TCD1

ηCD
lb

> γCD
r ;H1

�
.

(67)

Since the decision statistic TCD1 (64) is a chi-squared RV with
degrees of freedom 2N under H1, the lower bound (18) and
upper bound (19) can be directly obtained from (66) and (67),
respectively.

APPENDIX B
PROOF OF THEOREM 2

In the case of |h| < |μκM |, the statistic
2�y�2

2

N(|h|2Ps + σ2
0)

approximates 1 under H0 while is hopefully larger than
1 under H1. Thus, the detection rule (11) can be reformulated
as one-sided test (20). The threshold γCD

1 given in (21) is
obtained from the false alarm probability

PCD
FA = Pr {TCD > γCD

1 ;H0} = Qχ2
2N

�
2γCD

1

|h|2Ps + σ2
0

�
.

(68)

Then from (65), we can obtain the bounds of detection
probability PCD

D = Pr {TCD > γCD
1 ;H1} through

Pr
�TCD1

ηCD
lb

> γCD
1 ;H1

�
< PCD

D < Pr
�TCD1

ηCD
ub

> γCD
1 ;H1

�
,

(69)

which lead to the lower bound (23) and the upper bound (24) in
the case of |h| < |μκM | through straightforward computation
since TCD1 has chi-squared distribution.

The proof for the case of |h| > |μκ1 | is similar as the case of
|h| < |μκM | and the proof for the case of |μκM | < |h| < |μκ1 |
is the same as the proof of Theorem 1.

APPENDIX C
PROOF OF PROPOSITION 1

The energy of the received signals y (6) under H0 and H1

can be calculated as

Ex,ω{�y�2
2;H0} = |h|2Ex{xHx} + Nσ2

0

= N(|h|2Ps + σ2
0), (70)

and

Ex,ω{�y�2
2;H1} = Ex{xHFHFx} + Nσ2

0

=
M�

m=1

�
Nm|μκm |2Ps + σ2

0

�
, (71)

where Ex{xHFHFx} = Pstrace(FFH). The energy differ-
ence (28) can be further derived as

δE =
��� M�

m=1

Nm|μκm |2 − N |h|2
���Ps. (72)

Our aim is to maximize the energy difference (28) of the
received signals between H0 and H1. Given the value of M ,
when |μK | ≥ |h|, the energy difference (72) can be simplified
as
�M

m=1 Nm|μκm |2Ps −N |h|2Ps. So we select the antennas
with the first M largest channel gain, i.e., B1 = {1, 2, . . . , M}.

Similarly, in the case of |h| > |μ1|, the energy differ-
ence (72) is reduced to N |h|2Ps −�M

m=1 Nm|μκm |2Ps and
the optimal backscatter antenna set contains the antennas with
the last M smallest channel gain, i.e., B2 = {K − M + 1,
K − M + 2, . . . , K}.

Finally, when |μK | < |h| < |μ1|, the energy difference (28)
will reach the maximum value in either B1 or B2 case.
Therefore, from the two cases, we choose the optimal one
that can maximize the energy difference (72).

APPENDIX D
PROOF OF COROLLARY 3

When |μK | > |h|, the energy difference δE (72) is bounded
as

δE =
M�

m=1

Nm|μκm |2Ps − N |h|2Ps

≤ N |μκ1 |2Ps − N |h|2Ps ≤ N(|μ1|2 − |h|2)Ps. (73)

So the maximal energy difference is obtained when we choose
only one antenna with the largest channel modulus |μ1|.

Similarly when |h| > |μ1|, we have

δE = N |h|2Ps −
M�

m=1

Nm|μκm |2Ps

≤ N |h|2Ps − N |μκM |2Ps ≤ N(|h|2 − |μK |2)Ps. (74)

As a result, to maximize the energy difference, we design
M = 1 and choose the antenna with the smallest channel
modulus |μK |.

APPENDIX E
PROOF OF THEOREM 3

From (17), it can be readily checked that

�yu�2
2

|μκ1 |2Ps + σ2
0

< yH
u C−1

u1 yu <
�yu�2

2

|μκm̃ |2Ps + σ2
0

, (75)

and

�yd�2
2

|μκm̃+1 |2Ps + σ2
0

< yH
d C−1

d1 yd <
�yd�2

2

|μκM |2Ps + σ2
0

. (76)
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Then the statistic TFD1 =
NdyH

u C−1
u1 yu

NuyH
d C−1

d1 yd

(43) is bounded as

ηFD
lb TFD < TFD1 < ηFD

ub TFD. (77)

The lower bound PFD
D,lb of the detection probability is

obtained as

PFD
D = Pr{TFD < γFD

l ;H1} + Pr{TFD > γFD
r ;H1}

> Pr
�TFD1

ηFD
lb

< γFD
l ;H1

�
+ Pr

�TFD1

ηFD
ub

> γFD
r ;H1

�
,

(78)

and the upper bound PFD
D,ub is given by

PFD
D < Pr

�TFD1

ηFD
ub

< γFD
l ;H1

�
+ Pr

�TFD1

ηFD
lb

> γFD
r ;H1

�
.

(79)

Since TFD1 (43) is an F RV with degrees of freedom 2Nu and
2Nd under H1, the lower bound (47) and upper bound (47)
are obtained after some straightforward computation.

APPENDIX F
PROOF OF THEOREM 4

Given the CSI μκm , we reorganize the received signals
y into two parts, yu and yd, which are from the selected
antennas with first largest m̃ channel modulus and last smallest
M−m̃ channel modulus, separately. Then the sample variance
of yu is always larger than the sample variance yd. As a result,
the decision rule (39) is translated into one-sided test (47).

Accordingly, the false alarm probability can be given by

PFD
FA = Pr{TFD > γFD;H0} = Pr

�
TFD0 >

Nd

Nu
γFD;H0

�
= QF (2Nu,2Nd)

�
Nd

Nu
γFD

�
, (80)

which can directly produce the detection threshold (48).
From (77), the bounds of the detection probability

PFD
D = Pr{TFD > γFD;H1} can be derived as

Pr
�TFD1

ηFD
ub

> γFD;H1

�
< PFD

D < Pr
�TFD1

ηFD
lb

> γFD;H1

�
.

(81)

Similar as the proof of Theorem 3, the lower bound (49)
and upper bound (50) are obtained after some straightforward
computation.

APPENDIX G
PROOF OF COROLLARY 6

The average power of the first part of received signals
yu (54) is bounded as

Exu,ωu{�yu�2
2} =

m̃�
m=1

Nm

�|μκm |2Ps + σ2
0

�

≤
m̃�

m=1

Nm

�|μκ1 |2Ps + σ2
0

�

≤
m̃�

m=1

Nm

�|μ1|2Ps + σ2
0

�
. (82)

Similarly, from (55) we obtain

Exd,ωd
{�yd�2

2} =
M�

m=m̃+1

Nm

�|μκm |2Ps + σ2
0

�

≥
M�

m=m̃+1

Nm

�|μκM |2Ps + σ2
0

�

≥
M�

m=m̃+1

Nm

�|μK |2Ps + σ2
0

�
. (83)

Thus, to maximize the energy difference between
yu and yd, two antennas are to be selected, i.e., M = 2,
and the optimal backscatter antenna set is Bopt = {1, K}.
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