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Abstract—In an underlay (secondary) network, the receiver
nodes are subject to both primary and intra underlay inter-
ference. What are the characteristics of this interference when
considering the use of massive MIMO (Multiple Input Multiple
Output) systems with pilot contamination, path-loss-inversion
power control, receiver association policies, spatially random
nodes and propagation characteristics with power-law path loss
and Rayleigh fading? To answer this question, we derive the
average and the moment generating function (MGF) of the
aggregate interference and its average due to both primary and
underlay transmissions from nodes modeled as Poisson point
processes and analyze how the interference impacts the outage
performance of an underlay receiver. Our analysis considers all
of the above factors and both single antenna type and massive
MIMO base stations. We show that massive MIMO improves the
outage performance, and a higher path loss exponent reduces
the outage probability. This is in contrast to single antenna
systems where a higher path loss exponent increases the outage.
Furthermore, it is shown that the different node densities and
power thresholds significantly affect the outage performance.

I. INTRODUCTION

The aggregate interference on the receiver of a cognitive

(unlicensed) user (CU) is one of the most fundamental per-

formance limiting factors. The interference will reduce the

achievable data rate and reliability (e.g., increasing outage).

However, it is the direct result of allowing simultaneous

spectrum access for both primary users (PUs) and CUs. But

this is the fundamental premise of the underlay paradigm [3],

a candidate for future fifth generation (5G) wireless systems,

device-to-device (D2D) communications, sensor networks, and

cognitive femtocells in heterogeneous networks [4]–[6]. Since

cognitive radio (CR) underlay networks operate on an interfer-

ence tolerant basis [4], [7], mitigating the interference on PU

nodes via exclusion regions around PU receivers [8], max-

imum underlay transmit power thresholds, and interference

temperature based channel access is the primary research focus

of many works. In contrast, the aggregate interference on a CU

receiver from PU and other CU transmissions has not been

analyzed in detail.

This aggregate interference on a CU receiver constitutes

two main parts (i) PU-to-CU interference and (ii) CU-to-CU

interference. Both these interference terms depend on how

transmitting nodes control their power, their receiver associ-

ation policies, and their random locations. The interference
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depends on both large-scale and small-scale fading as well.

Can this interference on a CU receiver be controlled by using

spatial degrees of freedom? To this end, massive multiple

input multiple output (MIMO) systems, with extremely large

antenna arrays, provide exciting prospects [9]. For instance,

the integration of CR and massive MIMO cancels interference

via the use of excessive spatial degrees of freedom, provides

simultaneous service to a large number of users, increases

spectral and energy efficiencies, and negates the effects of

small scale fading and noise [4]. However, the successful inte-

gration faces technical challenges. The fundamental challenge

of massive MIMO is the need for extensive channel state

information (CSI) for the different transmitter-receiver links.

In a time domain duplexing (TDD) set-up, channel reciprocity

is exploited, and the CSI is commonly obtained via periodic

uplink pilot transmissions. However, the length of the pilots

are practically constrained by the channel coherence time1

and the acceptable pilot overhead2. Therefore, the number

of orthogonal pilots are limited, and pilot reuse by different

base stations in both primary and CU networks leads to pilot

contamination which generates focused interference to the

links using the same pilot sequence. Pilot contamination is

a fundamental bottleneck in massive MIMO systems, which

limits the potential spectral and throughput gains [9]. Overall,

all these factors and in turn the aggregate interference tightly

depends on spatial randomness of the nodes, which must

be modeled via stochastic geometry tools. Thus, statistical

characterization of the aggregate interference on a CU receiver

using stochastic geometry approaches is the focus of this

paper.

A. Problem statement and Contribution

In this paper, we derive the statistics of the aggregate

interference on a CU receiver node due to both PU and CU

transmissions, and investigate its impact on the performance.

We will incorporate pilot contamination (when base stations

employ massive MIMO), spatial randomness of nodes, power

control and receiver association procedures, and channel im-

perfections.

Our study is motivated by a number of questions. While

interference issues in underlay CR networks have been exten-

sively investigated, for analytical tractability, it is not uncom-

1This is the time period in which the channel response can be assumed
to be constant. For standards like LTE and UMTS, this is practically in the
range of 1-2 ms [10].

2The proportion of symbols within the coherence time used for pilot
transmissions is an overhead because it does not lead to any effective data
transfer.
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mon to ignore power control and receiver association schemes,

and omitting spatial randomness [11]–[15]. How do these as-

sumptions affect of the overall interference levels? Moreover,

how do we characterize the aggregate interference when there

are massive MIMO enabled base stations with power control

techniques? Furthermore, how do we incorporate a network

of PU and CU nodes where the locations and numbers of

transmitter/receiver nodes are random without restricting the

system model to a single PU transmitter receiver pair or a

single cell with one massive MIMO enabled base station?

To further investigate such questions, in this paper, we begin

by representing PU nodes (transmitters and receivers) with two

independent homogeneous Poisson point processes in R
2 (Fig.

1). We will consider two models for the underlay system:

1) a Matern cluster process with the underlay base stations

representing the cluster heads distributed as a homogeneous

Poisson point process, and 2) underlay base stations and re-

ceivers distributed in R2 as independent homogeneous Poisson

point process. However, the PU receiver nodes have exclusion

zones around them. When a CU transmitter falls within this

zone, it has to stay silent.

The base stations are either single antenna or equipped with

massive MIMO, with CSI being obtained via uplink pilots.

Log distance path loss and independent Rayleigh fading are

assumed for all channels. Furthermore path loss inversion

based power control is considered. While channel inversion

or feedback based power control schemes exist [16], they

are beyond the scope of this paper. PU receivers associate

with their closest base station. For the underlay system, we

consider three association schemes: 1) a transmitter initi-

ates a connection with the closest receiver, 2) a receiver

initiates an association with the closest transmitter, and 3)

the receiver associates with the base station at the cluster

head. We characterize the performance of an associated CU

receiver by deriving the moment generating function (MGF)

of the aggregate interference for the single antenna case, and

the MGF, mean, and variance of the normalized aggregate

interference for the massive MIMO case along with the outage

probability.

B. Prior research

Extensive interference characterization and modelling of

underlay networks includes developing analytical results based

on the MGF, moments, cumulants, outage, and coverage. For

instance, [17] develops interference models considering power

control, contention control, and hybrid power-contention con-

trol schemes. The success probability, spatial average rate, and

area spectral efficiency are derived for cellular and underlay

D2D users under Rician fading [18], and it is shown that

these measures depend on user density, channel propagation

parameters, and spectrum occupancy ratios. The authors in

[18] further propose a centralized opportunistic access control

scheme as well as a mode selection mechanism to reduce

cross tier interference. An analytical framework to characterize

the area spectral efficiency of a large Poisson underlay CU

network is proposed in [19]. The authors highlight shaping

medium access and transmit power as available degrees of

Name PDF

Lin(α) f(x) = 2x

α2 , 0 < x < α

Ral(α) f(x) = 2αxe−αx2
, 0 < x < ∞

TRal(α, β) f(x) = 2αxe−αx2

1−e−αβ2 , 0 < x < β

TABLE I: List of commonly used PDFs.

freedom in designing the CU network, and shows that an area

spectral efficiency wall exists. Furthermore, [20] proposes an

adaptive power control scheme for CU systems in a Rayleigh

fading channel which maximizes the output signal to noise

ratio (SNR) and the interference, and shows that this scheme

can achieve up to a 3 dB SNR gain. Reference [21] proposes

a limited feedback based underlay spectrum sharing scheme

for Poisson cognitive networks, with the benefit that the

secondary area spectral efficiency increases with the secondary

outage constraint. Moreover, interference on a PU receiver is

characterized [22] by considering constraints on a secondary

(underlay) transmitter from both primary and secondary sys-

tems.

The integration of massive MIMO and underlay CR is an

emerging research area. Thus, interference issues in randomly

deployed massive MIMO base stations are investigated in

[11], [23]–[27]. For example, the interference from massive

MIMO enabled cellular networks to D2D networks is studied

in [26] under perfect and imperfect CSI at the receivers. With

perfect CSI, it is observed that underlay contamination arises

in addition to pilot contamination. The trade-offs between

the average sum rate and energy efficiency is studied in

[27], and in order for these parameters to improve from

the high number of antennas, the number of cellular users

should be a function of the number of base station antennas.

Moreover, in order for massive MIMO and underlay D2D to

coexist, the density of D2D users must be low. Reference [25]

derives closed-form expressions for the base station density

bounded by the maximum outage probability and concludes

that the base station density must be below a certain bound

to fulfill coverage requirements, while [11] obtains signal-to-

interference-ratio expressions for both uplink and downlink

under orthogonal and non-orthogonal pilot sequences and

shows that the downlink signal to interference ratio is limited

by the inverse of the total pilot correlation. Furthermore, the

uplink of a wireless network using linear minimum mean

square error spatial processing is analyzed in [23], and the

distribution of the spectral efficiency in the interference limited

regime is derived. Moreover, [24] analyzes the coverage proba-

bility and area spectral efficiency for a heterogeneous network

showing that significant throughput gains can be achieved by

interference nulling and co-ordination among the tiers.

Notations: Γ(x, a) =
∫∞
a

tx−1e−tdt and Γ(x) = Γ(x, 0)
[28]. Pr[A] is the probability of event A, fX(·) is the

probability density function (PDF), FX(·) is the cumulative

distribution function (CDF), MX(·) is the MGF, and EX [·]
denotes the expectation over random variable X . Furthermore,

notations for commonly used PDFs are summarized in Table

I while notations for frequently used symbols are depicted in

Table II.
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Name PDF

Φp,t PPP of PU transmitters

λp,t PU transmitter density

Φp,r PPP of PU receivers

λp,r PU receiver density

RG Guard region radius

Φu,t PPP of CU transmitters

λu,t CU transmitter density

Φu,r PPP of CU receivers

λu,r CU receiver density

dl Cluster diameter

g(r) Channel power gain due to path
loss at distance r

α Path loss exponent

κ Ratio between PU and CU trans-
mitter antennas

P∗, ∗ ∈ {u, p, {p, u}, {p, p}} Receiver sensitivity of CU re-
ceivers, PU receivers, and CU and
PU pilots

λ̄u,t Density of active CU transmitters

λ̄p,t Density of active PU transmitters

η Probability of a PU transmitter us-
ing the a-th pilot

θ Probability of a CU transmitter us-
ing the a-th pilot

θ̃ Probability of a CU transmitter not
being within a guard region

q Number of orthogonal pilots

D Maximum allowable transmission
distance

σ2 Noise variance

T Threshold SINR required for detec-
tion

Ip Interference from PUs

Iu Interference from CUs

TABLE II: List of commonly used symbols.

II. SYSTEM MODEL AND ASSUMPTIONS

A. Spatial Model

This section describes the spatial distribution of primary and

underlay nodes.

1) Primary Network: A single class of PU transmitters

(base stations) distributed randomly in R2 is considered.

Although node locations in actuality are not purely random

(e.g. base station locations are planned), a point process

can accurately approximate even planned node placements

while providing analytical tractability [29], [30]. The Poisson

point process model has thus been extensively used to model

base station locations [17], [31]–[33] for cognitive, D2D, and

heterogeneous networks. Thus, to develop a general analysis

and to avoid special cases, we assume homogeneous Poisson

point processes for both PU transmitters and receivers.

Let the PU transmitters be distributed as a stationary homo-

geneous Poisson point process Φp,t with intensity λp,t > 0.

Due to the homogeneity of Φp,t, λp,t is a constant over all

R
2. The number of PU transmitters within any closed area B

follows the Poisson distribution with [34]

Pr[N(B) = n] =
(λp,tB)n

n!
e−λp,tB. (1)

The PU receivers are also modeled similarly and denoted

by Φp,r with spatial intensity λp,r > 0. Φp,r and Φp,t are

considered to be independent, stationary, and motion invariant.

Moreover, the PU receiver locations are independent of PU

transmitters.

One significant aspect of underlay networks is the guard

(exclusion) region [15], [33]. This physical region around

either the PU transmitters or the PU receivers precludes

CU transmissions. It therefore helps to ensure that the PU

interference is controlled. CUs may learn its existence through

a centralized process where dynamic location information is

made available through the network itself, or via a distributed

mechanism where each CU senses the spectrum for pilot

signals transmitted from the PU receivers [15]. Both these

processes lead to CUs maintaining a silence within guard

regions. Therefore, we will assume that a guard region exists

around each PU receiver having a constant radius of RG, and

that the CUs perfectly know it.
2) Underlay Network: For this, we will consider two sepa-

rate configurations. For both configurations, it is assumed that

the CU devices are spatially independent from the primary

transmitters and receivers.

• Cluster model:

In this configuration, we will model this network as a

Matern cluster process [35]–[37]. This model consists

of multiple node clusters centered around underlay base

stations [36]. The Matern Cluster process is formally

defined as follows [37]. Let Φu,t = {a1, a2, a3...} be a

homogeneous Poisson point process representing cluster

centers with intensity λu,t > 0, and Bi is a set of

Poisson point processes conditional on Φu,t centred on

ai (∀i) where each Bi is independent of each other and

stationary. The resulting cluster process Φu,r = ∪iBi is

a Matern cluster process if Bi is uniformly distributed

within a ball b(ai, dl) with density λu,r centred at ai
and having a radius dl

2 . The cluster centers correspond to

base stations while the daughter processes correspond to

the receivers. The cluster radii, admission of receivers,

and scheduling within the clusters are dependent on

the specific network parameters. A wireless local area

network or a nano/pico cell base station are examples

where clustering could occur [37] for the CU network.

• Voronoi model:

Here, the CU base stations and receivers are distributed

randomly in R2 as two independent and stationary ho-

mogeneous Poisson point processes Φu,t and Φu,r with

spatial densities λu,t and λu,r. Although the assump-

tion of transmitter-only and receiver-only devices holds

true for primary networks, underlay networks can have

devices which may switch from being a transmitter to

a receiver and vice versa. The voronoi model is useful

for analyzing wireless ad-hoc networks and dual macro-

micro cell networks. Moreover, this model is also useful

whenever a set of wireless local area and pico cell base

stations belonging to the same network cover a particular

area.

B. Signal model

Universal frequency reuse is assumed within the primary

network. All channel power gains are independent and identi-

cally distributed and are independent of the underlying point
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processes. While the path loss is power-law, small scale fading

is modelled as Rayleigh. The channel power gain |h|2 is

thus distributed as f|h|2(x) = e−x, 0 < x < ∞. From

the simplified path loss model [38], the received power PR

at a distance r from the transmitter is PR = Pg(r) with

g(r) = r−α, where P is the transmit power level and α is the

path loss exponent. Practically, α can range from around 2−6,

and the special case of α = 2 occurs when the propagation is

through free space [39]. However, α values slightly less than 2
may occur in tunnels due to the wave guide effect. But, having

g(r) = r−α creates analytical complications when r < 1.

Thus, for tractability, we will also use g(r) = min(1, r−α)
[40] where necessary. Since spatial densities are small, the

probability of having a device within 1m is negligible, and

both forms of g(r) will yield the same results.

1) Multiple antenna case: Both CU and PU receivers

are single antenna devices while PU transmitters and CU

transmitters have M and N antennas respectively, which are

constant. M and N have the relationship M = κN . M and N
are assumed to be large enough to serve all associated users.

A time division duplex (TDD) scheme is assumed for both

primary and underlay networks [11].

Both primary and CU networks utilize pilots in the uplink

channel to estimate CSI for the downlink. The pilots are of

length L, and are mutually orthogonal. That is, pilot sequences

satisfy x∗
axb = 0 whenever a 6= b, where xa, xb ∈ CL×1

are pilot sequences. We assume a set of q orthogonal pilots,

which is used by all base stations; both primary and underlay

[11]. We assume that the training phase for all base stations

occur simultaneously regardless of whether they are part of the

primary or underlay network [11]. These assumptions lead to

the maximum level of pilot contamination. Furthermore, the

channel gains are static between the training phase and the

downlink data transmission phase.

C. Power control and transmitter-receiver association

Both primary and CU transmitters employ path loss inver-

sion based power control to ensure a fixed average power3

at their receivers [17]. Note however that the instantaneous

received power fluctuates due to small scale fading. Thus,

the transmit power PT becomes PT = P∗rα, where r is

the transmitter-receiver distance, α is the path loss exponent,

and ∗ ∈ {u, p, {p, u}, {p, p}} denote underlay, primary, un-

derlay pilots, and primary pilots. This form of power control

ensures that all receivers reach the same received power,

where receivers close to the transmitters are not at an unfair

advantage. Moreover, for the multiple antenna case, power

scaling is employed by the primary and underlay base stations

where the downlink transmitted signal is scaled by 1√
M

and
1√
N

respectively to compensate for the number of transmitter

antennas. While normalizing the precoding vector can also be

implemented [41], [42], to provide more realistic results, we

defer this for future work.

In the primary network, the PU receiver associates with

the closest PU transmitter (base station). Such association

3This power level can either be the receiver sensitivity or the receiver
sensitivity plus an appropriate fade margin.

provides the best average received power. With this scheme,

the PU transmitters form Voronoi cells4 (shown in Fig. 1), and

associate with intra-cell receivers. However, within a time-

frequency block, there can only be one receiver associated

with the transmitter. Other receivers who initiate transmission

would be assigned separate resource blocks if available. We

assume that there is always a receiver connected to the

transmitter within the resource block in question because the

PU transmitter density λp,t is considered to be significantly

lower than the PU receiver density λp,r. This assumption

provides the maximum level of interference.

For the underlay network, we consider several association

schemes. These are categorized according to the number of

antennas at a CU transmitter:

• Single antenna case

Here, we consider 2 different association policies for the

Voronoi model: 1) the receiver initiates communication

and selects the closest available transmitter, and 2) the

transmitter initiates the communication and selects the

closest available receiver. These policies are valid for

networks such as ad-hoc and D2D networks (Case 1

corresponds with a typical cellular mobile or digital TV

user while case 2 corresponds with an ad-hoc or sensor

network). We assume that all available transmitters (with

a density of λ̄u,t) are associated with receivers, and

occurrences of multiple transmitters associating with a

single receiver are permissible. For both aforementioned

schemes, the selection of transmitters and receivers only

occurs whenever they are within a distance of D from the

initiating receiver or transmitter. The maximum allowable

distance D ensures that the transmit power level would

not increase beyond the maximum possible power level,

and is analogous to having a maximum cut-off power

level.

For the cluster model, the receivers associate with their

cluster head (parent node).

• Multiple antenna case

Underlay association schemes for the multiple antenna

case are as follows. With a cluster model, the associated

base station is the cluster head, while with a Voronoi

model, the receivers associate with the closest base station

similar to the association policy of the primary network.

In a scenario where the transmitter has a large number

of antennas, it is a fully fledged base station, and not

part of an ad-hoc network. Therefore, situations where

transmitters initiate the communication procedure in the

downlink are rare, and transmitters would have sufficient

power which makes the maximum allowable distance

irrelevant.
III. OUTAGE ANALYSIS FOR THE SINGLE ANTENNA CASE

Within this section, we derive the outage probability of an

active CU receiver along with the MGF of the interference.

We assume that the receiver is associated with a transmitter

successfully.

4A voronoi tessellation divides an area of R2 into different regions
depending on the distance to a specific set of nodes. For each node, its
corresponding voronoi cell consists of points which are closer to it than to
any other node



5

Let r be the distance between the CU receiver and the

associated transmitter. The received power PR may be written

as PR = Pur
αr−α|h|2 = Pu|h|2. Thus, given that an

association has occurred, neither the association policy for

the underlay network nor r play any role in the received

power. However, other CU and all PU transmissions generate

interference. Let Ip, Iu, and σ2 be the interference from

the primary and underlay networks, and the noise variance

respectively. The signal to interference and noise ratio (SINR)

at the CU receiver (γ) is written as γ = Pu|h|2
Ip+Iu+σ2 . The CDF

of the SINR (Fγ(x)) can be written as

Fγ(x) = 1− e(−
xσ2

Pu
)MIp

(

x

Pu

)

MIu

(

x

Pu

)

. (2)

Substituting the required SINR threshold (T ) instead of x gives

us the outage probability. However, in order to evaluate this,

the MGFs of Ip and Iu are needed, which will be derived next.

The MGF can also be used to calculate additional statistics of

the interference such as thoughput and bit error rate [43]–[45].

A. Interference from the primary network

The primary interference on the CU receiver can be written

as Ip =
∑

i∈Φp,t
Ip,i, where Ip,i is the interference from the

i-th PU transmitter. We can write Ip,i as Ip,i = PP |h|2r−α
p ,

where PP is the transmit power of a PU transmitter and rp
is its distance to the CU receiver in question. Without the

loss of generality, we consider this CU receiver to be at the

origin. A useful trick is mapping the intensity function from 2-

D to 1-D to provide better mathematical tractability. Therefore,

using the Mapping Theorem [46], the 1-D intensity of the

PU transmitters with respect to the CU receiver (λ̃p,t) can be

written as λ̃p,t = 2πλp,trp.

The MGF of Ip is defined as MIp(s) = E[e−sIp ]. By the

Campbell’s theorem [46], MIp(s) is written as

MIp(s) = e

(

∫

∞
0

E

[

e
−sPP |h|2r−α

p −1

]

2πλp,trpdrp

)

, (3)

where the expectation is with respect to |h|2 and PP . The

evaluation of (3) requires the distribution of PP . However, due

to the distance dependent power control, PP = Ppr
α
p,tx, where

the distance between a PU transmitter, and the associated

receiver is rp,tx. Thus, the problem is to find the distribution

of rp,tx.

However, finding the exact distribution of rp,tx is difficult,

and thus we will approximate it. We assume that rp,tx is

independent from the distances to other PU transmitters. How-

ever, as the PU network forms voronoi cells and because each

voronoi cell has only a single PU transmitter as its nucleus,

coupling is introduced between the cells [47]. As such rp,tx
is correlated with corresponding transmitter-receiver distances

within other voronoi cells. Furthermore, the probability that

there are no receivers associated with a given transmitter

is greater than zero. However, this probability is negligible

when the primary receiver density is much larger than the

primary transmitter density (λp,r >> λp,t), which is the case

in practice.

Thus, using the distribution of the nearest node from a

point within a PPP [48], the distance rp,tx is approximately

distributed with the PDF frp,tx(x) = 2πλp,txe
−πλp,tx

2

which

is given by Ral(πλp,t) (see Appendix I for proof). To verify

the accuracy of this PDF, Fig. 2 compares the theoretical

CDF of rp,tx with simulated CDFs for two different PU

transmitter densities (λp,t). It is seen that the discrepancy

under λp,t = 1×10−5 is lower than that when λp,t = 1×10−6.

Moreover, it should be noted that more accurate results may

be obtained by introducing a scaling factor to the Rayleigh

distribution as was done in [47], [49].

Fig. 1: Primary network layout: blue circles = PU transmitters,

and green circles = PU receivers. The PU transmitters and

receivers are distributed as independent homogeneous Poisson

point processes. The receivers within each voronoi cell connect

to the corresponding transmitter. Note that underlay nodes are

not shown.

Coming back to the original objective of finding MIp(s),
we can perform the expectation on (3) with respect to |h|2

and obtain MIp(s) = e

(

∫

∞
0

E

[

1

1+sPprαp,txr
−α
p

−1

]

2πλp,trpdrp

)

,

where the remaining expectation is with respect to rp,tx. When

α > 2, changing the order of integration and averaging results

in

MIp(s)=e

(

− 2π2λp,t

α

(sPp)
2
α

sin( 2π
α )

E[r2p,tx]

)

=e

(

− 2π
α

(sPp)
2
α

sin( 2π
α )

)

. (4)

The mean interference E[Ip] is another important perfor-

mance measure. E[Ip] can be used to gauge the severity of

interference affecting a particular device. Furthermore, E[Ip]
is also vital when approximating the interference to another

well-known distribution, or when simplifying the interference

component when calculating an approximation for the outage.

From the Campbell’s theorem [46], we can write

E[Ip] =

∫ ∞

0

E|h|2,rp,tx
[

Pp|h|2rαp,txr−α
p

]

2πλp,trpdrp. (5)

The integration in (5) does not necessarily converge because

the simplified path loss model does not hold when rp < 1,

and thus we take g(r) = min(1, r−α) as illustrated in Section

II B. Moreover, in practical channels α > 2. Using these facts

and breaking the integration in (5) into two separate parts, we

obtain E[Ip] in closed-form as

E[Ip] = 2Pp

Γ(α2 + 1)

(πλp,t)
α
2 −1

(

1

α− 2
+

1

2

)

. (6)

It should be noted that 6 does not hold when α ≤ 2.
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Fig. 2: The theoretical and simulated CDF of rp,tx under

different PU transmitter and receiver densities.

B. Interference form the underlay network

In addition to the interference from the primary network,

a given CU receiver will experience interference from other

unassociated CU transmitters. We will now consider this

interference Iu.

As mentioned in Section II, because CU nodes must not

transmit whenever they are within the guard region of a PU

receiver, the active CU transmitters actually form a Poisson

hole process [15], which is defined as follows. When ΦA and

ΦB are independent homogeneous PPPs, and ∀x ∈ ΦA, points

from ΦB are removed within a radius b from x, the remaining

points of ΦB form a Poisson hole process [15]. However,

the Poisson hole processes is not mathematically tractable,

and its probability generating functional is not known [15].

Instead, we can approximate the active CU transmitters as

an independently thinned PPP using the coloring theorem

[46]. If λ̄u,t is the density of the active CU transmitters, it

can be written as λ̄u,t = δλu,t, where δ is the probability

that any particular transmitter doesn’t fall within the guard

region of a PU receiver. Using the void probability, δ is

obtained as δ = e−πλp,rR
2
G , and λ̄u,t = λu,te

−πλp,rR
2
G .

However, recent research has established tight bounds for

the interference from Poisson hole processes which performs

better than the independent thinning approximation [50]. But,

the mathematical tractability is less.

We will now derive the MGF of Iu for the two different

system models for the underlay network.

1) voronoi model: When the voronoi model is considered

for the underlay network, we will consider two cases of asso-

ciation where : 1) the receiver selects the closest transmitter,

and 2) the transmitter initiates communication and selects

the closest receiver. The first scheme is more prevalent in

traditional mobile networks for the downlink and wireless

LAN while the second scheme is more suitable for ad-hoc

and sensor networks.

• Receiver selects the closest transmitter

In this scheme, a receiver selects the closest transmitter

to associate. Let the available CU transmitters be denoted

as the PPP Φ̄u,t. If the receiver is connected to the CU

transmitter z ∈ Φ̄u,t, the total interference from the un-

derlay network is written as Iu =
∑

i∈Φ̄u,t\z Iu,i, where

Iu,i is the interference from the i-th CU transmitter. Iu,i
is written as Iu,i = BPs|h|2r−α

s , where Ps is the transmit

power of a CU transmitter defined as Ps = Pur
α
u,tx and

ru,tx is the distance between a CU transmitter and the

associated receiver. rs is the distance from an interfering

CU transmitter to the CU receiver in question, and B is

a Bernoulli random variable taking on the value 1 when

ru,tx < D, and 0 otherwise.

Using the same technique used to obtain the distribution

of rp,tx, the distribution of ru,tx can be shown to have the

approximate PDF Ral(πλ̄u,t). Let β be the probability

that ru,tx < D. Then, β = 1− e−πλ̄u,tD
2

.

Using the Campbell’s theorem, we can write MIu(s) as

MIu(s)=e

(

∫∞
r

Eru,tx

[

1−β+ β

1+sPurα
u,tx

r
−α
s

−1

]

2πλ̄u,trsdrs

)

,(7)

where r(< D) is the distance between the receiver in

question and the associated transmitter. For any given

associated receiver, r is deterministic. A closed-form

solution for (7) is not apparent, and can be solved using

numerical techniques. A simplified equation for MIu(s)
obtained after some manipulations and a series expansion

when sPur
α
u,txr

−α
s < 1 as (8). This method works when

s << 1
Pu

, and this condition is satisfied for practical

system parameters. Furthermore, the mean interference

E[Iu] can be derived as (9).

For the special case when we do not take r to be

deterministic, we need the distribution of r. It is obtained

by conditioning the distance distribution from any CU

receiver to its active closest CU transmitter (given as

Ral(πλ̄u,t)) by the condition that the maximum allow-

able distance is D (the distance from any CU receiver

to its active closest CU transmitter should not exceed D,

and this event occurs with a probability of 1−e−πλ̄u,tD
2

).

As such, we can write fr(x) =
Ral(πλ̄u,t)

1−e−πλ̄u,tD
2 , which is

expressed for notational simplicity as TRal(πλ̄u,t, D).
Therefore, if (8) is written as MIu(s) = eW , MIu(s) for

non-deterministic r becomes MIu(s) = eEr[W]. However,

Er[W ] does not necessarily converge for k > 1. But,

when sPu << 1 and α < 4, the summation in (8) can be

accurately approximated by the first term. As such, the

MGF can be written as (10).

• Transmitter selects the closest receiver

Here, the association attempt is initiated by the CU trans-

mitter corresponding to a situation where those nodes are

the data generators. Within this scheme, an available CU

transmitter (∈ Φ̄u,t) selects the nearest CU receiver to

associate with.

Let the CU receiver for which performance is analyzed

be connected to the CU transmitter z ∈ Φ̄u,t. The total

interference from the underlay network is written similar

to the previous scheme as Iu =
∑

i∈Φ̄u,t\z Iu,i. Iu,i is

written as Iu,i = CPs|h|2r−α
s , where Ps is the transmit

power of a CU transmitter defined as Ps = Pur
α
s,rx. rs,rx

is the distance between a CU transmitter and the closest



7MIu(s) =≈ e

(

2πλ̄u,t

∑∞
k=1

(−sPu)k

(αk−2)(πλ̄u,t)
αk
2

r2−αk(Γ(αk
2 +1)−Γ(αk

2 +1,πλ̄u,tD
2))

)

, sPu<<1 (8)

E[Iu]≈
(2πλ̄u,tPu

(α− 2)(πλ̄u,t)
α
2
r2−α

(

Γ
(α

2
+ 1
)

− Γ
(α

2
+ 1, πλ̄u,tD

2
))

, sPu<<1 (9)

MIu(s)≈e

(

−2sPu

(α−2)(1−e
−πλ̄u,tD

2
)
(Γ(α

2 +1)−Γ(α
2 +1,πλ̄u,tD

2))(Γ(2−α
2 )−Γ(2−α

2 ,πλ̄u,tD
2))
)

, sPu<<1, α<4 (10)

receiver and C is a Bernoulli random variable taking on

the value 1 when rs,rx < D, and 0 otherwise. Using

the void probability of a PPP [46], the distance rs,rx
can be shown to have the PDF Ral(πλs,r). Let ζ be the

probability that rs,rx < D. Then, ζ = 1− e−πλs,rD
2

.

Unlike the previous scheme, a complication arises when

evaluating the MGF of Iu. Although a transmitter selects

its closest receiver node, from the point of the CU

receiver for which performance is evaluated, transmitter

z is not the closest transmitter in general. As such, we

will approximate Iu as Iu ≈
∑

i∈Φ̄u,t
Iu,i. In effect, our

approximation gives an upper bound on the interference

and thus the outage.

With the Campbell’s theorem, the MGF of the interfer-

ence from underlay nodes MIu(s) is written as MIu(s) ≈

e

(

∫∞
0

Ers,rx

[

1−ζ+ ζ

1+sPurαs,rxr
−α
s

−1

]

2πλ̄u,trsdrs

)

. When

α > 2, the MGF becomes

MIu(s)≈e

(

− 2πλ̄u,te
−πλs,rD2

αλs,r

(sPu)
2
α

sin( 2π
α )

(

eπλs,rD2−πλs,rD
2−1
)

)

.(11)

The mean interference E[Iu] does not converge while

using the simplified path loss model, and thus we will use

g(rs) = min(1, r−α
s ). Using this, E[Iu] can be obtained

as

E[Iu]=
παλ̄u,tPu

(α− 2)(πλs,r)
α
2

(

Γ
(α

2
+1
)

−Γ
(α

2
+1, πλs,rD

2
))

.(12)

2) Cluster model: Here, each CU receiver associates with

its cluster head. We assume that all cluster heads (CU transmit-

ters) outside the guard regions of PU receivers are available for

association, and thus potentially active (with a density of λ̄u,t).

If this assumption is not true, our analysis yields a worst-case

performance benchmark. Let these available CU transmitters

be denoted by the Poisson point process Φ̄u,t, and the particu-

lar receiver node whose performance is analyzed is connected

with the z-th cluster head where z ∈ Φ̄u,t. The interference

from CU transmitters Iu is written as Iu =
∑

i∈Φ̄u,t\z Iu,i,
where the interference from the i-th CU transmitter is given

by Iu,i = Ps|h|2r−α
sc . Ps is the transmit power of a CU

transmitter, and rsc and |h|2 are the distance and channel

power gain between an underlay cluster head, and the CU

receiver whose performance is analyzed. The transmit power

of the CU transmitter is given by Ps = Pur
α
c,tx, where rc,tx is

the distance between the i-th CU transmitter and its associated

receiver. Due to the CU receivers within a cluster forming

a homogeneous PPP, they are uniformly distributed spatially.

Therefore, the CDF of rc,tx can be obtained by considering

the number of nodes within a distance x from the i-th CU

transmitter as [51]

Frc,tx(x) =
x2

(

dl

2

)2 , 0 < x <
dl
2
. (13)

Thus, the PDF of rc,tx is simply obtained by differentiating

(13), and is expressed as frc,tx(x) = 2x
(dl2)

2 , 0 < x < dl

2 ,

which is Lin(dl

2 ).
Even though all CU transmitters outside guard regions

should be active, if a CU receiver requiring association does

not exist, the given CU transmitter remains inactive. Let ρ be

the probability that the cluster head is actually associated with

a receiver. Thus ρ is the probability that at least a single CU re-

ceiver exists within the cluster given by ρ = 1−e−πλu,r
(

dl

2

)2
.

By using independent thinning [46], the density of active

CU transmitters is obtained as ρλ̄u,t. Moreover, for a given

receiver, its cluster head may or may not be the closest

transmitter, which is especially true for the receivers towards

the cluster’s edge. This is because different clusters may

spatially overlap. Now, using Slivnyak’s theorem [11], [40],

the interfering underlay base stations may be approximated as

a homogeneous PPP.

Therefore, using the Campbell’s theorem, MIu(s) can be

written as

MIu(s)=e

(

∫

∞
0

Erc,tx

[

1

1+sPurα
c,tx

r
−α
sc

−1

]

2πρλ̄u,trscdrsc

)

. (14)

When α > 2, we obtain a closed form expression for MIu(s)
as

MIu(s)=e

(

− 2π2ρλ̄u,t
α

(sPu)
2
α

sin( 2π
α )

E[r2c,tx]

)

=e



−π2ρλ̄u,t
α

(sPu)
2
α

(

dl
2

)2

sin( 2π
α )





. (15)

Using g(r) = min(1, r−α
sc ), we find the mean interference

E[Iu] to be

E[Iu] =

∫ ∞

0

E|h|2,rc,tx [Pu|h|2rαc,txr−α
sc ]2πρλ̄u,trscdrsc

=
2πρPuλ̄u,tα

(

dl

2

)2

(α− 2)(α+ 2)
. (16)

IV. OUTAGE ANALYSIS WITH MASSIVE MIMO ENABLED

BASE STATIONS

A. Channel estimation

Both primary and underlay base stations estimate the down-

link channel, via an initial uplink training phase. During

which, the PU and CU receivers transmit pilot sequences to

their serving base stations.

1) Primary system: We now consider the set of pilot signals

using the a-th (a ∈ {1, ...q}) pilot sequence arriving at

a primary base station. However, only a subsection of the

primary and underlay base stations will use the a-th pilot

sequence. As such, those active primary and underlay base

stations are denoted by Φ̄p,t and Φ̄u,t respectively. Let φpr,la

and φur,wa respectively be the PU receiver using the a-th pilot

sequence connected to φ̄p,t,l and the CU receiver using the a-

th pilot sequence connected to φ̄u,t,w, where φ̄p,t,l is the l-th
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PU transmitter ∈ Φ̄p,t and φ̄u,t,w is the w-th CU transmitter

∈ Φ̄u,t.

The received signal yk at the k-th primary base station

(φ̄p,t,k ∈ Φ̄p,t) will be comprised of all pilot signals using

different pilot sequences from all associated PU receivers and

CU receivers. However, as orthogonal pilots are used, we

restrict our attention to the signals containing the a-th pilot

sequence without the loss of generality. Let ȳka denote the

received signal corresponding to the a-th pilot sequence. Then,

ȳk is written as

ȳka=

∞
∑

l=1

hklar
−α
2

kla b
T
a

√

Pp,pr
α
2

la+

∞
∑

w=1

hkwar
−α
2

kwab
T
a

√

Pp,ur
α
2
wa+wk,(17)

where hkla and rkla are the channel gain and distance between

φ̄p,t,k and φpr,la, hkwa and rkwa are the channel gain and

distance between φ̄p,t,k and φur,wa, rla is the distance between

φpr,la and φ̄p,t,l, rwa is the distance between φur,wa and

φ̄u,t,w, and wk is the received noise. The received signal

ȳka ∈ C
M×L, wk ∈ C

M×L, and hkla,hkwa ∈ C
M×1.

The objective of φ̄p,t,k is to estimate the channel gain

between it and φpr,ka, where φpr,ka ∈ Φp,r is the PU receiver

using the a-th pilot sequence associated with φ̄p,t,k. If this

channel gain is denoted as hkka, the estimated channel gain

ĥkka may be expressed as

ĥkka =
ȳkaba
√

Pp,p

= hkka+

∞
∑

l=1\k
hklar

−α
2

kla r
α
2

la+

∞
∑

w=1

hkwar
−α
2

kwa

√

Pp,u

Pp,p

r
α
2
wa+

wkba
√

Pp,p

.(18)

2) Underlay system: Within this subsection, we derive the

estimated channel gain between the z-th underlay base station

φ̄u,t,z ∈ Φ̄u,t and its associated CU receiver using the a-th

pilot sequence φur,za. If ȳza ∈ CN×L is the received signal

at φ̄u,t,z corresponding to the a-th pilot sequence,

ȳza =

∞
∑

l=1

hzlar
−α
2

zla b
T
a

√

Pp,pr
α
2

la

+

∞
∑

w=1

hzwar
−α
2

zwab
T
a

√

Pp,ur
α
2
wa +wz, (19)

where the notation is analogous to the previous subsection.

The estimated channel gain hzza is obtained in a similar way

to (18) as

ĥzza =
ȳzaba
√

Pp,u

=hzza+
∞
∑

w=1\z
hzwar

−α
2

zwar
α
2
wa+

∞
∑

l=1

hzlar
−α
2

zla

√

Pp,p

Pp,u

r
α
2

la+
wzba
√

Pp,u

.(20)

B. Downlink transmission

1) Interference from PU transmitters: A PU transmitter

will estimate the channel and then transmit the data symbols

to its associated receivers in the downlink. The downlink

transmissions to the receivers using the a-th pilot sequence

occurs simultaneously. That is, the base stations operate syn-

chronously. This assumption allows us to characterize the

maximum level of interference due to pilot contamination.

Each base station φ̄p,t,j ∈ Φ̄p,t uses a precoding scheme

where the transmit symbol to φpr,ja is precoded with the

estimated channel gain ĥjja. This process occurs for all as-

sociated receivers, and the summation of the precoded signals

are transmitted [11].

Our objective is to obtain the received signal at a typical CU

receiver utilizing the a-th pilot signal. Let φur,za denote this

node which is associated with the z-th underlay base station

φ̄u,t,z . The received interference from primary base stations at

φur,za is written as

Yza,p =

∞
∑

j=1

h
∗
jzar

−α
2

jzaxj , (21)

where h
∗
jza and r

−α
2

jza are the channel gain and path loss

between φ̄p,t,j and φur,za, and xj is the transmit symbol

by φ̄p,t,j . h∗
jza is the reciprocal of the channel gain between

φur,za and φ̄p,t,j because a TDD system is considered. The

transmitted symbol xj is expressed as

xj =

qj
∑

ν=1

ĥjjν

√

Pp

M
r

α
2

jjνdjν , (22)

where qj(< q) is the number of associated PU receivers of

φ̄p,t,j , ĥjjν and rjjν are the estimated uplink channel and

distance between φ̄p,t,j and φpr,jν , and djν is the data symbol

intended for φpr,jν . After scaling Yza,p with respect to
√
M ,

the received interference from primary base stations is written

as

Ỹza,p = lim
M→∞

Yza,p√
M

= lim
M→∞

1

M

∞
∑

j=1

h
∗
jzar

−α
2

jza

√

Pp

qj
∑

ν=1

r
α
2
jjνdjν ×



hjjν+

∞
∑

l=1\j
hjlνr

−α
2

jlν r
α
2

lν+

∞
∑

w=1

hjwνr
−α
2

jwν

√

Pp,u

Pp,p

r
α
2
wν+

wjbν
√

Pp,p



 .(23)

However, limM→∞
h

∗
jzahjlν

M
→ 0, ∀j, ν, l because independent

and identically distributed channel gains are considered for

different links, and limM→∞
h

∗
jzawjbν

M
→ 0, ∀j. Furthermore,

limM→∞
h

∗
jzahjwν

M
→ 1 whenever w = z, ν = a. Thus, Ỹza,p

can be expressed as

˜Yza,p =

∞
∑

j=1

√

PpPp,u

Pp,p

r−α
jzar

α
2
jjar

α
2
zadja. (24)

2) Downlink signal from CU transmitters: Similar to the

downlink transmission from primary base stations, each un-

derlay base station φ̄u,t,i ∈ Φ̄u,t precodes its symbol to φur,ia

with the estimated channel gain ĥiia. We will assume that

downlink transmissions from all CU transmitters occur at the

same time. The received signal from underlay base stations at

φur,za is thus written as

Yza,u =

∞
∑

i=1

h
∗
izar

−α
2

iza xi, (25)



9

where xi is defined by

xj =

qi
∑

ν=1

ĥiiν

√

Pu

N
r

α
2

iiνdiν . (26)

The number of associated CU receivers of φ̄u,t,i is denoted by

qi(< q). After scaling Yza,u with respect to
√
M , the signal

from the underlay base stations is written as

Ỹza,u = lim
M→∞

Yza,u√
M

= lim
N→∞

1√
κN

∞
∑

i=1

h
∗
izar

−α
2

iza

√

Pu

qi
∑

ν=1

r
α
2

iiνdiν ×


hiiν+

∞
∑

w=1\i
hiwνr

−α
2

iwνr
α
2
wν+

∞
∑

l=1

hilνr
−α
2

ilν

√

Pp,p

Pp,u

r
α
2

lν+
wibν
√

Pp,u





=

√
Pu√
κ

+

∞
∑

i=1\z

√
Pu√
κ
r−α
izar

α
2

iiar
α
2
zadia. (27)

The first term of (27) represents the desired signal to φur,za

while the second term represents the interference from CU

transmitters.

3) Interfering base station density: In the previous subsec-

tions, we expressed the interference to φur,za from primary

and CU transmitters using the a-th pilot sequence (namely

Φ̄p,t and Φ̄u,t). This subsection derives the densities of these

processes.

• Density of Φ̄p,t

We will first derive the density of density of Φ̄p,t denoted

as λ̄p,t. To this end, we approximate Φ̄p,t as a thinned

PPP [46] where the density λ̄p,t = ηλp,t. The factor η is

the probability that a particular base station uses the a-th

(a ∈ {1, ...q}) pilot sequence.

We will consider a typical primary base station φp,t,k ∈
Φp,t. The number of users associated with φp,t,k is a

random variable depending on the area of its Voronoi

cell (S). However, the exact distribution of the area of a

Voronoi cell is not known. Consequently, a two parameter

gamma empirical approximation [52] has been shown to

fit the exact size distribution. Thus, the normalized cell

size S̃ = S/S̄ is distributed as follows:

fS̃(y) ≈
βµ

Γ(µ)
yµ−1e−βy, 0 ≤ y < ∞, (28)

where µ = 3.61, β = 3.57, and S̄ is the average size of

a cell given by S̄ = 1
λp,t

.

Let ω1 be the number of associated users with φp,t,k.

When ω1 ≥ q, all the pilot sequences will be used

whereas when ω1 < q there exists a probability that the

a-th pilot sequence is not used by any user associated

with φp,t,k. Thus, we can write η as

η = Pr[ω1 ≥ q] + Pr[ω1 < q]
Eω1\ω1<q[ω1]

q

=ES

[ ∞
∑

n=q

(λp,rS)
n

n!
e−λp,rS+

1

q

q−1
∑

ω1=1

(λp,rS)
ω1

ω1 − 1!
e−λp,rS

]

.(29)

Substituting S = S̃S̄ and performing the expectation with

respect to (28) we obtain

η =
βµ

Γ(µ)

∞
∑

n=q

Γ(µ+ n)

n!(β +
λp,r

λp,t
)µ+n

(

λp,r

λp,t

)n

+
1

q

βµ

Γ(µ)

q−1
∑

ω1=1

Γ(µ+ ω1)

(ω1 − 1)!(β +
λp,r

λp,t
)µ+ω1

(

λp,r

λp,t

)ω1

.(30)

• Density of Φ̄u,t for the cluster model

We now derive the density of Φ̄u,t for the cluster model

denoted as λ̄u,t. Similar to before, Φ̄u,t can be obtained

by applying independent thinning on Φu,t. Therefore,

λ̄u,t = θλ̂u,t, and θ is the probability that a particular

underlay base station uses the a-th pilot sequence while

λ̂u,t is given by λ̂u,t = θ̃λu,t, where θ̃ is the probability

that a CU transmitter is not inside the guard region of a

PU receiver given by θ̃ = e−πλp,rR
2
G .

Let φu,t,z ∈ Φu,t be a typical active CU transmitter.

Although the cluster area of φu,t,z is fixed, the number of

receivers associated with it (ω2) is still a random variable.

We can thus write θ as

θ=Pr[ω2 > q] + Pr[ω2 < q]
Eω2\ω2<q[ω2]

q

=

∞
∑

n=q

(λu,r
πd2

l

4 )n

n!
e−λu,r

πd2
l

4

+
1

q

q−1
∑

ω2=1

(λu,r
πd2

l

4 )ω2

ω2 − 1!
e−λu,r

πd2
l

4 . (31)

• Density of Φ̄u,t for the voronoi model

The density of Φ̄u,t for the voronoi model (denoted as

λ̄u,t) is written similar to the cluster model as λ̄u,t =

θλ̂u,t, where λ̂u,t = θ̃λu,t and θ̃ = e−πλp,rR
2
G . However,

θ is analogous to η and is written as

θ=
βµ

Γ(µ)

∞
∑

n=q

Γ(µ+ n)

n!(β +
λu,r

λ̂u,t

)µ+n

(

λu,r

λ̂u,t

)n

+
1

q

βµ

Γ(µ)

q−1
∑

ω1=1

Γ(µ+ ω1)

(ω1 − 1)!(β +
λu,r

λ̂u,t

)µ+ω1

(

λu,r

λ̂u,t

)ω1

.(32)

C. Interference characterization

We now characterize the interference at φur,za and obtain

the outage probability. The aggregate interference scaled with

respect to
√
M (I) can be written as I = Ip+ Iu, where Ip =

∑∞
j=1

PpPp,u

Pp,p
r−2α
jza rαjjar

α
za and Iu =

∑∞
i=1\z

Pu

κ
r−2α
iza rαiiar

α
za.

Without the loss of generality, we assume that d2ja, d
2
ia = 1.

The SIR5 (γ) at φur,za is written as γ = Pu

κ(Ip+Iu)
, and the

outage probability is expressed as

PO = Pr[γ < T ] = Pr[I >
Pu

κT
], (33)

where T is the threshold SIR required at a CU receiver. In

order to evaluate PO , the distribution of I is required.

5Note that SIR is equal to the SINR (signal to interference and noise ratio)

because the noise power approaches zero when scaled by
√
M .
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To this end, we will first evaluate the MGF of I . However,

because Ip and Iu are independent, MI(s) becomes MI(s) =
E[e−sIp ]E[e−sIu ] = MIp(s)MIu(s). Using the Campbell’s

theorem [46], MIp is expressed as

MIp(s)=e

(

∫∞
0

E

[

e
−s

PpPp,u
Pp,p

r
−2α
jza

rαjjarαza−1

]

2πλ̄p,trjzadrjza

)

,(34)

where the expectation is with respect to rjja and rza. There-

fore, in order to evaluate (34), the distributions of rjja and

rza are needed.
1) Cluster model: The variable rjja can be interpreted as

the distance from a primary base station to any associated

receiver. However, the receiver can be located at any point

within the Voronoi cell of φ̄p,t,j . It has been shown in [53]

that rjja has the approximate PDF given by Ral(πλp,t).
However, it is worth emphasizing that this is not the exact PDF

due to correlations and dependence induced by the structure

of the Voronoi tessellation. On the contrary, rza which can

be interpreted as the distance between a cluster head and a

random daughter node in the cluster has an exact simple PDF

given by Lin(dl

2 ).
Using the PDFs for rza and rjja , and replacing rjza with

r for clarity, we can simplify (34) as

MIp(s)=e





∫

∞
0

Erjja,rza





∑∞
v=1

(

−s
PpPp,u
Pp,p

r−2αrαjjarαza

)v

v!



2πλ̄ptrdr





= e

(

∑∞
v=1

πλ̄pt

v!

(

−sPpPp,u

Pp,p

)v

(

αvdαv
l

Γ(αv
2

+1)

(αv−1)2αv−1(αv+2)(πλp,t)
αv
2

))

.(35)

From (35), it is possible to obtain the first and second order

statistics of Ip
6 as E[Ip] =

ηPpPp,uαd
α
l Γ(α

2 +1)

Pp,p(α−1)2α−1(α+2)(πλp,t)
α
2

−1 and

V ar[Ip] =
η(PpPp,u)

2αd2α
l Γ(α+1)

P 2
p,p(2α−1)22α−1(α+1)(πλp,t)α−1 .

We now focus our attention Iu. Using the Slivnyak’s theo-

rem [11], [40], the interfering underlay base stations (Φ̄u,t\z)

can be taken as forming a homogeneous PPP. Therefore, using

Campbell’s theorem [46], MIu(s) is written as

MIu(s) = e

(

∫

∞
0

E

[

e
−s

Pu
κ

r
−2α
iza

rαiiarαza−1

]

2πλ̄u,trizadriza

)

, (36)

where the expectation is with respect to riia and rza. However,

riia follows the distribution of rza as all clusters have similar

dimensions. Therefore, we can simplify (36) as

MIu(s) = e

(

∑∞
v=1

πλ̄u,tαv

v!(αv−1) (
−sPu

κ )v
(

dαv
l

2αv−1(αv+2)

)2)

. (37)

The expectation and variance of Iu are obtained from the mo-

ments of (37) as E[Iu] =
πλ̄u,tαPud

2α
l

κ(α−1)(2α−1(α+2))2 and V ar[Iu] =
πλ̄u,tαP

2
ud4α

l

κ2(2α−1)(22α(α+1))2 .

2) Voronoi model: We now derive the MGFs of Ip and Iu
under the voronoi model for the underlay nodes. Under this

model, the distributions of rza and riia are different. rza has

an approximate PDF obtained using similar arguments to rjja
which is given by Ral(πλ̂u,t). Now, we can simplify (34) as

MIp(s)=e

(

∑∞
v=1

πλ̄pt
v!

(

−sPpPp,u

Pp,p

)v

(

αv(Γ( αv
2

+1))2

(αv−1)(πλp,t)
αv
2 (πλ̂u,t)

αv
2

))

.(38)

6The singularities at α = 0.5, 1 are irrelevant as those values do not occur
in practical systems.

The mean and variance of Ip are obtained for the voronoi

model as E[Ip] =
ηPpPp,uα(Γ(

α
2 +1))2

Pp,p(α−1)(πλp,t)
α
2

−1(πλ̂u,t)
α
2

and V ar[Ip] =

2η(PpPp,u)
2α(Γ(α+1))2

P 2
p,p(2α−1)(πλp,t)α−1(πλ̂u,t)α

.

When deriving MIu(s), the distribution of riia is need.

However, this follows the same distribution as rza as both

involve CU receivers selecting the nearest CU transmitter.

Thus, this PDF is given by Ral(πλ̂u,t). With this, we can

simplify (36) as

MIu(s) = e

(

∑∞
v=1

πλ̄u,tαv

v!(αv−1) (
−sPu

κ )
v

(

Γ( αv
2

+1)

(πλ̂u,t)
αv
2

)2)

. (39)

Furthermore, the mean and variance of Iu are obtained as

E[Iu] =
θαPu(Γ(

α
2 +1))2

κ(α−1)(πλ̂u,t)α−1
and V ar[Iu] =

2θαP 2
u(Γ(α+1))2

κ2(2α−1)(πλ̂u,t)2α−1
.

Now, in order to evaluate (33), I will be approximated as

a gamma distribution using first and second order moment

matching [51]. The resulting gamma distribution has shape

and scale parameters of
(E[Iu]+E[Ip])

2

V ar[Iu]+V ar[Ip]
and

V ar[Iu]+V ar[Ip]
E[Iu]+E[Ip]

respectively. The outage probability of a CU receiver is finally

expressed as

PO=1−
1

Γ
(

(E[Iu]+E[Ip])2

V ar[Iu]+V ar[Ip]

)γ





(E[Iu] + E[Ip])
2

V ar[Iu]+V ar[Ip]
,

Pu

κT
V ar[Iu]+V ar[Ip]

E[Iu]+E[Ip]



 .

(40)

V. NUMERICAL RESULTS

This section provides numerical outage probability of a CU

receiver. We first investigate the single antenna case, followed

by the massive MIMO case.

A. Single antenna

For this case, we use the parameters λu,t = 1×10−5, λp,t =
1×10−5, r = 50, RG = 20, Pu = 1×10−8, and σ2 = 0 [16],

[33]. The noise variance is set to zero in order to highlight the

effect of interference. We will denote the underlay association

scheme where the transmitter selects the closest receiver as

Scheme 1, and the receiver selects the closest transmitter as

Scheme 2.

Fig. 3 plots the outage probability of a CU receiver with

respect to the required SINR threshold. Although the outage

probabilities differ significantly for different α when the

threshold (T ) is low, they converge to 1 as expected when T
increases. The outage increase for higher α occurs primarily

due to the power control procedures which require an inversion

of the path loss. Although the outage of Scheme 2 is higher,

the difference is not significant because the main source of

interference is the primary network.

The CU receiver outage is plotted vs. the required PU

receiver power level Pp in Fig. 4. The plots diverge for lower

Pp due to interference from the primary network playing a

less dominant role. The outage probabilities drop significantly

when the primary and CU receiver densities are increased. For

Scheme 1, this is due to the guard region surrounding each

PU receiver. For Scheme 2, in addition to this reason, the

distance from an interfering CU transmitter to its associated

receiver reduces; causing the transmit power to reduce, which

in turn reduces interference. Moreover, when the maximum
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allowable transmit distance D increases, the outage increases

because more associations (requiring higher transmit power)

are successful. It is also interesting to note that Scheme 1

shows a worse outage performance compared to Scheme 2

when D = 200 and λp,r = λs,r = 1× 10−3.

We now investigate the performance of the cluster model.

Fig. 5 plots the underlay outage with respect to the threshold

SINR level. The outage increases significantly when the path

loss exponent α increases. Moreover, the rate of outage

decrease vs. the threshold is inversely proportional to α.

Furthermore, for each value of α, increasing the cluster radius

dl further increases outage. This is due to higher transmit

power requirements for CU transmitters. When the threshold

increases, the effect of α decreases, and dl plays a bigger role.

For example, above −28 dB, having a cluster radius of 50 and

α = 4 provides a lower outage than a cluster radius of 500
and α = 3.

−50 −40 −30 −20 −10
10−3

10−2

10−1

100

T (dB)

P
O

Scheme 1, α = 3

Scheme 2, α = 3

Scheme 1, α = 4

Scheme 2, α = 4

Scheme 1, α = 6

Scheme 2, α = 6

Simulation

Fig. 3: Outage probability vs. the required SINR threshold T
under different path loss exponents α for the two underlay

association schemes. D = 100, Pp = 1 × 10−8, λp,r = 1 ×
10−4, and λs,r = 1× 10−4.

B. Massive MIMO

This provides numerical results on the outage probability

of a CU receiver for different system parameters with mas-

sive MIMO base stations. The parameter values are Pp,p =
−80 dBm, Pp,u = −80 dBm, Pu = −70 dBm, q = 64, T = 1,

RG = 20, and κ = 1 (we have used up towards 500 antennas)

unless stated otherwise [11], [33], [54], [55].

We first investigate the cluster model for underlay nodes.

As mentioned in Section II, the cluster model is useful for

sets of independent pico cells or wireless local area networks

underlayed within a cellular network or a terrestrial television

network. Fig. 6 plots the variation of the outage probability

PO with respect to the path loss exponent α. As α increases,

PO reduces for all values of Pp and dl. However, the rate

of decline varies slightly with α. Moreover, while having a

higher outage probability when other parameter values remain

−110 −100 −90 −80 −70 −60

10−6

10−5

10−4

10−3

10−2

Pc,p (dB)

P
O

Scheme 1, D = 100, λp,r = λs,r = 1 × 10-4

Scheme 2, D = 100, λp,r = λs,r = 1 × 10-4

Scheme 1, D = 200, λp,r = λs,r = 1 × 10-4

Scheme 2, D = 200, λp,r = λs,r = 1 × 10-4

Scheme 1, D = 100, λp,r = λs,r = 1 × 10-3

Scheme 2, D = 100, λp,r = λs,r = 1 × 10-3

Scheme 1, D = 200, λp,r = λs,r = 1 × 10-3

Scheme 2, D = 200, λp,r = λs,r = 1 × 10-3

Fig. 4: Outage probability vs. Pp under different λp,r, λs,r,

and D for the two underlay association schemes. α = 3, and

T = 0.0001.

−50 −40 −30 −20 −10
10−3

10−2

10−1

100

T (dB)

P
O

α = 3, dl = 50

α = 3, dl = 500

α = 4, dl = 50

α = 4, dl = 500

α = 6, dl = 50

α = 6, dl = 500

Fig. 5: Outage probability vs. the required SINR threshold T
under different path loss exponents α and cluster radii. Pp =
1× 10−8, λp,r = 1× 10−4, and λs,r = 1× 10−4.

the same, a higher dl also provides a greater outage variation

when Pp is varied.

In Fig. 7, the outage probability is plotted with respect

to the PU receiver density λp,r. The plot shows a complex

relationship without a clear trend. However, a higher cluster

radius dl always provides a higher outage. It is interesting

to note that at λp,r ≈ −25 dB, all curves roughly show a

similar outage. However, it should be noted that they do not

coincide at the same exact value. For very low PU receiver

densities, each set of values approach a steady state outage

without significant deviation when λp,r changes. However,

when λp,r is high, the curves under λp,t = 10−3 shows

a slight increase before decreasing while all other curves



12

show a sharp decrease. The total interference is due to the

sum of primary and underlay interference. When λp,r is

increased, two contradictory effects occur. First, as the area

under guard regions increase, there would be less underlay

transmitters, and thus less underlay interferers. Second, the

proportion of idle primary transmitters with which no receiver

is associated with decrease, and thus primary interference is

increased. However, for this second effect to be significant,

the primary interference should have played a significant role

in the first place. Therefore, it is not seen within the curves

with λp,t = 10−4 for which the underlay interference is the

main contributor to the outage. However, when the primary

transmitter density is sufficiently high (λp,t = 10−3), the

primary interference still imparts a considerable impact on the

outage, and thus the second effect initially occurs as seen with

the increased outage. However, the first effect predominates as

λp,r is increased further, and the outage drops.

We now move our attention to the voronoi model for the

CU network, which is useful when multiple pico or wireless

local area network base stations belonging to the same network

cover a particular geographical area. Fig. 8 plots the outage

vs. the path loss exponent. While increasing α reduces the

outage, the rate of decrease changes with α, and this in turn

depends on the specific Pp and Pu values. Furthermore, for

high Pu and low Pp values, the outage is significantly lower

at low α. Conversely, for low Pu and high Pp, the outage

is significantly higher due to the primary interference being

comparatively higher with respect to the desired signal power.

We can observe that when Pp = Pu, the outage does not

depend on the actual value of Pp or Pu.

Fig. 9 plots the outage with respect to the CU transmitter

density λu,t. For all values of λu,r, there exists a λu,t value

where the outage peaks. Moreover, increasing λp,t pushes the

location of the maxima to the right; making it occur at a higher

λu,t. The reason behind the outage peak is as follows. When

the CU transmitter density λu,t increases, the interference

increases initially as the number of concurrent transmissions

increase, and a rise in the outage occurs. However, when λu,t

increases further, the additional CU transmitters will not have

an associated receiver. Moreover, an increased λu,t means a

lower average cell size, and thus due to the path loss inversion

based power control, the transmit power of a CU transmitter

reduces. Therefore, even the interference from associated CU

transmitters would reduce. The outage peak is significant when

λu,r = 10−2 while it is insignificant for λu,r = 10−3. This

is because having a higher λu,r means that the additional

CU transmitters would be associated to a receiver, creating

interference. Conversely, when λu,r is lower, only a small

amount of the additional CU transmitters cause interference.

As such, the best way to reduce the outage peak is by having

a lower CU receiver density.

We now investigate the effect of the ratio between PU and

CU transmitter antennas κ on the outage in Fig. 10. When κ
is increased from 1 to 20, the change in outage is not very

significant. However, the trends of the change show significant

differences with respect to the PU and CU transmitter densi-

ties. While showing similar trends, λp,t = λu,t = 10−3 has a

lower outage than λp,t = λu,t = 10−4. Because the PU and

CU receiver densities are comparable at 10−3, the additional

transmitters do not get associated with a receiver. Furthermore,

the shrinking of cell size causes the transmit power to drop,

reducing interference.

2.5 3 3.5 4 4.5 5 5.5 6

10−3.8

10−3.6

10−3.4

10−3.2

10−3

α

P
O

dl = 50, Pp = -70dBm

dl = 50, Pp = -60dBm

dl = 50, Pp = -80dBm

dl = 100, Pp = -60dBm

dl = 100, Pp = -70dBm

dl = 100, Pp = -80dBm

dl = 100, Pp = -90dBm

Fig. 6: Outage probability vs. the path loss exponent (α) for

different values of dl and Pp for the cluster model. λp,t =
10−4, λu,t = 10−4, λp,r = 10−2, λu,r = 10−2.

−50 −40 −30 −20 −10
10−7
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10−5
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10−3

10−2

10−1

λp,r (dB)

P
O

λp,t = 10-4, λu,t = 10-4, dl = 50

λp,t = 10-4, λu,t = 10-4, dl = 100

λp,t = 10-3, λu,t = 10-4, dl = 50

λp,t = 10-3, λu,t = 10-4, dl = 100

λp,t = 10-4, λu,t = 10-3, dl = 50

λp,t = 10-4, λu,t = 10-3, dl = 100

Fig. 7: Outage probability vs. the PU receiver density (λp,r)

under different values of λp,t, λu,t, and dl for the cluster

model. α = 3, Pp = −70 dBm, and λu,r = 10−2.

VI. CONCLUSION

This paper analyzed the aggregate interference on a CU

receiver from primary and other underlay base stations when

the interfering base stations are single antenna type or massive

MIMO. We considered a path loss inversion based power
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Pp = -60dBm, Pu = -80dBm

Pp = -80dBm, Pu = -60dBm

Fig. 8: Outage probability vs. the path loss exponent (α) for

different values of Pu and Pp for the voronoi model. λp,t =
10−4, λu,t = 10−4, λp,r = 10−3, and λu,r = 10−2.
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λp,t = -40dB , λu,r = -30dB

Fig. 9: Outage probability vs. the CU transmitter density (λu,t)

under different values of λp,t and λu,r for the voronoi model.

α = 3, Pp = −70 dBm, and λp,r = 10−3.

control scheme for transmitting the pilot signals as well as the

primary and underlay data signals. The PU transmitters and

receivers were modeled as homogeneous PPPs in R2 while the

underlay network was modeled in two ways: 1) as a Matern

cluster process with the cluster centres representing base sta-

tions, and 2) as homogeneous PPPs in R2. All processes were

assumed to be stationary. Moreover, two underlay association

schemes were analyzed and exclusion regions around the PU

receivers were considered.

The MGF of the aggregate interference on a CU receiver

and its outage probability were derived for both single antenna

scenarios and massive MIMO scenarios under pilot contami-

5 10 15 20
2

3

4

5

6
·10−4

κ

P
O

λp,t = 10−4, λu,t = 10−4

λp,t = 10−3, λu,t = 10−4

λp,t = 10−4, λu,t = 10−3

λp,t = 10−3, λu,t = 10−3

Fig. 10: Outage probability vs. the ratio between PU and CU

transmitter antennas (κ) under different values of λp,t and λu,t

for the voronoi model. α = 3, Pp = −70 dBm, λp,r = 10−3,

and λu,r = 10−3.

nation. For the single antenna case, the interference from the

primary system was shown to be independent of the node

densities. Furthermore, when the required power threshold

for the PU receiver (Pp) is comparative with the required

underlay threshold (Pu), interference from the primary system

dominates, and the path loss exponent greatly affects the

outage. However, when Pp < Pu, the outage is significantly

affected by the receiver densities and the maximum allowable

underlay transmit distance. Moreover, increasing the cluster

radius significantly increases the outage. For the massive

MIMO case, it was observed that while an increased path loss

exponent reduced the outage, the rate of decrease varied with

threshold power levels and system parameters. Furthermore,

transmitter densities of both networks significantly affected the

outage characteristics, and a specific CU transmitter density

maximizes the outage probability. Furthermore, when the

thresholds Pp and Pu are equal, the outage does not depend

on the exact value of either.

APPENDIX

PROOF OF frp,tx(x)

The 1-D intensity of PU receivers with respect to a PU

transmitter (λ̃p,r) is λ̃p,r = 2πλp,rr, 0 < r < ∞. Let ν be

the probability that any PU receiver has the PU transmitter

concerned as the closest PU transmitter. We assume ν is

independent for each PU receiver. Using the Coloring Theorem

[46], we can perform independent thinning on the process

of PU receivers to obtain the intensity of the process of PU

receivers which have the given PU transmitter as the closest

(λ̄). λ̄ is given by λ̄ = νλ̃. To find ν, we need to use the

void probability for PPPs. In other words, there should be

0 PU transmitters within an annular area of radius r. The

probability of having n nodes within a given area A is [56]

P (n) =
(λp,tA)n

n! e−λp.tA. Therefore, ν is obtained as ν =
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e−πλp,tr
2

, and λ̄ is derived as λ̄ = 2πλp,rrp,txe
−πλp,tr

2
p,tx ,

where rp,tx was substituted for r. The CDF of rp,tx is given

by

Frp,tx(x) =

∫ x

rp,tx=0 λ̄dr
∫∞
rp,tx=0

λ̄dr
= 1− e−πλp,tx

2

. (41)

Differentiating (41) gives the PDF.
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