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Abstract— We investigate the impact of small-macro cell coop-
eration (SMC) in improving the spectral efficiency and reliability
of uplink transmission in a heterogeneous network. We consider
a network of two user equipments (UEs), a macro-cell base sta-
tion (BS) and a small-cell BS. Joint SMC involves macro-to-small
quantized feedback and decode-forward relaying from small to
macro cell. This cooperation utilizes full-duplex transmission and
intra-network spectrum sharing. We first propose a transmis-
sion scheme based on superposition block Markov encoding at
each UE, coherent decode-forward relaying and sliding window
decoding at the small-cell BS, and quantize-forward relaying and
backward decoding at the macro-cell BS. Second, we derive the
optimal macro-cell quantization to maximize the whole spectral
efficiency. Third, for a certain non-fading scenario, we prove
that the proposed scheme asymptotically achieves the capacity
(maximum spectral efficiency) by reaching the cut-set bound as
macro-cell power approaches infinity. Fourth, we formulate the
outage probability over block fading channels, considering the
outage events at the small and macro-cell BSs and the channel
variations over different blocks. Last, we generalize the proposed
scheme to an N (> 2)-UE case. As macro-cell power increases, the
results show that the proposed scheme achieves a full diversity
order of two and outperforms all existing non-SMC schemes.
These strong results suggest the utility of the proposed scheme
for potential deployment in 5G cellular networks.

Index Terms— Superposition block Markov encoding, decode-
forward (DF) and quantize-forward (QF) relaying, backward
and sliding window decoding, capacity analysis, block fading
channels, outage analysis.

I. INTRODUCTION

ULTRA-HIGH spectral efficiency and reliability (> 99%)
are two important requirements for 5G (fifth generation)

cellular standards [1], [2]. Hence, to improve the network
throughput and reliability, the concept of a heterogeneous
network (HetNet) with wireless backhaul, full-duplex trans-
mission and spectrum sharing confers several benefits. First,
coverage and high-speed mobility are enhanced by combining
small and macro cells. Second, unlike conventional half-
duplex (HD) mode, full-duplex (FD) allows simultaneous
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Fig. 1. HetNet uplink transmission.

transmission and reception on the same frequency slot, which
significantly improves spectral efficiency. Last, spectrum shar-
ing allows efficient flexible use of the spectrum based on
throughput and reliability requirements. To meet a specific
requirement, different operators (inter-spectrum sharing) can
share their licensed spectrum [2], or different nodes in a single
operator (intra-spectrum sharing) can share their slotted bands
(resource blocks) [3]. Clearly, an optimal combination of these
technologies could improve the spectral efficiency and network
reliability sufficient to meet the 5G requirements.

A. Problem Statement

Consider the HetNet uplink transmission (Fig. 1) of two
random UEs in a small-cell with transmission rates R1 and R2.
The two UEs communicate with some other entities some-
where outside the small-cell. The UE signals are received by
both the small and macro cells. In addition, the small-cell pro-
vides a relaying function utilizing the quantized feedback from
the macro-cell (see Section I.C for more details). The goal is
to improve their uplink spectral efficiency, i.e., enlarging the
rate region (R1, R2). This channel is theoretically defined as a
multiple access relay channel (MARC) [4] where the two UEs
resemble the sources, the small-cell resembles the relay (R)
and the macro-cell resembles the destination (D). In this
paper, we design a communication scheme for this channel
with high spectral efficiency and reliability. To reach these
improvements, the scheme combines the following techniques.

1) Densification and randomness of small cells: In a 5G
network, the small-cell location is random (not necessarily on
the macro-cell boundary). Hence, when the small-cell is close
to the macro-cell, the link qualities from UEs to the small
and macro cells are roughly similar. Therefore, the macro BS
receives UEs’ signals not only through the small-cell relaying
as in dual-hop transmission [5] but also directly through both
UEs as in MARC [4].
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2) Wireless backhaul: Small and macro-cells are connected
through wired or wireless backhaul networks. While wireless
backhaul has been standardized in LTE-A release 10 [5], 5G
wide deployment is expected due to the massive densification
of small-cells that makes wireless backhaul much more cost-
effective than wired backhaul [1], [2]. Thus, we can exploit the
wireless backhaul channel to enable small-cell and macro-cell
cooperation.

3) Full duplex radio: The spectral efficiency can potentially
be doubled when the small-cell deploys FD relaying, which
will be deployed in 5G cellular networks [2]. The main
drawback of FD is self-interference, which is the interference
a radio node experiences from its own transmission to the
received signal. Fortunately, much progress has been made
in self-interference suppression by using millimeter waves [1]
and cancellation techniques [6]–[9], including passive suppres-
sion, and analog and digital cancellation. These techniques
can reduce the self-interference by 110 dB in WiFi radios [9].
Therefore, FD transmission must be exploited to improve the
network performance in Fig. 1.

4) Macro-cell feedback: Since the macro BS has
more capabilities and much more transmission power
((20 − 40)W) than the small-cell BS ((0.02 − 2)W) and
UEs ((16 − 50)mW) [5], feedback from macro to small-cell
improves the spectral efficiency and reliability. This small-
macro cell cooperation (SMC) is achieved over the same
band using full-duplex spectrum sharing.

B. Related Work

Several studies have utilized spectrum sharing to improve
the coverage probability and energy efficiency of HetNets,
while others have analyzed the different transmission schemes
of HetNets and MARC and studied their spectral efficiency
and reliability performances.

1) Spectrum Sharing: Intra-operator spectrum sharing tech-
niques can improve HetNet performance [10]–[14]. For the
downlink, spectrum sharing helps to manage interference and
improve coverage and spectral efficiency though feedback
from macro to small-cell [10], [11] or coordinated and coop-
erative transmissions among small and macro-cells [13]–[18].
For the uplink, compared to resource partitioning, spectrum
sharing improves the average network utility per UE in the
uplink transmission despite interference from other UEs in the
network [12]. However, [12] considers no SMC for the data
signals. Thus, joint processing among small and macro cells
suggests itself for data signals in uplink transmission.

2) Transmission Schemes and Spectral Efficiency: Using
the basic relaying techniques in [19], several studies propose
different coding schemes for classical MARC (without relay-
destination cooperation (RDC)), including full and partial
decode-forward (DF) relaying [4], [20]–[22] and compress
and quantize-forward (QF) relaying [23]–[27]. These studies
derive the spectral efficiency [4], [20]–[22] and the opti-
mal quantization for the QF relaying schemes [26], [27].
Reference [28] derives the sum rate capacity for the degraded
Gaussian MARC.

When D cooperates with R or the sources, the coopera-
tion can improve spectral efficiency for cooperative multiple
access channel (MAC) [29], interference channel [30] and
relay channel [31], [32]. It can even achieve the capacity
asymptotically for the relay channel with RDC as D power
approaches infinity [32]. This fact motivates us to investigate
the impact of RDC (e.g. SMC) in improving the spectral
efficiency of the HetNet uplink channel.

The theoretical studies in [4] and [20]–[22] apply directly
to HetNets with FD relaying. By further considering spectrum
sharing for SMC, [32] shows the capacity achievement for
a single UE only. Hence, for multiple UEs, it is of interest
to investigate the spectral efficiency and reliability of HetNet
with full-duplex relaying and spectrum sharing.

3) Reliability: An outage of the uplink HetNets was con-
sidered for DF [33], [34], and QF [24] relaying. While [24]
and [34] consider HD transmission, FD improves performance
and will be standardized in 5G networks [2]. The DF scheme
in [33] considers FD transmission but with wired backhaul of
capacity C between small and macro-cells. However, wireless
backhaul must be considered because it will be widely used
in 5G networks [2]. Moreover, the small-cell in [33] only
relays the successfully decoded message(s), since this relaying
strategy achieves a full-diversity order [35] but requires UEs to
know the instantaneous relaying link amplitudes. Knowledge
of only the link order between direct and relaying links at
UEs can also help achieve a full diversity order of the relay
channel [36]–[38]. Overall, this paper aims to analyze the
outage of uplink HetNet transmission with SMC achieved
through wireless backhaul.

C. Main Results and Contributions

This paper comprehensively investigates the uplink trans-
mission of a HetNet with SMC (Fig. 1) and extends our
initial results in [39]. We propose a new transmission scheme
and derive its spectral efficiency and reliability along with
the optimal macro-cell signaling; we also show its asymptotic
capacity achievement at high macro-cell power. Our analyses
for the basic HetNet form the basis for network-wide scenarios
with multiple small and macro-cells.

1) Transmission scheme: : We propose a transmission
scheme that is carried over B � 1 blocks where each UE
performs superposition block Markov encoding; the small-
cell employs DF relaying and joint sliding window decoding
over two blocks, and the macro-cell employs quantize-forward
(QF) relaying and backward decoding. While the small-cell
(e.g. R) in [4] and [20] decodes the information from both
UEs directly at the end of each block, the small-cell in the
proposed scheme waits one more block before decoding UEs’
information in order to receive the quantized signal from the
macro-cell. Hence, transmission in block k ∈ {1, 2, ..., B} in
the proposed scheme depends on the information transmitted
in block k − 2.

2) Spectral efficiency: : We derive the spectral efficiency by
determining the rate constraints that ensure reliable decoding
at small and macro cells. Results show the impact of SMC
in improving the spectral efficiency compared with non-SMC
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DF relaying schemes [4], [20]. The improvement increases
as the macro-cell power increases and as the quality of each
UE-small cell link gets closer to that of its corresponding UE-
macro cell link.

3) Optimal macro-cell quantization: : Due to its importance
from a practical implementation perspective, we derive the
optimal quantization at the macro-cell for spectral efficiency
maximization. Considering the small-cell rate constraints,
we determine the optimal quantization that maximizes each
individual UE rate and their sum rate (throughput). These
three quantizations lead to three small-cell spectral efficiency
regions. Next, by considering their time-shared spectral effi-
ciency region [40], we determine the quantization that leads to
a region outside it. Hence, we derive all possible quantization
ranges at the macro-cell that maximize the whole spectral
efficiency.

4) Asymptotic capacity achievement: : We further analyze
the asymptotic performance of the proposed scheme when
the macro-cell power approaches infinity. We prove that
this asymptotic region is the capacity since it matches the
cut-set bound when the link amplitude ratio from one UE
to macro and small cells is equal to that from the other
UE. As for the relay channel with RDC [32], this result
agrees with the intuition that when the macro-cell power
approaches infinity, the macro-cell virtually joins the small-
cell in one entity and the channel becomes similar to a
MAC that has a known capacity [40]. For non-asymptotic
regimes, we provide comparisons between the proposed and
NNC [41] schemes for HetNet with SMC, the DF relaying
scheme for MARC without RDC (e.g. SMC) [4], [20] and
the cut-set bound. Results show that the proposed scheme
outperforms all existing schemes as the macro-cell power
increases.

5) Reliability: : We formulate the outage probability of the
proposed scheme over block fading channels assuming full
CSI at receivers (CSIR) (e.g., small and macro cells) and
limited CSI at transmitters (CSIT) (e.g., UEs and small-cell).
More specifically, for any transmission block, each of the
small and macro cells knows the phases and amplitudes of its
receiving links, which is possible through channel estimation.
As transmitters, to perform coherent transmission, UEs and
the small-cell each knows the phase of its link to the macro-
cell, which is a standard assumption in coherent relaying [19],
[40] and can be obtained via feedback from the macro-cell
[42]. Furthermore, the macro-cell knows the amplitude of its
feedback link to the small-cell. This additional information
allows the macro-cell to perform optimal quantization at each
block.

We analyze the outage probability considering the out-
age events at the small and macro-cells. We also con-
sider channel variation over different blocks since each UE
message sent in block k, the small-cell decodes it using
its received signals in blocks k and k + 1 while the
macro-cell decodes it in block k + 2. Results show that
SMC significantly improves outage performance. Moreover,
as the macro-cell power increases, the proposed scheme
achieves a full diversity order of two without requiring UEs
to have full CSI of their links [35] or even the link orders

[36]–[38] through feedback from D. This reduction of the
feedback non-data signals satisfies the 5G ultra lean design
requirement [2].

6) Generalization to N-UE: : While the previous results
explain in detail the analysis of a case with two UEs, we
further generalize these results to an N-UE (N > 2) case in
Section VII.

Controlling the spectral efficiency and reliability of Het-
Net uplink transmission through the macro-cell has many
advantages. First, while achieving the same spectral efficiency,
UEs can transmit with lower power, which increases their
battery life and reduces their interference to other UEs.
Second, the macro-cell can control the interference of its
feedback signal on other UEs in the same macro-cell. More
specifically, since the macro-cell knows the quantization index
and other UEs’ messages, it can encode the quantization
index against the other UEs’ messages using dirty paper
coding (DPC) [43] to remove interference from the quanti-
zation index signal on other UEs’ signals as shown in [40,
Ch. 8] for a broadcast channel. Last, the macro-cell can
control the interference on other macro-cells’ UEs through
multi-cell processing techniques like interference coordina-
tion or cooperative transmission [44], as the macro-cells can
exchange their information through the backhaul network
connecting them.

D. Paper Organization

The remainder of this paper is organized as follows.
Section II presents the HetNet uplink channel model with
SMC. Section III describes the proposed scheme for Het-
Net uplink transmission with SMC and derives its spectral
efficiency region. Section IV derives the optimal macro-cell
quantization that is sufficient to achieve the whole spectral
efficiency region. Section V investigates the spectral effi-
ciency as the macro-cell power increases, and then proves
that the proposed scheme can asymptotically archive capac-
ity by reaching the cut-set bound as the macro-cell power
approaches infinity. Section VI derives both individual and
common outage probabilities, taking into account outages at
the small and macro cells and the channel variation over
different blocks. Section VII generalizes the proposed scheme
to the N-UE scenario. Section VIII presents numerical results
and Section IX concludes the paper.

II. CHANNEL MODEL

The HetNet uplink channel with SMC consists of two UEs
(UE1 and UE2) communicating with a macro-cell with the
help of a small-cell where the small and macro cells cooperate
to improve the spectral efficiency of both UEs. To further
improve spectral efficiency, the nodes share their spectrum
instead of partitioning it among them, and both small and
macro cells work in FD mode. Fig. 2 is equivalent to Fig. 1
and shows the channel model for FD uplink HetNet with SMC.
For any transmission over B blocks, the discrete-time channel
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Fig. 2. Channel model for HetNet uplink transmission with SMC (SC: small-
cell, MC: macro-cell).

model at block k ∈ {1, 2, ..., B} is given as follows:

Ys,k = hs1,k X1,k + hs2,k X2,k + hsm,k Xm,k + Zs,k,

Ym,k = hm1,k X1,k + hm2,k X2,k + hms,k Xs,k + Zm,k, (1)

where for node j ∈ {1, 2, s, m} (UE1, UE2, small or macro-
cell) and node i ∈ {s, m}, hi j is the complex link coefficient
from node j to i ; X j,k is the signal transmitted from node
j with transmission power Pj in block k; Yi,k is the signal
received at node i in block k; Zs,k and Zm,k ∼ C N(0, 1)
are independent complex AWGN. Each link coefficient has
a complex value hi j,k = gi j,ke

√−1θi j where gi j,k is the real
amplitude gain and θi j is the phase. In AWGN, the channel
links are the same over all transmission blocks (gi j,k = gi j ).
However, over block fading channels, the links remain constant
in each transmission block and change independently in the
next block (see Section VI-A). Using the standard assumption
of coherent relaying [19], [40], we assume that UE1, UE2 and
the small-cell each knows the phase of its respective link to the
macro-cell and they can transmit coherently. The CSI (phase
knowledge) at transmitters can be obtained via feedback from
the macro-cell [42]. We further assume that the full channel
coefficients are known at the respective receivers (small and
macro-cells).

Although the FD transmissions suffer from self-interference,
it is alleviated with millimeter waves [1] and analog and digital
cancellation techniques [9], which demonstrate a 110 dB
reduction of self-interference in WiFi radios with a transmis-
sion power of 100mW. With higher transmission power, more
reduction in self-interference is expected. However, hardware
imperfections leave a small residual self-interference signal,
which is seen as additive noise by the small-cell [45] and can
be easily incorporated into an outage analysis by increasing
the received noise power [37]. In addition to self-interference,
the small-cell receives other interference from the macro-cell
transmission to other small-cells and macro UEs. The macro-
cell can alleviate this interference at the small-cell by using
precoding and dirty paper coding techniques [43], [46]. Both
self and external interference are important topics that could
be considered in the future work.

III. TRANSMISSION SCHEME FOR HETNET UPLINK

TRANSMISSION WITH SMC

The proposed scheme utilizes the macro-cell feedback to the
small-cell to increase the information rates (R1 for UE1 and R2
for UE2). Thus, the small-cell can decode more information

which can be sent to the macro-cell, which enlarges the overall
spectral efficiency. Similar to the scheme of relay channel
with RDC [32], the transmission scheme is carried over B
independent blocks (B >> 1, B ∈ N) where each UE aims
to send B − 2 messages through B blocks.1 The scheme is
based on superposition block Markov encoding at the UEs;
DF relaying and sliding window decoding at the small-cell;
and QF relaying and backward decoding at the macro-cell.

A. Transmission Scheme

In a transmission block k ∈ {1, 2, ..., B}, UE1 transmits its
new and old information (w1,k, w1,k−2)

2 using superposition
block Markov encoding [40, Ch. 16].3 UE1 first generates
a codeword U1 for w1,k−2 and then superposes w1,k over
U1 and generates the codeword X1. UE2 performs similar
encoding and generates the codewords U2 and X2. The small-
cell forwards U1 and U2 to the macro-cell, since it has already
decoded w1,k−2 and w2,k−2 using the received signals in
blocks k−2 and k−1. The macro-cell has already quantized the
received signal in block k −1 and determined the quantization
index (lk−1). The macro-cell then generates a codeword Xm

for lk−1 and transmits Xm to the small-cell in block k.
1) Transmit Signals: In block k, UE1, UE2, the small-

cell and macro-cell respectively transmit X1(w1,k, w1,k−2),
X2(w2,k, w2,k−2), Xs(w1,k−2, w2,k−2) and Xm(lk−1). They
construct their transmit signals as follows:

X1 = √
ρn1V1(w1,k) + √

ρo1U1(w1,k−2),

X2 = √
ρn2V2(w2,k) + √

ρo2U2(w2,k−2),

Xs = √
ρs1U1(w1,k−2) + √

ρs2U2(w2,k−2),

Xm = √
Pm Vm(lk−1), Ŷm = Ym + Ẑm, (2)

where Ŷm is the quantized version of Ym and Ẑm is the quanti-
zation noise with zero mean and Q variance ∼ CN (0, Q). The
signals V1, U1, V2, U2, and Vm are all i.i.d Gaussian signals
∼ CN (0, 1) that convey the codewords of the messages w1,k,
w1,k−2, w2,k, w2,k−2 and the bin index lk−1, respectively.
While the macro-cell transmits the quantization index with
power Pm , the power allocation parameters by UE1 (ρn1,
ρo1), UE2 (ρn2, ρo2), and the small-cell (ρs1, ρs2) satisfy
the following constraints:

ρn1 + ρo1 = P1, ρn2 + ρo2 = P2, ρs1 + ρs2 = Ps . (3)

where P1, P2, Ps and Pm are the transmit powers from UE1,
UE2, the small-cell and the macro-cell, respectively.

2) Decoding: The small and macro cells can decode both
UEs’ information using joint typicality (JT) [40] or maximum
likelihood (ML) [47] decoding. A brief description of the
decoding techniques will be given here, with the full analysis
in Appendix I.

1This may reduce the average achievable spectral efficiency by a factor of
(2/B). However, this factor becomes negligible as B → ∞ [40].

2In the first (last) two blocks, the old (new) information is 1 by convention,
i.e., w1,−1 = w1,0 = w1,B−1 = w1,B = 1 [32], [40].

3In block Markov encoding, the codeword sent in each block depends not
only on the new information but also on old information from an earlier block.
Sending two or more information parts is performed through superposition
coding where for each transmit codeword of the old information part, a group
of codewords is generated for the new information parts [40 Ch. 16].
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At the Small-Cell: The small-cell performs sliding window
decoding to decode the information from both UEs and the
quantization index from the macro-cell. At the end of block
k +1, the small-cell has already estimated ŵ1,k−2, ŵ2,k−2 and
lk−2 (ŵ1,k−1, ŵ2,k−1 and lk−1) from the decoding in blocks
k − 2 and k − 1 (k − 1 and k). It then simultaneously utilizes
the received signals in blocks k and k + 1 (Ys,k, Ys,k+1) to
jointly decode both UEs’ information (w1,k, w2,k) and the
quantization index (lk). The transmission rates for UE1 and
UE2 information that ensure reliable decoding at the small-cell
are derived as follows (see Appendix I):

R1 ≤ min{ Í1, Í2}, R2 ≤ min{ Í4, Í5},
R1 + R2 ≤ min{ Í7, Í8}, (4)

where

Í1 = C
(

g2
s1,kρn1 + g2

m1,kρn1

1 + Q

)

,

Í2 = C
(

g2
sm,k+1 Pm

1 + g2
s1,k+1ρn1 + g2

s2,k+1ρn2

)

+ C(g2
s1,kρn1) − C(

1

Q
),

Í4 = C
(

g2
s2,kρn2 + g2

m2,kρn2

1 + Q

)

,

Í5 = C
(

g2
sm,k+1 Pm

1 + g2
s1,k+1ρn1 + g2

s2,k+1ρn2

)

+ C(g2
s2,kρn2) − C(

1

Q
),

Í7 = C
(

g2
s1,kρn1 + g2

s2,kρn2 + g2
m1,kρn1 + g2

m2,kρn2

1 + Q

)

,

Í8 = C
(

g2
sm,k+1 Pm

1 + g2
s1,k+1ρn1 + g2

s2,k+1ρn2

)

+ C(g2
s1,kρn1 + g2

s2,kρn2) − C(
1

Q
), (5)

where C(x) = log(1 + x) and Q is the quantization noise
variance as shown in (2) and is subject to

Q ≥ 1 + g2
s1,k+1ρn1 + g2

s2,k+1ρn2

g2
sm,k+1 Pm

(6)

In (6), the bound on the quantization noise variance is obtained
since the transmission rate for the quantization index sent by
the macro-cell is bounded by the link quality from the macro
to small-cell.

At the Macro-Cell: The macro-cell performs backward
decoding for both UEs’ information. In block k + 2, it has
already estimated the new information w̃1,k+2 and w̃2,k+2 from
the decoding in block k + 4. It then utilizes the received
signal in block k + 2 (Ym,k+2) to jointly decode both UEs’

old information (w1,k, w2,k) at the following rates:

R1 ≤ C(
g2

m1,k+2 P1 + g2
ms,k+2ρs1

+2gm1,k+2gms,k+2
√

ρo1ρs1
) = Í3,

R2 ≤ C(
g2

m2,k+2 P2 + g2
ms,k+2ρs2

+2gm2,k+2gms,k+2
√

ρo2ρs2
) = Í6,

R1 + R2 ≤ C
(

g2
m1,k+2 P1 + g2

m2,k+2 P2 + g2
ms,k+2 Ps

+2gm1,k+2gms,k+2
√

ρo1ρs1

+2gm2,k+2gms,k+2
√

ρo2ρs2

)
= Í9, (7)

where the term 2gm1,kgdr,k
√

ρo1ρs1 (2gm2,kgdr,k
√

ρo2ρs2)
shows the beamforming gain of the coherent transmission from
UE1 (UE2) and the small-cell.

B. Spectral Efficiency Region

The error analyses for the decoding rules at the small
and macro cells lead to some rate constraints in (4) and (7)
that determine the spectral efficiency region in the following
Theorem:

Theorem 1: For the HetNet uplink transmission with SMC,
the spectral efficiency region consists of all rate pairs (R1, R2)
satisfying

R1 ≤ min{I1, I2, I3}, R2 ≤ min{I4, I5, I6},
R1 + R2 ≤ min{I7, I8, I9}, (8)

subject to Q ≥ Qc, Qc = 1 + g2
s1ρn1 + g2

s2ρn2

g2
sm Pm

, (9)

where Ii = Íu , u ∈ {1, 2, ..., 9} but after setting all gi j,k =
gi j,k+1 = gi j,k+2 = gi j for i ∈ {s, m} and j ∈ {1, 2, m, s}
as the channel is constant over AWGN. The power allocation
parameters satisfy (3).

Proof: Constraints I1, I2, I4, I5, I7, I8 and the quantiation
noise bound are obtained from decoding at the small-cell while
I3, I6 and I9 are obtained from decoding at the macro-cell. For
detailed proof, see Appendix I. �
The impact of each encoding/decoding technique can be seen
in Theorem 1 as follows:

• Block Markov encoding at UEs and DF relaying at
the small-cell facilitate coherent transmission between
each UE and the samll-cell [40]. This coherent trans-
mission leads to the beamforming gain appears in I3,
I6 and I9.

• Backward decoding is used with blcok Markov encod-
ing [40] and it is stronger than direct decoding or sliding
window decoding [21]. Besides, for outage performance,
backward decoding has simpler analysis and better per-
formance than sliding window decoding even when they
both achieve the same throughput [37], [48].

• QF relaying helps improve the decoding at the small-
cell since it will receive signals not only from the
UEs but also from the macro-cell thorugh the feedback
link.
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• Joint sliding window decoding helps the small-cell utlize
the signals from UEs (in block k) and the macro-cell (in
block k + 1) to decode UEs messages. This decoding
is better than considering one block only. While the
backward decoding is stornger, it has long delay and
the small-cell needs to forward UEs messages to the
macro-cell.

• Joint deocding for the bin index and UEs messages is
stronger than sequential deocding (bin index first and then
UEs messages) [32]. Besides, for single UE [32], joint
decoding helps achieve the capacity for some channel
conditions, which we analyze in Section V.

• I1, I2, I4, I5, I7, and I8 show the impact of joint sliding
window decoding at the small-cell and QF relaying at the
macro-cell. Without the quantized signal from the macro-
cell through the feedback link (See Remark 3), the small-
cell decodes UEs directly at the end of each block (no
sliding window decoding) as in classical MAC. Then, we
have I1 = I2 = C(g2

s1ρn1), I4 = I5 = C(g2
s2ρn2) and

I7 = I8 = C(g2
s1ρn1 + g2

s2ρn2).

C. Discussion

We have some remarks on the proposed scheme.
Remark 1: As in [32], this scheme uses a second-order

block Markov encoding where the transmitted codeword in
block k depends on the information transmitted in block k −2.
This is because the small-cell does not decode UE1 and UE2
information in block k directly, but rather waits another block
k + 1 to receive the quantized signal from the macro-cell and
then decodes the UE1 and UE2 information using the signals it
received in blocks k and k+1. It then forwards this information
in block k + 2.

Remark 2: The proposed scheme can be generalized by
using partial DF relaying at the small-cell, where each UE
splits its message into two parts: private (decoded at the macro-
cell only) and public (decoded at both the small and macro
cells). However, we use only full DF relaying, since our focus
is on understanding the impact of SMC in enlarging the spec-
tral efficiency region. Besides, for practical implementation,
full DF relaying is simpler than partial DF relaying, which
requires further processing at each UE for optimal rate splitting
and power allocation between its private and public message
parts.

Remark 3: Regarding the MARC, which resembles HetNet
uplink transmission, the proposed scheme includes the follow-
ing existing schemes as special cases:

• The DF scheme for MARC without RDC (e.g. SMC)
[4], [20]. This can be verified by setting Xm = Ŷm = ∅
and Pm = 0.

• The DF scheme for the basic relay channel [19] by setting
X2 = Xm = Ŷm = ∅ and P2 = Pm = 0.

Moreover, if we generalize the scheme to partial DF relaying
as in Remark 2, it will include the partial DF relaying with
RDC for relay channel described in [32] if we set X2 = ∅ and
P2 = 0.

Remark 4: A noisy network coding (NNC) scheme [41] can
be applied to the channel model in Fig. 2. This scheme is based

on message repetition at the sources in all transmission blocks,
QF relaying at the small and macro cells, and simultaneous
joint decoding over all transmission blocks at the macro-cell.
By applying [41, Th. 1] to HetNet with SMC, we obtain the
spectral efficiency region that consists of all rate pairs (R1, R2)
satisfying

R1 ≤ min{J1, J2}, R2 ≤ min{J3, J4},
R1 + R2 ≤ min{J5, J6} where

J1 = C
(

g2
m1 P1 + g2

s1 P1

1 + Qr

)

, J3 = C
(

g2
m2 P2 + g2

s2 P2

1 + Qr

)

,

J2 = C
(

g2
m1 P1 + g2

ms Ps

)
− C(

1

Qr
),

J4 = C
(

g2
m2 P2 + g2

ms Ps

)
− C(

1

Qr
),

J5 = C
(

g2
m1 P1 + g2

m2 P2

+ g2
s1 P1 + g2

s2 P2 + (gs1gm2 − gs2gm1)
2 P1 P2

1 + Qr

)
,

J6 = C
(

g2
m1 P1 + g2

m2 P2 + g2
ms Ps

)
− C(

1

Qr
),

where Qr is the quantization noise variance obtained from
quantization at the small-cell. The optimal Q∗

r for individual
and sum rates are obtained in a similar way to Q∗

1, Q∗
2 and

Q∗
s in Corollary 1. Unlike the proposed scheme with SMC, the

feedback from macro to small-cell in the NNC scheme does
not improve the spectral efficiency region. This is because
in the proposed scheme, the small-cell decodes the users’
information, which is improved with the signal received from
the macro-cell. In the NNC scheme, however, the small-cell
quantizes its received signal and the macro-cell won’t benefit
from receiving a quantized version of a signal it knows already.
Hence, NNC schemes for classical HetNet uplink transmis-
sion with or without SMC have the same spectral efficiency
region.

IV. OPTIMAL AND ACTIVE QUANTIZATION

From a practical implementation perspective, it is important
to derive, at the macro-cell, the optimal quantization that
maximizes the spectral efficiency of the proposed scheme.
This section derives the optimal Q∗ values that maximize
the individual rates (R1, R2) and the sum rate (R1 + R2)
in Theorem 1. In addition to these values, we derive all
other Q values that determine the whole spectral efficiency
region. Since Q appears only on the rate constraints at the
small-cell, the Q values that maximize the whole spectral
efficiency region in Theorem 1 are those that maximize it at the
small-cell.

A. Optimal Q∗
1, Q∗

2 and Q∗
s

Since I1 is a decreasing function with respect to Q while
I2 is a an increasing function, the optimal Q∗

1 that maximizes
R1 is obtained from the intersection between I1 and I2. The
same holds true for the optimal Q∗

2 of R2 and Q∗
s of R1 + R2.

Q∗
1, Q∗

2 and Q∗
s are given as follows:
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Fig. 3. Time-shared rate region at the macro-cell between Q∗
1, Q∗

2 and Q∗
s

regions.

Corollary 1: The optimal Q∗
1, Q∗

2 and Q∗
s that respectively

maximize R1, R2 and R1 + R2 in Theorem 1 are given as

Q∗
1 =

(
1 + g2

s2ρn2

1+g2
s1ρn1

)
(
1 + (g2

s1 + g2
m1)ρn1

)

g2
sm Pm

,

Q∗
2 =

(
1 + g2

s1ρn1

1+g2
s2ρn2

)
(
1 + (g2

s2 + g2
m2)ρn2

)

g2
sm Pm

,

Q∗
s = 1 + (g2

s1 + g2
m1)ρn1 + (g2

s2 + g2
m2)ρn2

g2
sm Pm

. (10)

Proof: In Theorem 1, R1 is maximized when I1 = I2,
since I1 decreases while I2 increases as Q increases. By setting
I1 = I2 and solving for Q, we obtain Q∗

1 in (10). Similarly,
R2 is maximized with a Q∗

2 value that makes I4 = I5 while
R1 + R2 is maximized with a Q∗

s value that makes I7 = I8
in (8). �

Remark 5: Q∗
1, Q∗

2 and Q∗
s in (10) satisfy the condition in

(9) since they are greater than Qc.

B. Active Q Ranges

Corollary 1 shows the optimal quantization that maximizes
the individual and sum rates. Let G(Q∗

i ) for i ∈ {1, 2, s}
be the spectral efficiency region obtained with Q∗

i and let
G(Q∗

1, Q∗
2, Q∗

s ) be the time-shared region between G(Q∗
1),

G(Q∗
2) and G(Q∗

s ).
4 In addition, define QT as a value of Q

that belongs to the active ranges of Q in which G(QT ) lies
outside G(Q∗

1, Q∗
2, Q∗

s ) as shown in Fig. 3. The active ranges
of Q can then be determined as in the following Theorem:

Theorem 2: For each set of power parameters, the spectral
efficiency region in Theorem 1 is determined through a time-
shared region between G(Q∗

1), G(Q∗
2) and G(Q∗

s ) and all

4Time sharing is an encoding technique used to achieve the convex closure
of two regions [40]. Considering G(Q∗

1) and G(Q∗
s ), to reach a point on the

AB line in Fig. 3, the macro-cell sends a codeword that includes α ∈ (0, 1)
portion of the bin index codeword pertaining to Q∗

s and (1 − α) portion of
the bin index codeword pertaining to Q∗

1. By varying α, we obtain the whole
AB line [40].

G(QT ) for the following QT ranges:

QT ∈

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(
Q∗

1, Q1T
1

) ∪ (
Q∗

2, Q4T
2

)
if max{Q∗

1, Q∗
2} < Q∗

s(
Q2T

1 , Q∗
1

) ∪ (
Q5T

2 , Q∗
2

)
if Q∗

s < min{Q∗
1, Q∗

2}(
Q∗

1, Q1T
1

) ∪ (
Q5T

2 , Q∗
2

)
if Q∗

1 < Q∗
s < Q∗

2(
Q2T

1 , Q∗
1

) ∪ (
Q∗

2, Q4T
2

)
if Q∗

2 < Q∗
s < Q∗

1,

(11)

where QlT
i for i ∈ {1, 2} and l ∈ {1, 2, 4, 5} is the solution of

fl,i, j (QT ) = 0 where j = 7 (8) if l ∈ {2, 5} ({1, 4}) and

fl,i, j (QT ) = δi j Il(Q∗
s ) + (1 − δi j )Il(Q∗

i ) − Il (QT ),

δi j = I j (QT ) − I j (Q∗
i )

I j (Q∗
s ) − I j (Q∗

i )
. (12)

Sketch of the Proof:. See Appendix II for the detailed proof.
It is obtained by showing that for any values of Q > Qc where
Qc is given in (9), only QT defined in (11) leads to a spectral
efficiency region outside G(Q∗

1, Q∗
2, Q∗

s ). First, we show that
for any Q < min{Q∗

1, Q∗
2, Q∗

s } or Q > max{Q∗
1, Q∗

2, Q∗
s },

G(Q) is included inside G(Q∗
1), G(Q∗

2) or G(Q∗
s ). This can

be proven on the basis of the fact that I1, I4 and I7 (I2, I5
and I8) are decreasing (increasing) functions of Q.

Second, when min{Q∗
1, Q∗

2, Q∗
s } < Q < max{Q∗

1, Q∗
2, Q∗

s },
G(Q) is outside G(Q∗

1, Q∗
2, Q∗

s ) only for Q ∈ QT in (11). This
can be proven with help from Fig. 3. Assume that Q∗

1 < Q <
Q∗

s , G(Q) is then outside G(Q∗
1, Q∗

2, Q∗
s ) in point C (Fig. 3)

if |SL1| < |SL2| where |x | is the absolute value of x , SL1 is
the slope of the time-shared line between G(Q∗

1) and G(Q∗
s )

(AB line) and SL2 is the slope of the time-shared line between
G(Q) and G(Q∗

s ) (C B line). Considering the coordinates of
points A, B and C , the formula |SL1| < |SL2| becomes

δ18 I1(Q∗
s ) + (1 − δ18)I1(Q∗

1) < I1(QT ),

δ18 = I8(QT ) − I8(Q∗
1)

I8(Q∗
s ) − I8(Q∗

1)
. (13)

Since Q∗
1 < Q < Q∗

s , I8(Q∗
1) < I8(Q) < I8(Q∗

s ) as I8(Q) is
an increasing function of Q and hence, 0 < δ18 < 1. Then,
since I1 is a decreasing function of Q, formula (13) is satisfied
when Q ∈ (

Q∗
1, Q1T

1

)
. A similar analysis holds for all other

cases where min{Q∗
1, Q∗

2, Q∗
s } < Q < max{Q∗

1, Q∗
2, Q∗

s }. �
Theorem 2 and Corollary 1 imply the following about the

constraint Q > Qc in Theorem 1:
Proposition 1: In Theorem 1, the constraint on the quanti-

zation noise variance Q > Qc is inactive.
Proof: Obtained, since Q∗

1, Q∗
2, Q∗

s and QT in
(10) and (11) are sufficient to obtain the whole spectral
efficiency region and they are all greater than Qc. �

Theorem 2 and Corollary 1 further imply that as the macro-
cell power increases, the quantization noise variance decreases,
since the macro-cell increases the quantization levels of its
received signal. Moreover, the macro-cell transmits the quan-
tization index with higher power, which improves the spectral
efficiency at the small-cell. Hence, the next section analyzes
the asymptotic spectral efficiency region as the macro-cell
power approaches infinity.
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V. CAPACITY ACHIEVING AT HIGH MACRO-CELL POWER

As mentioned in Section I, the macro-cell transmission
power in HetNet is about 200x that of the small-cell and 1000x
that of the UE. Therefore, the macro-cell can cooperate with
the small-cell at high power to enlarge the spectral efficiency
region. Although high transmission power in full-duplex mode
increases self-interference, the interference cancellation tech-
nique in [9] can reduce it by much more than the 110 dB that is
achieved for WiFi radio with 100mW of transmission power.
Moreover, as a theoretical limit, this section shows that the
spectral efficiency of the proposed scheme can asymptotically
achieve capacity as Pm → ∞ by reaching the cut-set bound
when the link amplitude ratios gm1

gs1
= gm2

gs2
.

A. Achievable Spectral Efficiency at Pm → ∞
When the macro-cell has enough power (Pm → ∞), it

can reduce the quantization noise by increasing the number
of bin indices. This allows it to send a very clear version of
its received signal to the small-cell to improve its decoding,
which leads to the following spectral efficiency region:

Corollary 2: The proposed HetNet transmission scheme
with Pm → ∞ achieves the spectral efficiency region in
Theorem 1 with

I1 → C
(
(g2

s1 + g2
m1)ρn1

)
, I4 → C

(
(g2

s2 + g2
m2)ρn2

)
,

I7 → C
(
(g2

s1 + g2
m1)ρn1 + (g2

s2 + g2
m2)ρn2

)
, (14)

I2 = I1, I4 = I5, and I7 = I8 while I3, I6, and I9 are given
as in Theorem 1.

Proof: In Theorem 1, Corollary 1 shows that the individual
and sum rates are maximized at Q∗

1, Q∗
2 and Q∗

s values in
(10) that make I1 = I2, I4 = I5 and I7 = I8. However, as
Pm → ∞, Qc in Theorem 1 and all Q∗

1, Q∗
2 and Q∗

s values in
Corollary 1 approach zero (Qc, Q∗

1, Q∗
2, Q∗

s ) → 0. Therefore,
as Pm → ∞, the whole spectral efficiency is maximized as
Q → 0. As Q → 0, I1, I4 and I7 in Theorem 1 become as
in (14). �

B. Cut-Set Outer Bound

For the uplink HetNet with SMC in (1), there are 6 cutsets as
shown in Fig. 4. By determining by the maximum information
flowing through these cutsets, the cut-set bound is then given
as follows [40].

Corollary 3: The capacity region of the uplink HetNet with
SMC is upper bounded by the rate pairs (R1, R2) satisfying

R1 ≤ min{C1, C2}, R2 ≤ min{C3, C4},
R1 + R2 ≤ min{C5, C6}, (15)

where

C1 = C
(
(g2

s1 + g2
m1)β1 P1

)
, C3 = C

(
(g2

s2 + g2
m2)γ1 P2

)
,

C2 = C
(

g2
m1β2 P1 + g2

msβ3 Ps + 2gm1gmsβ4
√

P1 Ps

)
,

C4 = C
(

g2
m2γ2 P2 + g2

msγ3 Ps + 2gm2gmsγ4
√

P2 Ps

)
,

Fig. 4. The 6 cutsets for uplink HetNet with SMC.

C5 = C
(
(g2

s1 + g2
m1)μ1 P1 + (g2

s2 + g2
m2)μ2 P2

−2(gm1gm2 + gs1gs2)μ3
√

P1 P2

+(gs1gm2 − gs2gm1)
2μ4 P1 P2

)
,

C6 = C
(

g2
m1 P1(1 − δ2

1m)+g2
m2 P2(1 − δ2

2m)+g2
ms Ps(1 − δ2

sm)

−2gm1gm2δ1mδ2m

√
P1 P2

+2gm1gms

√
P1 Ps(δ1s − δ1mδsm)

+2gm2gms

√
P2 Ps(δ2s − δ2mδsm)

)
, (16)

and

β1 = η

1 − δ2
2s − δ2

2m − δ2
sm + 2δ2sδ2mδsm

,

η = 1 − δ2
1s − δ2

1m − δ2
2s − δ2

2m − δ2
sm + δ2

1mδ2
2s + δ2

2mδ2
1s

+2δ1sδ1mδsm + 2δ2sδ2mδsm − 2δ1sδ1mδ2sδ2m,

β2 = 1 − δ2
1m

1 − δ2
2m

, β3 = 1 − δ2
2s + δ2

sm − 2δ2sδ2mδsm

1 − δ2
2m

β4 = δ1s − δ1mδsm − δ1mδ2mδ2s

1 − δ2
2m

,

μ1 = 1 − δ2
1m + δ2

1s

1 − δ2
sm

, μ2 = 1 − δ2
2m + δ2

2s

1 − δ2
sm

, μ=
η

1 − δ2
sm

,

μ3 = δ1mδ2m + δ1sδ2s − δsm(δ1mδ2s + δ2mδ1s)

1 − δ2
sm

, (17)

where γi , for i ∈ {1, 2, 3, 4} is similar to βi except switching
all indices from 1 → 2 and 2 → 1. δun ∈ [−1,+1] for
u ∈ {1, 2, s} and n ∈ {s, m} is the correlation factor between
Xu and Xn and

η ≥ 0. (18)
Proof: By determining the mutual information of the

6 cutsets for the discrete memoryless MARC-RDC; apply-
ing them into the uplink HetNet with SMC Gaussian chan-
nel in (1); and showing that the optimal input distribution
(X1, X2, Xs , Xm) is jointly Gaussian ∼ N (0,	) where (18)
ensures that 	 is a positive semi-definite covariance matrix.
For detailed proof, see Appendix III. �

Remark 6: The cut-set bound for classical MARC (uplink
HetNet without SMC) is given as in Corollary 3 but with
δ1m = δ2m = δsm = 0. In both bounds with or without SMC,
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0 ≤ (βi , γi , μi ) ≤ 1 for i ∈ {1, 2, 3, 4}. Therefore, the two
bounds are the same.
From Corollaries 2 and 3, we obtain the following theorem:

Theorem 3: The proposed scheme for uplink HetNet with
SMC achieves capacity as Pm → ∞ by reaching the cut-set
bound when the amplitude ratio of one UE-small to UE-macro
cell link is equal to that of the other UE, i.e., gm1/gs1 =
gm2/gs2.

Proof: By comparing spectral efficiency regions in
Corollaries 2 and 3. The region in Corollary 3 consists of
the constraints in (15) with correlation factors satisfying (18)
while the region in Corollary 2 consists of the constraints in
Theorem 1 and their updates in (14) with power allocation
parameters satisfying (3). After some mathematical manipula-
tions, we can show that they have almost identical constraints
(I1 � C1, I3 � C2, I4 � C3, I6 � C4, I9 = C6) except for
I7 
= C5 because of the term (gs1gm2 − gs2gm1)

2μ4 P1 P2 in
C5 in (15). However, this term is 0 when gm1/gs1 = gm2/gs2.
Note that the negative term in C5 is equal to zero for some
correlation factors that make μ3 = 0. �
Theorem 3 shows that our scheme achieves the capacity
without requiring the channel to be physically degraded with a
specific correlation factor between small and macro cell noises
(Zs and Zm) [28].

Remark 7: Theorem 3 is interesting for practical designers
of 5G cellular systems. The theorem implies that two UEs in
a small-cell can guarantee the maximum possible throughput
when macro and small cells cooperate. However, the two
UEs need to pay for such a service since the macro-cell will
cooperate with high power.

VI. OUTAGE PERFORMANCE OVER FADING CHANNEL

High reliability (low outage probability) is required by many
wireless applications. For some applications, a minimum target
information rate is required, below which the service is unsus-
tainable. For example, the 5G standard can support 50 Mbps
with very high reliability (> 99%) [49] and VoIP service in
LTE release 8 can tolerate up to 2% outage probability [50].
In fading channels, outage probability is the probability that
the rate supported by the fading channel falls below the target
rate.

In this section, we analyze the outage probability for
uplink transmission in HetNet with SMC over block fading
channels. This assumption simplifies the analysis but requires
a transmission bandwidth less than the channel coherence
bandwidth. Hence, with carrier aggregation, the block fading
assumption is valid when the aggregated bands are less than
the coherence bandwidth and when using contiguous carrier
aggregation (intra-band), since non-contiguous carriers have
different channel realization over different bands.

We take into account the outage events at both small and
macro cells. At the small-cell, we further consider the channel
variation over different blocks that results from the sliding
window decoding over two consecutive blocks.

A. Fading Channel Model

We consider a block fading channel where the links remain
constant in each transmission block and change independently

in the next block. Hence, in block k, each link gain in (1)is
modeled by Rayleigh fading and pathloss as follows:

hi j,k = h̃i j,k/(d
αi j /2
i j ),

= gi j,ke
√−1θi j , i ∈ {s, m}, j ∈ {1, 2, s, m} (19)

where h̃i j,k ∼ CN (0, 1) represents the small scale fading. The
large scale fading is captured by pathloss where di j is the
distance between nodes i and j and αi j is the attenuation
factor. Let gi j,k and θi j,k be the amplitude and phase of a link

coefficient in block k, then gi j,k = |h̃i j,k |/d
αi j /2
i j is Rayleigh

distributed while θi j,k is uniform in [0, 2π]. We assume full
CSI at the receivers and partial CSI at the transmitters. This
assumption implies the following: as receivers, the small-cell
knows hs1,k, hs2,k and hsm,k while the macro-cell knows
hm1,k, hm2,k and hms,k . As transmitters, since the outage
probability depends on the statistics of the channel links, sta-
tistical (not instantaneous) knowledge of the links is required
at both UEs and the small-cell such that they can optimize
their transmit powers in (3) to minimize outage probability.
Moreover, to perform coherent transmission, UE1, UE2 and
the small-cell each knows the phase of its respective links to
the macro-cell. This knowledge can be obtained via feedback
from the macro-cell [42]. The macro-cell knows the links’
amplitudes in each transmission block in order to perform the
optimal quantization as explained in Section IV.

Unlike DF relaying schemes [35]–[37], [51], UEs need not
know the instantaneous link orders at the beginning of each
transmission block as in [36], [37], and [51] or whether there
is an outage at the small-cell (e.g. relay) as in [35]. While these
requirements are necessary to achieve a full diversity order of
two for the schemes in [35]–[37] and [51], our scheme can
achieve a full diversity order without this knowledge as shown
in Section VIII-C, which is a further benefit of SMC.

B. Outage Probability

For a transmission scheme with different messages sent
from each UE, an outage can occur for either or both UEs’
messages. Hence, individual and common outages are defined
in [52] where an individual outage pertains to incorrect decod-
ing of one UE message regardless of the other UE message,
while a common outage pertains to incorrect decoding of either
or both UEs’ messages.

For the proposed scheme with SMC, an outage for a UE
message can occur at the small or macro cell; the average
individual and common outage probabilities are then given as
follows:

Theorem 4: For a given target rate pair (R1t , R2t ) in the
proposed scheme of uplink HetNet with SMC, the average
common (P̄c) and individual (P̄1, P̄2) outage probabilities are
given as follows:

P̄c = Psc + (1 − Psc)Pmc,

P̄1 = Ps1 + (1 − Ps1)Pm1, P̄2 = Ps2 + (1 − Ps2)Pm2,

(20)

where Psc (Pmc) is the common outage probability at the
small (macro) cell. Similarly, Ps1 (Pm1) and Ps2 (Pm2) are
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Fig. 5. Outage regions at the small-cell.

the individual outage probabilities at the small (macro) cell.
The formulation for the common and individual outage prob-
abilities at the small and macro cells are given in lemmas 1
and 2, respectively.

Proof: Obtained by considering the outage events at the
small-cell and at the macro-cell when there is no outage at the
small-cell. �

Note that the outages at the small and macro cells are
independent because for given messages sent in block k, they
are decoded in blocks k and k + 1 at the small-cell while
they are decoded in block k + 2 at the macro-cell as shown in
Section III-A. Because of block fading channels, the channel
links in these blocks are independent, which makes the outage
events at small and macro cells independent.

C. Outage at the Small-Cell

The common and individual outages at the small-cell can
be derived with the help of Fig. 5, which shows the spectral
efficiency region at the small-cell. To simplify the analyses,
we consider only the time-shared region between G(Q∗

1),
G(Q∗

2) and G(Q∗
s ). Moreover, Q∗

1, Q∗
2 and Q∗

s in (10) are
slightly changed to consider the channel variation over differ-
ent blocks. By setting Í1 = Í2, Í4 = Í5 and Í7 = Í8, in (4),
we respectively obtain Q́∗

1, Q́∗
2 and Q́∗

s as follows:

Q́∗
1 =

(
1+g2

s1,k+1ρn1+g2
s2,k+1ρn2

) (
1+(g2

s1,k+g2
m1,k)ρn1

)

(1 + g2
s1,kρn1)g2

sm,k+1 Pm
,

Q́∗
2 =

(
1+g2

s1,k+1ρn1+g2
s2,k+1ρn2

) (
1+(g2

s2,k+g2
m2,k)ρn2

)

(1 + g2
s2,kρn2)g2

sm,k+1 Pm
,

Q́∗
s =

(
1 + g2

s1,k+1ρn1 + g2
s2,k+1ρn2

)

(
1 + g2

s1,kρn1 + g2
s2,kρn2

)
g2

sm,k+1 Pm

×
(

1 + (g2
s1,k + g2

m1,k)ρn1 + (g2
s2,k + g2

m2,k)ρn2

)
.

(21)

Note that Q́∗
1, Q́∗

2 and Q́∗
s do not change the results of

Theorem 2. Then, considering the time-shared region at the
small-cell in Fig. 5, an outage occurs if the target rate pair

(R1t , R2t ) lies in region A, B, C, D, or E ; the outage
probability is then given as follows:

Lemma 1: For a target rate pair (R1t , R2t ), the individual
and common outage probabilities at the small-cell are given
as follows:

Ps1 = Ps[A] + Ps [D] + Ps [C],
Ps2 = Ps[B] + Ps[E] + Ps[C],
Psc = Ps[A] + Ps [B] + Ps[C] + Ps [D] + Ps[E]. (22)

The probabilities for regions A–E are given as follows

Ps [A] = P
[
R1t > Í1(Q́∗

1),

R2t ≤ min
{

Í7(Q́∗
1), Í8(Q́∗

1)
} − Í1(Q́∗

1)
]

(23)

Ps[B] = P
[
R1t ≤ min

{
Í7(Q́∗

2), Í8(Q́∗
2)

} − Í4(Q́∗
2),

R2t > Í4(Q́∗
2)

]

Ps[C] = P
[
R1t > Í7(Q́∗

s ) − min
{

Í4(Q́∗
s ), Í5(Q́∗

s )
}
,

R2t > Í7(Q́∗
s ) − min

{
Í1(Q́∗

s ), Í2(Q́∗
s )

}
,

R1t + R2t > Í7(Q́∗
s )

]
,

Ps[D] = P
[
R2t > min

{
Í7(Q́∗

1), Í8(Q́∗
1)

} − Í2(Q́∗
1),

R2t ≤ Í7(Q́∗
s ) − min

{
Í1(Q́∗

s ), Í2(Q́∗
s )

}
,

R1t + ζ1 R2t > ϑ1
]
,

Ps[E] = P
[
R1t > min

{
Í7(Q́∗

2), Í8(Q́∗
2)

} − Í4(Q́∗
2),

R1t ≤ Í7(Q́∗
s ) − min

{
Í4(Q́∗

s ), Í5(Q́∗
s )

}
,

R1t + ζ2 R2t > ϑ2
]
,

where Íu(Q́∗
v ), u ∈ {1, 2, 4, 5, 7, 8} and v ∈ {1, 2, s} is the

rate constraint given in (4) with Q́∗
v given in (21); ζ1 (ζ2)

is the slope of the ab (cd) time-shared line in Fig. 5 while
ϑ1 (ϑ2) is the intersection of this line with R2 axis. These
parameters are given as follows:

ζ1 = I1(Q∗
1) − min

{
Í1(Q́∗

s ), Í2(Q́∗
s )

}

ζ11 − ζ12
,

ζ11 = I7(Q∗
s ) − min

{
Í1(Q́∗

s ), Í2(Q́∗
s )

}
,

ζ12 = min
{

Í7(Q́∗
1), Í8(Q́∗

1)
} − I1(Q∗

1),

ϑ1 = I1(Q∗
1) + ζ1ζ12,

ζ2 = ζ21 − ζ22

I4(Q∗
2) − min

{
Í4(Q́∗

s ), Í5(Q́∗
s )

} ,

ζ21 = I7(Q∗
s ) − min

{
Í4(Q́∗

s ), Í5(Q́∗
s )

}
,

ζ22 = min
{

Í7(Q́∗
2), Í8(Q́∗

2)
} − I4(Q∗

2),

ϑ2 = ζ22 + ζ2 I4(Q∗
2). (24)

Proof: By determining the probabilities of regions A, B,
C, D, and E and conducting similar analysis in [52], w1,k

(w2,k) is in outage if (R1t , R2,t ) lies in region A (B), D (E)
or C , while either or both messages are in outage if (R1t , R2,t )
lies in region A, B, D, E or C . �

D. Outage at the Macro-Cell

The outage analyses at the macro-cell are quite similar to
that of the classical MAC [52]. However, in the proposed
scheme, UEs’ messages sent in block k are decoded in block
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Fig. 6. Outage regions at the macro-cell BS.

k + 2 at the macro-cell instead of the same block k as in
classical MAC.

For UEs’ messages sent in block k, the macro-cell reliably
decodes them in block k+2 if their transmission rates (R1, R2)
satisfy the constraints in (7). These constraints are illustrated
in Fig. 6. With help from this figure, the outage probability
can be derived such that for a given target rate pair (R1t , R2,t ),
there is no outage if the rate pair is in region D, an outage
for UE1 (UE2) message (w1,k) ((w2,k)) if the rate pair is in
region A (B), and an outage for both UE1 and UE2 messages
(w1,k and w2,k) if the rate pair is in region C [52]. The rate
pair can lie in these regions A, B and C with probabilities
Pm[A], Pm[B], and Pm[C], respectively. Then, the individual
and common outage probabilities are given as follows [52]:

Lemma 2: For a target rate pair (R1t , R2t ), the individual
and common outage probabilities at the macro-cell are given
as follows [52]:

Pm1 = Pm[A] + Pm[C], Pm2 = Pm[B] + Pm[C],
Pmc = Pm[A] + Pm[B] + Pm [C], where,

Pm[A] = P [R1t > I3(k + 2), R2t ≤ I9(k + 2) − I3(k + 2)] ,

Pm[B] = P [R1t ≤ I9(k + 2) − I6(k + 2), R2t > I6(k + 2)] ,

Pm[C] = P
[
R1t > I9(k + 2) − I6(k + 2),

R2t > I9(k + 2) − I3(k + 2), R1t + R2t > I9(k + 2)
]
,

(25)

and I3(k + 2), I6(k + 2) and I9(k + 2) are respectively given
as Í3, Í6 and Í9 in (7).

Proof: By determining the probabilities of regions A, B,
and C and conducting a similar analysis as in [52], w1,k (w2,k)
is in outage if (R1t , R2,t ) lies in region A (B), or C while
either or both messages are in outage if (R1t , R2,t ) lies in
region A, B or C . �

In Lemma 2, Ii (k + 2), i ∈ {3, 6, 9} can be replaced with
Ii (k) since the channel links in blocks k and k + 1 have the
same statistics. However, we use k + 2 since it comes directly
from the backward decoding at the macro-cell and it explains
the independency of the outage events at small and macro
cells.

Remark 8: The diversity order of a transmission scheme
is obtained by analyzing the asymptotic outage behavior at
high SNR. However, because of space limitation, we only
intuitively show that as Pm increases, the diversity becomes 2
for each UE’s message despite the decoding at the small-cell.
This is because for any UE’s message to be lost, it always
requires at least 2 links to be weak [35]. At the macro-cell,
w1,k is in outage if gm1,k+1 and gms,k+2 links are weak as
deduced from Í3 in (7). At the small-cell, w1,k is in outage
if gs1,k and gm1,k are weak as deduced from Í1 in (4) and
provided that the quantization noise variance (Q) is very small.
However, from (21), the optimal Q decreases as Pm increases
until Q → 0 as Pm → ∞ and we obtain I1 I4, and I7 in
Corollary 2. A similar explanation holds for w2,k .

VII. GENERALIZATION TO N -UE

The previous sections consider the two-UE case as the
basic multi-user model. However, it is common in practice
to have many UEs located in a small cell. In this section, we
generalize the two-UE scheme to an N-UE scheme and study
its spectral efficiency, optimal quantization and reliability
performance.

A. Transmission Scheme and Spectral Efficiency

The N-UE scheme is quite similar to the two-UE case
where the transmission is carried over B blocks. In each
block k, each UE (UEi for i ∈ {1, 2, ..., N}) transmits its
new and old information (wi,k , wi,k−2) with powers ρni and
ρoi . The small-cell transmits the old information of all UEs
with powers (ρs1, ρs2, ..., ρs N ) and the macro cell transmits
the quantization index with power Pm . Using encoding and
decoding techniques similar to the two-UE case, we obtain
the following spectral efficiency region:

Lemma 3: For the HetNet uplink transmission of N-UE
with SMC, the spectral efficiency region consists of all
N-tuples rate pairs (R1, R2, . . . , RN ) satisfying

Rϒ ≤ min{I1,ϒ , I2,ϒ , I3,ϒ }, (26)

I1,ϒ = C
(

∑

i∈ϒ

g2
si,kρni + g2

mi,kρni

1 + Q

)

,

I2,ϒ = C
(

g2
sm,k+1 Pm

1 + ∑N
i=1 g2

si,k+1ρni

)

+C
(

∑

i∈ϒ

g2
si,kρni

)

− C
(

1

Q

)
,

I3,ϒ = C
(∑

i∈ϒ

g2
mi,k+2 Pi + g2

ms,k+2ρsi

+2gmi,k+2gms,k+2
√

ρoiρsi

)
,

Subject to

Q > QN , QN = 1 + ∑N
i=1 g2

si,k+1ρni

g2
sm,k+1 Pm

(27)

for all subsets ϒ ⊆ [1 : N] where Rϒ = ∑
i∈ϒ Ri , the power

allocation set (ρoi , ρni ) for a UE i satisfying ρoi+ρni = Pi and
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(ρs1, ρs2, ..., ρs N ) for the small-cell satisfying
∑N

i=1 ρsi = Ps

while the macro-cell sends its signal at power Pm .
Proof: Similar to the Proof of Theorem 1. �

It is straightforward to get Theorem 1 by setting N = 2 where
the possible subsets ϒ are {1}, {2}, and {1, 2}.

1) Optimal Quantization: In Lemma 3, similar to the two-
UE case, I1,ϒ is a decreasing function of Q while I2,ϒ is an
increasing function. Hence, the optimal quantization is given
as follows:

Lemma 4: For each subset ϒ ⊆ [1 : N] in Lemma 3, the
optimal Q∗

ϒ that maximizes the spectral efficiency is given as
follows:

Q́∗
ϒ =

(
1 + ∑N

i=1 g2
si,k+1ρni

) (
1 + ∑

i∈ϒ(g2
si,k + g2

mi,k)ρni

)

(1 + ∑
i∈ϒ g2

si,kρni )g2
sm,k+1 Pm

(28)
Proof: Q́∗

ϒ is obtained from the solution of I1,ϒ = I2,ϒ

in (26). �
Note that Q́∗

ϒ in (4) satisfies the condition in (27) since
Q́∗

ϒ > QN for each subset ϒ ⊆ [1 : N].
2) Cut-Set Outer Bound: For the uplink HetNet with SMC

and N-UE, there are (N + 1) × N cut-sets. These cut-sets
determine the cut-set bound from the maximum information
flowing through them as follows:

Lemma 5: The capacity region of the uplink HetNet with
SMC and N-UE is upper bounded by the rate tuples
(R1, R2, . . . , RN ) satisfying

Rϒ ≤ min{C1,ϒ , C2,ϒ }, (29)

C1,ϒ = C
(∑

i∈ϒ

(g2
si,k + g2

mi )Pi
(
1 − δ2

is

1 − ∑
j∈ϒ δ2

j s

)

+
∑

(i, j )∈ϒ, j>i

−2(gmi gmj + gsi gs j )δisδ j s
√

Pi Pj

+(gsi gmj − gmi gs j )
2(1 − δ2

is − δ2
j s)Pi Pj

)
,

C2,ϒ = C
(∑

i∈ϒ

g2
mi Pi + 2gmi gmsδis

√
Pi Ps

+g2
ms Ps

(
1 −

∑

j∈ϒ

δ2
j s

))
,

Subject to ηN > 0, ηN = 1 −
N∑

i=1

δis , (30)

for all subsets ϒ ⊆ [1 : N] where ϒ is the complement of ϒ .
δis ∈ [−1, 1] for i ∈ {1, 2, . . . , N} is the correlation factor
between Xi and Xs .

Proof: Obtained from Remark 6 and the proof of
Corollary 3. Remark 6 shows that the cut-set bound for uplink
HetNet with or without SMC is the same. Then, we obtain
Lemma 5 by considering the (N + 1) × N cut-sets of N-UE
uplink HetNet and following similar proof to that of
Corollary 3. �

Corollary 4: The proposed scheme for N-UE uplink HetNet
with SMC achieves capacity as Pm → ∞ by reaching the
cut-set bound when the amplitude ratio of one UE-small to
UE-macro cell link is equal to that of any other UE, i.e.,
gmi/gsi = gmj/gsj for all (i, j) ∈ {1, 2, . . . , N} and i 
= j .

Proof: Similar to the proof of Theorem 3 where as
Pm → ∞, the optimal Q́∗

ϒ → 0 in (28). Then,

I1,∞,ϒ = I2,∞,ϒ → C
(

∑

i∈ϒ

(g2
si,k + g2

mi,k)ρni

)

. (31)

Therefore, from (31) and (29), I1,∞,ϒ � C1,ϒ since ρni ≤
Pi and Pi

(
1 − δ2

is

1−∑
j∈ϒ δ2

j s

) ≤ Pi while the last term

in C1,ϒ is zero when gmi/gsi = gmj/gsj . In addition,
from (31) and (29), I3,∞,ϒ � C2,ϒ since ρsi ≤ Ps and

Ps
(
1 − ∑

j∈ϒ δ2
j s

)
≤ Ps . �

B. Outage Performance

This section derives the common outage that per-
tains to the incorrect decoding of any or multiple
UEs’ messages. Following an analysis similar to that in
Section VI-B, the common outage probability is given as
follows:

Lemma 6: For a given target rate tuple (R1t , R2t , ..., RNt )
in the proposed uplink HetNet scheme with SMC, the average
common (P̄c) is given as in (20) with

Psc = 1 − P

⎡

⎣(R1t , R2t , ..., RNt ) ∈
⋃

ϒ⊆[1:N]
G(Q́∗

ϒ)

⎤

⎦ ,

Pmc = 1 − P
[
Rϒ < I3,ϒ , for all ϒ ⊆ [1 : N]] , (32)

where G(Q́∗
ϒ) is the spectral efficiency region achieved with

Q́∗
ϒ for any ϒ ⊆ [1 : N] while

⋃
ϒ⊆[1:N] G(Q́∗

ϒ) is the convex
hull of all regions achieved with Q́∗

ϒ for all ϒ ⊆ [1 : N].
Proof: For the small-cell, the correct probability

(Psc(C R)) is the probability that the target rate tuple lies inside
the convex hull region of all regions obtained with Q∗

ϒ for
every ϒ ⊆ [1 : N]. Then, Psc = 1 − Psc(C R). Similarly,
for the macro-cell, the correct probability (Pmc(C R)) is the
probability that the target rate tuple lies inside the rate region
determined by rate constraints I3,ϒ for every ϒ ⊆ [1 : N].
Hence, Pmc = 1 − Pmc(C R). �

VIII. NUMERICAL RESULTS

We now provide numerical results for the spectral effi-
ciency regions of HetNet uplink transmission obtained by
the proposed scheme with different values of the macro-cell
power. We also compare our scheme with existing HetNet
uplink schemes including DF relaying [4], [20] and NNC [41].
Figs. 7, 8 and 9 show the spectral efficiency while
Figs. 10, 11 and 12 shows the outage performance. The
channel parameters and transmit powers are given in each
figure.

A. Spectral Efficiency

Fig. 7 shows how the proposed scheme with SMC enlarges
the spectral efficiency region of the HetNet uplink transmission
compared with DF relaying [4], [20] and NNC [41] schemes.
SMC improves the spectral efficiency as the macro-cell power
increases until it reaches the cut-set bound. This result implies
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Fig. 7. Spectral efficiency regions for HetNet uplink transmission of the
proposed scheme with SMC, DF relaying [4], [20] and NNC [41] schemes
and the cut-set bound.

Fig. 8. Comparison between the spectral efficiency region of the proposed
proposed scheme with SMC when Pm → ∞ and the cut-set bound.

that UE1 and UE2 can improve their transmission rates
not only by increasing their transmission powers but also
by increasing the macro-cell power. Hence, in the uplink
transmission for HetNet where the macro-cell is more powerful
than UEs, the macro-cell can change its transmission power to
adapt the spectral efficiency of both UEs based on a specific
service requirement.

B. Asymptotic Capacity

Fig. 8 compares between the cut-set bound and the asymp-
totic spectral efficiency region at Pm → ∞ for different sets
of channel configurations. Results confirm Theorem 3 where
the proposed scheme achieves capacity when gm1

gs1
= gm2

gs2
as

in sets 1 and 2 of channel parameters in Fig. 8. However,
in set 3, the cut-set bound has a higher sum rate (through-
put) than the proposed scheme. Moreover, for any channel
configurations, the individual rates of the proposed scheme
achieve the cut-set bound individual rates, which is also proved
in [32].

Fig. 9. Sum rate gaps of the MARC between the proposed SMC, NNC [41]
and DF relaying [4], [20] schemes versus gs1 for the symmetric channel.

Fig. 10. Individual and common outage probabilities vs SNR1 for different
target rates.

Fig. 9 shows the sum rate gap between the proposed SMC
scheme and the DF relaying scheme without SMC [4], [20]
for symmetric channel. The rate improvement increases with
Pm until it achieves the cut-set bound, and the maximum gap
occurs when UE-small and UE-macro links have the same
strength (gs1 = gm1). This is because the DF relaying scheme
[4], [20] starts improving the rate region over classical MAC
(without the small-cell) when (gs1 > gm1) and hence, reducing
the gap with SMC scheme. Although NNC has the smallest
spectral efficiency region for the channel configuration in
Fig. 7, Fig. 9 shows that it can achieve a larger sum rate
than the SMC scheme when gs1 is weaker than gm1.

C. Outage Performance

We now provide numerical results for the outage probabili-
ties formulated in Theorem 4. In these simulations, both UEs
and the small-cell have the same power P1 = P2 = Ps = P
while the macro-cell power (Pm) is specified in each figure.
Considering the small-cell radius of 20 to 200 meters [1],
the inter-node distances (in meters) are dr1 = dd1 = 14,
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Fig. 11. Cut-set bound and common outage probabilities at R1t = R2t = 2
bps/Hz and different macro-cell powers.

Fig. 12. Comparison between common outage probabilities of the proposed
and existing schemes at R1t = R2t = 2 bps/Hz.

dr2 = dd2 = 16, and ddr = 18. All the links are Rayleigh
fading, and the average gain for each link from node j to i
is given as μi j = 1

di jα with path-loss factor α = 2.4 [1]. For
each fading channel, all the simulations are obtained using 106

samples, which are sufficient for outage probabilities above
10−4 and produce the same results over different simulation
runs. With these settings, we define the average SNR at the
macro-cell for signals received from UE1 (SNR1) and UE2
(SNR2) as follows:

SNR1 = 10 log

(
P

dα
d1

)
,

SNR2 = 10 log

(
P

dα
d2

)
= SNR1 + 10 log

(
dα

d1

dα
d2

)
. (33)

The average received SNRs at the small-cell are defined
similarly. To minimize the outage, the simulations vary
the power parameters at both UEs and the small-cell
(ρn1, ρo1, ρn2, ρo2, ρs1, ρs2).

Fig. 10 shows the common and individual outage probabil-
ities versus SNR1 for the proposed scheme with SMC where
Pm = P1. As expected, the common outage is higher than

the individual outage and, at equal transmission rates, the
individual outage for UE2 is higher than UE1 since UE2 has
a weaker link to the small and macro cells.

In Fig. 10, the diversity order is one, as the small-cell
always decodes both UEs’ information and the quantized
signal from the macro-cell is noisy as Pm = Ps . However,
as Pm increases, the macro-cell quantizes its received signal
with less quantization noise and sends a clear version of it
to the small-cell as explained in Remark 8. Then, considering
the common outage probability at different macro-cell powers,
Fig. 11 shows that the proposed scheme starts achieving a full
diversity order of two as Pm increases.

This full diversity order is achieved without requiring UEs
to know their links to the small-cell as in [33] and [35] or even
the order between their links to the small and macro cells as
in [36]–[38]. Hence, the proposed scheme has a leaner design
than existing schemes since it requires less transmission of
non-information signals as specified in [2].

Fig. 11 further shows that even with Pm → ∞, the cut-
set bound outperforms the proposed scheme in contrast to the
AWGN. This is because for the considered channel setting,
statistically E[gm1gs2] = E[gm2gs1] but they are different at
each channel realization.

Figs. 7, 9 and 11 imply that the macro-cell can determine
the uplink transmission performance by varying its power.
Since the transmit power affects the cost of a service, this
characteristic is very appealing for 5G networks, since with
the same UE, different customers can have different service
quality based on their paying plans.

Fig. 12 compares the common outage probabilities of the
proposed SMC with existing DF [20], [33] and quantize-
forward [41] relaying schemes and classical MAC (without
the small-cell) [52]. Generally, as Pm increases, the proposed
scheme outperforms all existing schemes and gets closer to
the cut-set bound. When Pm = P1, at high SNR, the proposed
scheme outperforms the DF [20], QF [41] and classical
MAC [52]. This is because the macro-cell receives better
signals for UEs at high SNR than low SNR. Consequently,
the macro-cell sends a better quantized signal to the small-
cell to improve its decoding and reduces its outage probability.
In contrast, at low SNR, the outage probability obtained from
the decoding at the small-cell reduces outage performance.
Hence, the QF relaying [41] and classical MAC [52] outper-
forms the proposed SMC and DF [20] relaying schemes.

Fig. 12 also considers the combined scheme of DF relay-
ing [20] and successful DF relaying process [33] where the
small-cell only forwards the correctly decoded message(s).
This combined scheme can be applied to the HD channel of
two phases where both UEs transmit their messages in phase 1
to the small and macro cells. Then, in phase 2, the small-
cell forwards the successfully decoded message(s) coherently
with its (their) corresponding UE(s). This scheme achieves
a diversity order of two as shown in Fig. 12 but has lower
performance than the proposed scheme as Pm increases.

IX. CONCLUSION

We have proposed a new HetNet uplink transmission
scheme with joint small-macro cell cooperation (SMC).
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The scheme uses superposition block Markov encoding at
UEs, DF relaying with joint sliding window decoding at the
small-cell, QF relaying and backward decoding at the macro-
cell. We derived the spectral efficiency of this scheme and
the optimal and sufficient quantization at the macro-cell for
maximum spectral efficiency. We proved that when the ratios
of UE-macro to UE-small cell links for both UEs are equal, the
proposed scheme asymptotically achieves capacity by reaching
the cut-set bound as the macro-cell power approaches infinity.
We further formulated the outage probability, taking into
account the outage events at the small and macro cells and the
channel variation over different transmission blocks. We also
generalized the proposed scheme to the N-UE scenario. Gen-
erally, results show that as the macro-cell power increases,
spectral efficiency and reliability improve and outperform
the existing schemes for HetNet uplink transmissions. These
results hold 5G promise since, for each service having different
spectral efficiency and reliability requirements, performance
can be adjusted through the macro-cell with the same power
from the UEs. Hence, this work encourages further analysis for
the proposed scheme over cellular networks, including optimal
power allocation from UEs and the small-cell, multi-antenna
system performance and the impact of SMC on managing
interference.

APPENDIX I
PROOF OF THEOREM 1

We prove Theorem 1 using the information theoretic
analysis of a discrete memoryless MARC-RDC5 (e.g. uplink
HetNet with SMC) specified by a collection of pmf
p(ym, ys |x1, x2, xs, xm), where xi , i ∈ {1, 2, s, m} is the input
signal of node i while yl, l ∈ {s, m} is the output signal of
node l. We define a (2nR1 , 2nR2 , n, Pe) code based on standard
definitions as in [40].

We consider B independent transmission blocks each of
length n. Two sequences of B − 2 messages w1,k and w2,k

for k ∈ [1 : B − 2] are to be sent over the channel in
nB transmissions. Therefore, UE1 and UE2 do not send
new information in the last two blocks, which reduces the
achievable rates in (8) by a factor of 2/B (e.g. R1(1−2/B) ≤
min{I1, I2, I3}). This factor, however, becomes negligible as
B → ∞.

A. Codebook Generation

The codebook generation of the proposed coding scheme
can be explained as follows. Fix the pmf P† =
p(u1)p(x1|u1)p(u2)p(x2|u2)p(xm)p(ŷm |xm). Then, for block
k ∈ {1 : B} and according to P†, randomly and independently
generate 2nRμ codewords un

μ(wμ,k−2) and 2nRμ codewords
xn
μ(wμ,k |wμ,k−2) that encode wμ,k−2 and wμ,k , respectively

where μ ∈ {1, 2}. For each pair (un
1(w1,k−2), un

2(w2,k−2)),
generate one sequences Xn

s (w1,k−2, w2,k−2). Similarly gener-
ate 2nRm codewords xn

m(lk−1) and 2nRm codewords ŷn
m(lk |lk−1)

5The channel is memoryless in the sense that given the current transmitted
signals (X1,k , X2,k , Xs,k , Xm,k ), the current received signals (Ys,k , Ym,k)
are conditionally independent from the messages and the previous sig-
nals (w1,k , w2,k , X1, j , X2, j , Xs, j , Xm, j , Ys, j , Ym, j ) for all j ∈ {1, 2, ...,
k − 1} [40].

that encode the quantization indices lk−1 and lk , respectively,
where Rm is the transmission rate of the quantization index
by the macro-cell.

B. Encoding

Let (w1,k, w2,k) be the new messages to be sent in
block k. Then, UE1 (UE2) transmits xn

1 (w1,k, w1,k−2)
(xn

2 (w2,k, w2,k−2)).6 The small (macro) cell has estimated
(ŵ1,k−2, ŵ2,k−2) (l̂k−1) in block k−1. Then, the small (macro)
cell transmits xn

s (ŵ1,k−2, ŵ2,k−2) (xn
m(l̂k−1)) in block k.

Moreover, let l̂k−1 = Lk−1 be correct quantization index
estimated in block k −1 and sent in block k by the macro-cell,
the macro-cell finds an index lk in block k such that

(
ŷn

m(lk |Lk−1), xn
m(Lk−1), yn

m(k)
) ∈ An

ε , (34)

where An
ε is a standard symbol for the set of jointly typical

sequences of length n with respect to a joint distribution
p(xm, ym , ŷm) where the empirical entropies are ε-close to the
true entropies (ε is a very small value, ε → 0) [53] . By cov-
ering lemma [40], such li exists if Rm > I (Ŷm; Ym |Xm).

C. Decoding

Without loss of generality, assume that all transmitted
messages and the quantization indices are equal to 1. Then,
the decoding can be described as follows.

1) At the Small-Cell: At the end of block k + 1, the small-
cell already knows lk−1 = Lk−1, (w1,k−2, w2,k−2) = (1, 1)
and (w1,k−1, w2,k−1) = (1, 1) from the decoding in blocks
k − 1 and k. It then utilizes the signals received in blocks k
and k + 1 to find a unique triple (ŵ1,k, ŵ2,k, l̂k) such that

(
xn

1 (ŵ1,k, 1), un
1(1), xn

2 (ŵ2,k, 1), un
2(1),

xn
m(Lk−1), ŷn

m(l̂k |Lk−1), yn
s (k)

) ∈ An
ε

and
(
un

1(1), un
2(1), xn

m(l̂k)yn
s (k + 1)

) ∈ An
ε

where An
ε is defined in similar way to that in (34). JT analysis

[40] leads to the following rate constraints:

Rd ≤ ζ1 + ζ2,

R1 ≤ I (X1; Ŷm , Ys |X2, U1, U2, Xs , Xm),

R1 + Rd ≤ ζ1 + ζ2 + I (X1; Ys |X2, Xs , Xm , U1, U2),

R2 ≤ I (X2; Ŷm, Ys |X1, U1, U2, Xs , Xm),

R2 + Rd ≤ ζ1 + ζ2 + I (X2; Ys |X1, Xs , Xm , U1, U2),

R1 + R2 ≤ I (X1, X2; Ŷm, Ys |U1, U2, Xs , Xm),

R1 + R2 + Rd ≤ I (X1, X2, Xm; Ys |U1, U2, Xs) + ζ2, (35)

where ζ1 = I (Xm; Ys |U1, U2, Xs) and ζ2 = I (Ŷm;
X1, U1, X2, U2, Xs , Ys |Xm). By combining Rm > I (Ŷm;
Ym |Xm) and (35) and applying them to the Gaussian channel
in (1) with the signaling in (2), we obtain the condition in (9)
and the constraints Í1, Í2, Í4, Í5, Í7 and Í8 in (4).

6By convention, we assume that the old (new) information sent in blocks
1 and 2 (B − 1 and B) are 1 (wi,−1 = wi,0 = wi,B−1 = wi,B = 1 for
i ∈ {1, 2}) [40, Ch. 16].
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2) At the Macro-Cell: It employs backward decoding where
in block k, it has already estimated w̃1,k and w̃2,k from the
decoding in block k + 2. Then, it looks for a unique pair
(w̃1,k−2, w̃2,k−2) such that
(
xn

1 (1, w̃1,k−2), xn
2 (1, w̃2,k−2), un

1(w̃1,k−2), un
2(w̃2,k−2),

xn
s (w̃1,k−2, w̃2,k−2), xn

m(Lk−1), yn
m(k)

) ∈ An
ε

JT analysis [40] leads to the following rate constraints:

R1 ≤ I (X1, Xs; Ym |Xm , X2, U2),

R2 ≤ I (X2, Xs; Ym |Xm, X1, U1),

R1 + R2 ≤ I (X1, X2, Xs; Ym |Xm), (36)

Applying these constraints to the Gaussian channel in (1), we
obtain the constraints Í3, Í6, and Í9 in (7).

APPENDIX II
PROOF OF THEOREM 2

Theorem 2 is proved by showing that for any quantization
with variance QT /∈ {Q∗

1, Q∗
2, Q∗

s }, the rate region at the small-
cell obtained with QT is included inside the time-shared region
between the regions of Q∗

1, Q∗
2 and Q∗

s . The proof is obtained
with help from Fig. 3 and the fact that I1, I4 and I7 (I2, I5
and I8) are decreasing (increasing) functions of Q.

A. For QT < min{Q∗
1, Q∗

2, Q∗
s } or QT > max{Q∗

1, Q∗
2, Q∗

s }
First, assume that Q∗

s = min{Q∗
1, Q∗

2, Q∗
s }. Then, for QT <

Q∗
s , the rate constraints at the small-cell are given as follows:

R1 ≤ min{I1(QT ), I2(QT )} a= I2(QT ),

R2 ≤ min{I4(QT ), I5(QT )} b= I5(QT ),

R1 + R2 ≤ min{I7(QT ), I8(QT )} c= I8(QT ) (37)

where Il (x) for l ∈ {1, 2, 4, 5, 7, 8} is the rate constraint in (8)
with Q = x . In 37, (a) follows since I2(QT ) < I1(QT )
as QT < Q∗

s < Q∗
1 and I2 < I1 for any Q < Q∗

1 since
I2 is an increasing function of Q. A similar analysis holds
for (b) and (c).

Second, since QT < Q∗
s , Ii (QT ) < Ii (Q∗

s ) for i ∈ {2, 5, 8}.
Therefore, the rate region obtained with QT is included inside
that obtained with Q∗

s .
Third, by performing a similar analysis with Q∗

s =
max{Q∗

1, Q∗
2, Q∗

s }, the rate constraints at the small-cell for
QT > Q∗

s are R1 < I1(QT ), R2 < I4(QT ), and R1 + R2 <
I7(QT ). Then, since I1 < I2, I4 < I5 and I7 < I8 for any
Q > Q∗

s since I1, I4, I7 are decreasing functions of Q, the
rate region obtained with QT is included inside that obtained
with Q∗

s .
Last, a similar analysis holds when Q∗

i = min{Q∗
1, Q∗

2, Q∗
s }

or max{Q∗
1, Q∗

2, Q∗
s } for i ∈ {1, 2}.

B. For min{Q∗
1, Q∗

2, Q∗
s } < QT < max{Q∗

1, Q∗
2, Q∗

s }
This case is proved with help from Fig. 3. Define SL1 and

SL2 as the slopes of AB and C B lines, respectively. Then,
we need to show when |SL1| > or < |SL2| where |x | is the
absolute value of x . If |SL1| < |SL2|, point C in Fig. 3 is
outside the time-shared line (dashed black line).

First, for the two rate regions obtained with Q∗
1 and Q∗

s ,
assume that Q∗

1 < QT < Q∗
s . Then, at QT , I1(QT ) < I2(QT )

since I1 is a decreasing function of Q. Similarly, I8(QT ) <
I7(QT ) since I8 is an increasing function of Q. Therefore, the
coordinates of points A, B and C are

(R1(A), R2(A)) = (I1(Q∗
1), I8(Q∗

1) − I1(Q∗
1)),

(R1(B), R2(B)) = (I1(Q∗
s ), I8(Q∗

s ) − I1(Q∗
s )),

(R1(C), R2(C)) = (I1(QT ), I8(QT ) − I1(QT )), (38)

Second, point C in Figure 3 is outside the time-shared region
for the range of QT that satisfies

|SL1| < |SL2| ⇔ R1(A) − R1(B)

R2(B) − R2(A)
<

R1(C) − R1(B)

R2(B) − R2(C)
,

⇔ R1(A)(R2(B) − R2(C)) + R1(B)R2(C)

< R1(C)(R2(B) − R2(A)) + R1(B)R2(A),

a⇔ I1(Q∗
s )

[
I8(QT ) − I8(Q∗

1)
] + I1(Q∗

1)
[
I8(Q∗

s ) − I8(QT )
]

< I1(QT )
[
I8(Q∗

s ) − I8(Q∗
1)

]
,

⇔ I1(Q∗
s )

I8(QT ) − I8(Q∗
1)

I8(Q∗
s ) − I8(Q∗

1)
+ I1(Q∗

1)
I8(Q∗

s ) − I8(QT )

I8(Q∗
s ) − I8(Q∗

1)

< I1(QT ),

⇔ I1(Q∗
s )δ18 + I1(Q∗

1)(1 − δ18) − I1(QT ) < 0,

⇔ f1,1,8(QT ) < 0, (39)

where (a) is obtained by substituting (38) into (39) and
some mathematical manipulations; δT ,18 = I8(QT )−I8(Q∗

1)

I8(Q∗
s )−I8(Q∗

1)
and

0 < δT ,18 < 1 since I8 is an increasing function of Q and
Q∗

1 < QT < Q∗
s .

Third, since I1 is a decreasing function of
Q, the formula (39) is satisfied for QT ∈
(Q∗

1, Q1T
1 ) where Q1T

1 is obtained form solving
f1,1,8(QT ) = 0.

Fourth, when Q∗
s < QT < Q∗

1, a similar analysis holds
where the coordinates of points A, B and C are similar to
those in (38) but replacing I1 by I2 and I8 by I7 since I2 < I1
for QT < Q∗

1 and I7 < I8 QT > Q∗
s . Then, considering the

range of QT that satisfies |SL1| < |SL2|, we obtain

I2(Q∗
s )δ27 + I2(Q∗

1)(1 − δ27) − I2(QT ) < 0,

⇔ f2,1,7(QT ) < 0, (40)

where δT ,17 = I7(QT )−I7(Q∗
1)

I7(Q∗
s )−I7(Q∗

1)
. Then, since I2 is an increas-

ing function of Q, the formula (40) is satisfied for
QT ∈ (Q2T

1 , Q∗
1) where Q2T

1 is obtained from solving
f2,1,7(QT ) = 0.

Last, a similar analysis holds for the two rate regions
obtained with Q∗

2 and Q∗
s when Q∗

2 < QT < Q∗
s and

Q∗
s < QT < Q∗

2. Then, Theorem 2 is obtained by combining
these optimal ranges for QT .

APPENDIX III
PROOF OF COROLLARY 3

Using the cut-set bound [40], the capacity for
MARC-RDC (HetNet with SMC) is upper-bounded by
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the maximum information flowing through the 6 cutsets in
Fig. 4, which are expressed as follows:

R1 ≤ min{I (X1; Ys, Ym |Xs , Xm , X2), I (X1, Xs; Ym |Xm, X2)},
R2 ≤ min{I (X2; Ys, Ym |Xs, Xm , X1), I (X2, Xs; Ym |Xm , X1)},
R1 + R2 ≤ min

{
I (X1, X2; Ys, Ym |Xs , Xm),

I (X1, X2, Xs; Ym |Xm)
}
, (41)

for some joint distribution p(x1, x2, xs , xm).
The optimal input distribution that maximizes the rate region

in (41) is jointly Gaussian for the Gaussian channel in (1). This
is because the distribution of (Z1, Z2, Zs, Zm) is CN (0, I4×4)
and by using entropy power inequality [40], it is easy to show
that the rate region in (41) is maximized if (X1, X2, Xs , Xm)
is jointly Gaussian, i.e., (X1, X2, Xs , Xm) ∼ N (0,	) where
	 is the covariance matrix given as

	 = cov(X1, X2, Xs , Xm) =⎡

⎢
⎢
⎣

P1 0 δ1s
√

P1 Ps δ1m
√

P1 Pm

0 P2 δ2s
√

P2 Ps δ2m
√

P2 Pm

δ1s
√

P1 Ps δ2s
√

P2 Ps Ps δsm
√

Ps Pm

δ1m
√

P1 Pm δ2m
√

P2 Pm δsm
√

Ps Pm Pm

⎤

⎥
⎥
⎦

(42)

where δ j i is the correlation factor between X j and Xi ,
(δ1s, δ1m, δ2s, δ2m, δsm) ∈ [−1,+1] and δ12 = 0 since X1
and X2 are independent. The determinant det(	) ≥ 0 such
that 	 is positive semi-definite and a valid covariance matrix.
By applying the rate constraints in (41) to the Gaussian
channel in (1) with 	 in (42), we obtain the cut-set bound
in (15).
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