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Abstract—While device-to-device (D2D) communication between two proximate cellular terminals improves spectral efficiency, cooperative spectrum sharing (CSS) among D2D users (DUs) and cellular users (CUs) provides more gains. In this paper, we thus propose a new CSS scheme, where a pair of DUs (D1 and D2) acts as half-duplex two-path successive relays (TPSRs) between two CUs (C1 and C2) while maintaining cellular full-duplex gains. The channel between D1 and D2, referred to as TPSR inter-relay interference channel, is exploited to provide D2D access with an ideal throughput of 1 symbol per time slot (sym/TS). To eliminate the interference between C1-C2 and D1-D2 links, we propose a hybrid complex field networking coding (HCFNC) scheme for two cases: 1) both of D1 and D2 correctly decode cellular data, and 2) either D1 or D2 correctly decodes cellular data. For each case, we derive the closed-form CU diversity-multiplexing tradeoff (DMT) and data rate, symbol error probability (SEP) for the HCFNC strategy, and the D2D throughput. Our performance analysis and simulation results show that: 1) the proposed scheme achieves the 3×1 multiple-input single-output (MISO) DMT; 2) the CU achievable rate approaches the full-duplex upper bound; 3) the DU average throughput approaches 1 sym/TS at high signal-to-interference-plus-noise ratio (SINR), demonstrating that DUs gain full access opportunity to the cellular spectrum.

Index Terms—Device-to-device, cooperative spectrum sharing, complex field network coding, successive relaying, diversity-multiplexing tradeoff.

I. INTRODUCTION

Device-to-Device (D2D) communication, an underlay paradigm [1], fulfills the urgent demand of proximity service (ProSe) among highly-capable user equipments (UEs) [2]. It has been proposed for the third generation partnership project (3GPP) long-term evolution (LTE) standard and can facilitate peer-to-peer applications, social networking, e-commerce, machine type communication, advertising and other applications [3]. It provides hop gain, proximity gain and reuse gain [4]. The first two gains quantify the ability to achieve high-rates and low-power data exchange for near D2D users (DUs). The reuse gain quantifies the simultaneous spectrum usage by both cellular users (CUs) and DUs. These three gains show that the DU pairs achieve efficient intra-cell access for themselves by sharing the cellular spectrum.

Although simultaneous sharing of frequency resources clearly improves the total spectral efficiency [5], [6], the problem is intra-cell interference (ICI) between cellular and D2D links [2], [4], [7]. In this context, D2D is similar to spectrum sharing cognitive radio (CR) [8], [9]. Nevertheless, for both these systems, not only ICI, but also the lack of incentive or even “inherently hostility” [10] of priority users (i.e., the primary users (PUs) and CUs) to share their spectrum is one of the major problems [9]–[11]. Thus, incentivizing them to share spectrum with secondary users (SUs) or DUs is a key challenge [9], [11].

To answer this challenge and to mitigate the ICI, cooperative spectrum sharing (CSS) is developed for D2D [2], [7]–[9], [12], [13]. The potential benefits of are diversity gains, coverage extension and energy savings [14]–[17]. Thus, in return for relaying CU messages, DUs can access the cellular spectrum [8]. Furthermore, utilizing wireless broadcasting, the ICI channel becomes the basis of establishing in-band cooperation, and the adverse effects of ICI can also be partially mitigated. Moreover, CSS D2D is relatively simple to implement when both the DUs and CUs belong to the same cellular network. For example, the existing infrastructure helps to acquire channel state information (CSI), to set up links and so on.

Nevertheless, the existing D2D CSS schemes [2], [7], [8], [12], [13] are adversely affected by (A) low CU diversity gain, (B) half-duplex loss due to conventional relaying and (C) self-interference and inter-relay interference (IRI). The reasons for (A) are non-utilization of CU-to-CU direct path and interference between DU and CU links. The reason for (B) is that half-duplex relaying uses two time slots per data exchange. The reason for (C) is that the use of full-duplex relaying, superposition-coding and successive relaying generates relatively large interference compared to the power of desired signal, which severely degrades the spectral efficiency and diversity gain. In addition, the low ratio (we refer to this metric in CSS as participation ratio) of participant DUs used as CU relays results in (a) relatively low cellular diversity order and (b) few cellular and D2D communication phases. To counteract (a), we exploit spatial diversity by utilizing more DUs to create more independent relaying paths. For (b), if more DUs participate in CSS, increased communication phases provide flexibility to transmit CU data and DU data. Thus, careful protocol design potentially yields benefits for both CUs and DUs.
A. Contributions

To alleviate the aforementioned problems, we propose a successive spectrum sharing (SSS) scheme (Fig. 1), where two DUs, say, $D_1$ and $D_2$ act as relays for a pair of CUs while simultaneously accessing the cellular spectrum. The main features and details are as follows:

1) **Cellular diversity-multiplexing tradeoff (DMT).** Because the DUs cooperate and also utilize the cellular direct-path, the CU link achieves the $3 \times 1$ multiple-input single-output (MISO) DMT.

2) **Cellular interference elimination.** To create an interference-free CU channel, we propose a hybrid complex field network coding (HCFNC) technique, thereby fully eliminating the error-floor.

3) **Virtual full-duplex relaying.** The pair of DUs forms a ‘virtual full-duplex’ two-path successive relaying (TPSR) mode, where $D_1$ and $D_2$ alternate between transmission and reception phases. CU’s half-duplex loss is compensated because only one time slot is needed per data transmission.

4) **Cellular Priority.** Interference-elimination, full diversity and full-duplex multiplexing are prioritized and guaranteed for the CUs.

5) **D2D full spectrum access opportunity and full participation.** Since $D_1$ and $D_2$ communicate alternatively in successive slots, IRI between them also exists. But we exploit the IRI channel to provide data exchange for DUs in each time slot. Thus, the proposed SSS scheme utilizes all time resources for DUs on this band, and provides full spectrum access opportunity for DUs. On the other hand, all DU participation as CU relays benefits both CU communication and the D2D full spectrum access.

This paper discusses two cases: Case I - both the DUs can decode; Case II - only one DU can decode. For each case, we analyze the CU achievable DMT and data rate, DU symbol error probability (SEP) with HCFNC, and the D2D throughput. Specifically, because signal constellation based approaches are sensitive to the channel-phase estimation error (PEE) [18], it is fully considered in our derivations of the CU achievable rate in Case I.

B. Related Works

The first CSS model studied the achievable rate region of PU and SU in an information-theoretic perspective for CR networks [19], [20]. Reference [21] introduced D2D relaying concept to improve cellular multicast services. Primarily in a D2D scenario, Li et al. [22] raised the cooperation concept that utilizes the base station (BS) as an incremental D2D relay to enhance the D2D performance. However, no gains are available to the CUs, and moreover the D2D hop gain degrades since both uplink and downlink are needed [7]. Therefore, to mutually benefit both DUs and CUs by improving spectral efficiency, CSS makes sense for D2D scenarios.

We compare and summarize related CSS works [2], [7], [8], [12], [13] and this work in Table I (in this table, * means these gains have not been proved by the authors, but we have estimated them by assuming perfect interference mitigation; ‘Participated DUs’ stands for $x$ out of $y$ DUs can be employed to relay CU data).

Specifically, in [2], [7], [8], [12], one DU from the D2D pair codes its own signal on to the cellular signal via a superposition code in a time slot and relays the coded signal to both DU and CU in the next time slot. The interference signal from CU can be decoded and kept by DU, which can be utilized for ‘stored cancellation’ in the next time slot. In [2], the DU can access spectrum as long as relaying cellular data in even time slots, but the cellular capacity is limited by half-duplex relaying (HDR). Note that the cellular direct-path is allowed, and the potential diversity order becomes two for the cellular link. In [8], DU serves as an analog network coding (ANC) two-way relay (TWR) [23] for cellular transmissions, improving the cellular capacity which is limited by the half-duplex constraint. In return, D2D data exchange is allowed by the cellular network in each time slot. However, the ANC TWR cannot exploit the direct-path (if exists) [24], [25], and the potential CU diversity order is thus limited to one. To further improve the spectral efficiency, [7] generalized [2] to full-duplex CSS. In this model, the selected DU is a full-duplex relay (FDR) and thus can access the spectrum and relay simultaneously. Although full-duplex DU relaying helps CU transmission, improves cellular capacity and potentially achieves a CU diversity of two, the full-duplex transmissions create self-interference that cannot be completely eliminated, which degrades the system performance [26], [27].

To incorporate TPSR concept in this model, two of four SUs are utilized as half-duplex relays to alternatively help forward the PU signal. Simultaneously, the PU can continue transmissions without waiting for the finish of two-hop relaying process. Special self-interference links in TPSR, namely IRI links, are utilized to provide data exchange for SUs, which is a remarkable difference between ‘virtual full-duplex’ CSS.
and full-duplex CSS [7] on how to treat interference. With the cellular direct-path, the potential diversity for this scheme can be two if inter-user interference is canceled perfectly.

The main differences between works [2], [7], [8], [12] and this work can be found in Table I. Although these CSS schemes are win-win strategies, a critical problem is that every node must detect its desired signal in the presence of interference of the superposition-coded signals intended for other users [13]. This interference results in an irreducible error-floor and signal-to-interference-plus-noise ratio (SINR) floor, dramatically increasing the error probability [13] and consequently limiting diversity gain and capacity. To address this problem, [13] proposed a security-embedded interference avoidance scheme based on constellation rotation [30] and the CSS model [8]. In this scheme [13], the intrinsic orthogonality between the real and imaginary components of the complex signal is exploited to realize interference-free CU and DU transmissions. However, the CU diversity order of this schemes is one because the direct-path is not used, and the participation ratio is only 50% since only one DU serves as relay. Thus, this scheme does not provide a $3 \times 1$ MISO DMT for the CU link. Despite the higher DU participation ratio and CU DMT, our work is different from [13] in the following key aspects:

1. two DUs in our paper works alternatively as a ‘virtual full-duplex relay’ for CU, while [13] only employed one DU to realize two-way relaying; 2) in our system model, we consider all possible links, but [13] assumed the DU direct-path and another DU-CU path are absent; 3) more co-channel interferences are generated by those links, and we thus propose HCFNC to detect desired data instead of the original signal space orthogonality or coordinate-interleaved orthogonal design (CIOD) in [13]; 4) PEE is considered in our paper as deriving the achievable rate, which leads to a more practical performance evaluation.

While spectrum leasing for CR [31], [32] is closely related to CSS for D2D, there are prominent differences between these two spectrum sharing models: 1) spectrum leasing shares the access permission of PU and SU in time division multiple access manner, but CSS D2D makes the coexistence of CU and DU on the same time-frequency block possible; and 2) spectrum leasing requires orthogonality in time domain, while conventional CSS D2D uses signal processing techniques for co-channel interference mitigation. Thus, compared with spectrum leasing model [31], the CSS D2D model in our paper can free up time resources at the expense of signal processing (e.g., precoding and detection)\(^1\).

The rest of this paper is organized as follows. The system model is introduced in Section II. In Section III, we describe the SSS scheme (Case I) in detail and propose the HCFNC technique. Performance analyses and numerical results for Case I are presented in Section IV. In Section V, we discuss bidirectional D2D spectrum sharing (Case II) in detail and provide both performance analyses and numerical results. Finally, Section VI draws the conclusion.

Notations: $\mathbb{R}\{x\}$ and $\mathbb{I}\{x\}$ denote real and imaginary parts of $x$. $\mathbb{E}\{x\}$ is statistical expectation of $x$. Vector $\mathbf{x}$ has the $i$-th element $x(i)$. Matrix $\mathbf{X}$ has the $(i,j)$-th element $X(i,j)$, and $\mathbf{I}_n$ is the identity matrix of size $n \geq 1$. $\mathbb{R}$ and $\mathbb{C}$ denote real and complex numbers, and $\mathbb{R}^+ = \{x|x > 0, x \in \mathbb{R}\}$.

\(^1\)Complexity analysis is beyond the scope of this paper.

---

**II. SYSTEM MODEL**

As per Fig. 1, we consider a typically single cell scenario as [2], [8], [9], [22], where at most one scheduled active D2D pair ($D_1$ and $D_2$) attempts to access the same spectrum slot as the cellular pair (BS and $C_2$).

We assume that the channels remain static during each frame ($L + 1$ time slots) [30], [33] and the complex channel coefficients of BS-CU, BS-$D_1$, BS-$D_2$, $D_1$-$D_2$, $D_1$-$CU$, $D_2$-$CU$ links are denoted by $h_{BC}$, $h_{B1}$, $h_{B2}$, $h_{D}$, $h_{C1}$, $h_{C2}$, respectively. As in [13], [33], we assume the channel gains are reciprocal, i.e., $h_{ij} = h_{ji}$ for node $i$ and node $j$. This assumption is valid for time-division duplexing systems and low Doppler spread channels, e.g., channel models in the 802.11a/g/n standards [34], [35]. The phase of $h_k$ ($k \in \{C, B1, B2, D, C1, C2\}$) is denoted by $\angle h_k$. The background noise at each node is assumed to be independent additive white Gaussian noise (AWGN) with variance $\sigma^2$. The transmit power of BS and DUs are denoted by $P_B$ and $P_D$ respectively. $D_\alpha$ and $D_\beta$ are used to indicate the D2D transmitter and receiver at the $n$-th time slot, where the corresponding DU indexes in Fig. 1 are given as $\alpha = \text{mod}(n, 2) + 1$ and $\beta = 3 - \alpha$. $s^n_B$, $s^n_D$ and $s^n_\alpha$ are used to denote the original data symbols for BS, $D_\alpha$ and $D_\beta$ at time slot $n$, respectively. Moreover, the two communicating DUs are called an exchanging D2D pair. We consider omni-directional half-duplex radio nodes only and assume cell-level synchronization among the nodes [12].

In the first time slot, the BS broadcasts to the DUs and CU. In the subsequent time slots, three cases will occur according to whether the DUs can correctly decode CU data or not. The decoding errors may be caused by small-scale fading, shadowing, path loss and diverse detection abilities of different D2D devices.

- **Case I:** (Successive spectrum sharing) In this case, both nodes of the exchanging D2D pair are able to decode (for a large dense network of relays, we can find two nodes satisfying this condition [36]). As per Fig. 1, the exchanging D2D pair of nodes alternate as relays for cellular system. The explicit protocol is described in Section III-A.

In this case, all BS data is relayed successively by the two communicating DUs, which in return also has access opportunity to mutually communicate during consecutive time slots.

- **Case II:** (Bidirectional D2D spectrum sharing) In this case, only one DU from the exchanging D2D pair is able to decode, which we assume is $D_1$ without loss of generality. As per Fig. 1, the signal flow is identical with Case I. For instance, $|h_{B2}|$ is too small to ensure BS data be decoded correctly, so that the signal propagates over...
this channel can be viewed as noise, and the message contained by the non-decoding DU signal is much different. The explicit protocol is described in Section V-A. In this case, only BS data during odd time slots is relayed by the decoding DU, but D2D data exchange can occur bidirectionally during even time slots.

- **Case III: (Cellular mode)** In this case, the exchanging D2D pair is not able to decode the CU signals. The entire system then degrades into the conventional cellular mode. Thus, we omit the details.

In Fig. 1, the ICI arises since the links from the two senders (BS and D_a) are non-orthogonal. Based on the orthogonality of the in-phase and the quadrature components of a complex constellation, Sun et al. [30] exploited signal space diversity (SSD) to separate the two links. Their work motivates us to design the HCFCN (Theorem 1) to mitigate the ICI in D2D.

### III. Case I: Successive Spectrum Sharing

In this section, we describe and analyze SSS (Case I) in detail, which can be easily adopted to Case II (Section V) as well. Concurrent transmissions create co-channel interference to CUs and DUs. Thus, to prioritize interference-free transmission and diversity order for the CUs, we propose HCFCN (Theorem 1) and design precoding to match the received signals according to Theorem 1.

**Theorem 1.** Considering vectors $\mathbf{w} = \frac{1}{\sqrt{2}} [1, -j]^T$ and $\mathbf{r} = [r_1, r_2]^T$, and $y = \mathbf{w}^T \mathbf{r} = \frac{1}{\sqrt{2}} (r_1 - jr_2)$, we have two rules to extract $r_1$ and $r_2$ from $y$.

**Rule-1:** If $r_1, r_2 \in \mathbb{R}$, they can be extracted from $y$ using:

$$r_1 = \sqrt{2} \Re \{y\}, \quad r_2 = -\sqrt{2} \Im \{y\}. \quad (1)$$

**Rule-2:** If $r_1, r_2 \in \mathbb{C}$, they can be extracted from $y$ using maximum likelihood (ML) detection:

$$(r_1, r_2) = \arg \min_{r_1, r_2 \in \mathbb{C}} \| y - \frac{1}{\sqrt{2}} (r_1 - jr_2) \|. \quad (2)$$

**Proof:** Eq. (1) can be intuitively derived from the signal space of $y$. To derive (2), complex field network coding [37], [38] technique is needed. Note that $\mathbf{w}$ is taken from the row of the Vandermonde matrix $\begin{bmatrix} 1 & \delta_1 \\ 1 & \delta_2 \end{bmatrix}$, where $\{\delta_u\}_{u=1}^2 = e^{j\pi(4u-1)/4}$. According to [37], the design of $\mathbf{w}$ satisfies: $\mathbf{w}^T \mathbf{r} \neq \mathbf{w}^T \mathbf{\bar{r}}$ if $\mathbf{r} \neq \mathbf{\bar{r}}$, which allows simultaneous transmissions from multiple sources. Then, complex field network coding can be adopted to make it possible that the sources broadcast different symbols in the same time slot and on the same frequency [38]. Finally, as in [37], [38], ML expression (2) can be used to detect $r_1$ and $r_2$.

Moreover, Eq. (1) from Theorem 1 demands successful demodulation of complex signals only based on their real or the imaginary component. According to [30] signal constellation must be rotated before transmission. Specifically, if $u$ is a complex constellation point from an M-ary alphabet $\chi$, the transmitted symbol is $x = ue^{j\phi}$, where $\phi$ is chosen to ensure that no two rotated symbols have the same coordinates. That is, for any $p \neq q$:

$$\Re \{x_p\} \neq \Re \{x_q\}, \Im \{x_p\} \neq \Im \{x_q\}, \forall x_p, x_q \in e^{j\phi} \chi. \quad (3)$$

Therefore, prior to the transmission in Case I and II, every constellation symbol is rotated by the angle $\phi$ chosen from [30]. The transmit symbols $s^{(n)}_B, s^{(n)}_D$, and $s^{(n)}_\alpha$ are constellation rotated before precoding, and the symbol power satisfies $\mathbb{E}\{\|s^{(n)}_k\|^2\} = 1, \forall k \in \{B, D, \alpha\}$. After the constellation rotation, the transmit symbols in Case I are then precoded based on the phase of related channel fading to match the forms in Theorem 1, which are given by:

$$x^{(n)}_B = \Re \{s^{(n)}_B\} e^{-j\alpha C}, \quad (4)$$

$$x^{(n)}_\alpha = \frac{1}{\sqrt{2}} \left( \Re \{s^{(n-1)}_B\} - j\Re \{s^{(n)}_\alpha\} \right) e^{-j\alpha C}, \quad (5)$$

where $1 \leq n \leq L+1$ and $s^{(0)}_B = s^{(L+1)}_B = s^{(1)}_\alpha = 0$. The average power of transmitted symbol during each symbol period is normalized to unity.

In detail, the BS encodes $s^{(n)}_B$ by (4) and broadcasts $x^{(n)}_B$ with power $P_B$. D_a decodes $s^{(n-1)}_B$ received at $(n-1)$-th time slot, and then generates $x^{(n)}_\alpha$ by combining $s^{(n-1)}_B$ with its own symbol $s^{(n)}_\alpha$. D_a broadcasts $x^{(n)}_\alpha$ with power $P_D = \eta P_B$, where $\eta$ is the power scale coefficient.

Denoting the signals received by CU and D_\beta as $y^{(n)}_C$ and $y^{(n)}_\beta$, we have:

$$y^{(n)}_C = h_C \sqrt{P_B s^{(n)}_B} + h_{C\alpha} \sqrt{P_D s^{(n)}_\alpha} + N^{(n)}_C, \quad (6)$$

$$y^{(n)}_\beta = h_{B\beta} \sqrt{P_B s^{(n)}_B} + h_{D\beta} \sqrt{P_D s^{(n)}_\alpha} + N^{(n)}_\beta, \quad (7)$$

where $N^{(n)}_C$ and $N^{(n)}_\beta$ denote the noise at CU and D_\beta respectively. Considering the symbols (4) and (5), we can simplify (6) and (7) as:

$$y^{(n)}_C = \frac{1}{\sqrt{2}} \left( r^{(n)}_{1,C} - j r^{(n)}_{2,C} \right), \quad (8)$$

$$y^{(n)}_\beta = \frac{1}{\sqrt{2}} \left( r^{(n)}_{1,\beta} - j r^{(n)}_{2,\beta} \right) + N^{(n)}_\beta, \quad (9)$$

where $r^{(n)}_{1,C}$ and $r^{(n)}_{2,C}$ are real values given by:

$$r^{(n)}_{1,C} = |h_C| \sqrt{P_B} \Re \{s^{(n)}_B\} + |h_{C\alpha}| \sqrt{P_D} \Re \{s^{(n)}_\alpha\} + \sqrt{2} \mathbb{E}\{N^{(n)}_C\}, \quad (10)$$

$$r^{(n)}_{2,C} = |h_{C\alpha}| \sqrt{P_D} \Re \{s^{(n)}_\alpha\} - \sqrt{2} \mathbb{E}\{N^{(n)}_C\}, \quad (11)$$

and $r^{(n)}_{1,\beta}$ and $r^{(n)}_{2,\beta}$ are complex values given by:

$$r^{(n)}_{1,\beta} = |h_{B\beta}| \sqrt{P_B} \Re \{s^{(n)}_B\} + |h_{D\beta}| \sqrt{P_D} \Re \{s^{(n)}_\beta\}, \quad (12)$$

$$r^{(n)}_{2,\beta} = |h_{D\beta}| \sqrt{P_D} \Re \{s^{(n)}_\beta\}, \quad (13)$$

with $\tilde{h}_{B\beta} = h_{B\beta} e^{-j\alpha C}$ and $\tilde{h}_{D\beta} = h_{D\beta} e^{-j\alpha C}$. Based on HCFCN theorem, $s_B$ and $s_\alpha$ can be decoded from the composite signals.

### A. Protocol

- **Time slot 1:** The BS broadcasts its precoded data $x^{(1)}_B = f_1(s^{(1)}_B)$ to the DUs and C_2.

- **Time slot 2:** The BS transmits precoded signal $x^{(2)}_B = f_1(s^{(2)}_B)$ as (4); D_1 applies the precoding in (5) and transmits the composite signal $x^{(2)}_B = g_1(s^{(1)}_B, s^{(2)}_B)$; C_2 first obtains $r^{(1)}_{1,C}(2)$ by Theorem 1, and then detects $s^{(2)}_B$ from $r^{(1)}_{1,C}(2)$ by space-time processing (16); D_2 first obtains $r^{(2)}_{1,\beta}(2)$ and $r^{(2)}_{2,\beta}(2)$ by Theorem 1, and then detects $s^{(2)}_B$ and $s^{(2)}_\alpha$ by successive interference cancellation (SIC) technique (Section III-C).

- **Time slot 3:** The BS transmits precoded signal $x^{(3)}_B = f_1(s^{(3)}_B)$ as (4); D_2 applies the precoding in (5) and...
transmits the composite signal \( x_2^{(2)} = g_1(s_B^{(2)}, s_2^{(3)}) \); D_1 first obtains \( r_{1,1}^{(3)} \) and \( r_{2,2}^{(3)} \) by Theorem 1, and then detects \( s_B^{(3)} \) and \( s_2^{(3)} \) by SIC technique (Section III-C).

- The progress of time slot 2 and time slot 3 repeats alternatively until time slot L.
- Time slot L + 1: D_\alpha\beta\gamma applies the precoding in (5) and transmits the signal \( x_{L+1}^{(L+1)} = g_1(s_B^{(L)}, s_2^{(L+1)}) \); C_2 first obtains \( r_{1,1}^{(L+1)} \) by Theorem 1, and then detects \( s_B^{(L+1)}, s_B^{(L)}, \ldots, s_B^{(1)} \) from \( r_{1,1}^{(L+1)} \) by space-time processing (17); D_\beta first obtains \( r_{2,2}^{(L+1)} \) by Theorem 1, and then detects \( s_2^{(L+1)} \) by SIC technique (Section III-C).

Note that at time slot L + 1, a better detection can be achieved by “maximum ratio combining” (MRC) after obtaining \( r_f \) and \( r_b \). Thus, by exploiting the special signal space structure (Theorem 1), DUs and CUs can decode the cellular data and D2D data.

B. Space-Time Processing at CU

From Rule-1 of Theorem 1, \( r_{1,1}^{(n)} \) and \( r_{2,2}^{(n)} \) in (8) can be separated using (1), because co-channel interference terms and CU data to DU are readily aligned with the imaginary and real parts of \( y_C^{(n)} \) respectively. After retrieving the real part \( r_{1,1}^{(n)} \), we focus on the decoding. At the DU, all the cellular data values in \( L + 1 \) time slots are vectorized as

\[
r_{1,1}^{(n)} = Hs_B + N_C,
\]

where \( s_B = \{s_B^{(1)}, s_B^{(2)}, \ldots, s_B^{(L)}\}^T \). The vector \( N_C \) is the equivalent noise, i.e., \( N_C = \sqrt{2R_u} \{N_C^{(1)}, N_C^{(2)}, \ldots, N_C^{(L+1)}\} \). \( H \) is the equivalent MIMO channel matrix of size \((L + 1) \times L\),

\[
H = \begin{bmatrix}
C_1 & C_B & 0 & \cdots & 0 & 0 \\
0 & C_2 & \ddots & \cdots & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \cdots & \vdots \\
0 & 0 & \cdots & C_1 & C_B & 0 \\
0 & 0 & \cdots & 0 & C_B & 0
\end{bmatrix}
\]

where \( C_B = \sqrt{2P_T}|h_{BC}|, C_1 = \sqrt{P_D}|h_{BC1}|, C_2 = \sqrt{P_D}|h_{BC2}| \) and \( L \) is assumed to be even.

Only one non-zero entry exists in the first and last rows of \( H \) respectively, which manifests that \( s_B^{(1)} \) and \( s_B^{(L)} \) can be estimated directly from the observations at the first and last time slots. Then, based on the special structure\(^2\) of \( H \), inter-symbol interference (ISI) terms \( C_BS_B^{(1)} \) (forward direction) and \( C_1s_B^{(L)} \) (backward direction) can be reconstructed and subtracted from observations at the 2-th and \((L - 1)\)-th time slots respectively. Following this same progress, the decoder is able to subtract the reconstructed ISI from the observation at each time slot in sequence. Accordingly, this forward and backward estimation method [33] outputs \( r_f \) and \( r_b \), which are the hard decisions of \( r_f \) and \( r_b \) respectively. \( r_f^{(n)} \) and \( r_b^{(n)} \) are given by

\[
r_f^{(n)} = \begin{cases}
  r_{1,1}^{(n)} - s_f^{(n-1)}H(n, n-1), & n = 1, \\
  r_{1,1}^{(n)}, & 1 < n \leq L,
\end{cases}
\]

\[
r_b^{(n)} = \begin{cases}
  r_{1,1}^{(n+1)} - s_f^{(n+1)}H(n+1, n+1), & n = L, \\
  r_{1,1}^{(n+1)}, & 1 < n < L.
\end{cases}
\]

\(^2\)For more general \( H \), we can apply the Babai estimator [39] or sphere decoding [40].

Either the forward or backward estimations can be used in data detection. A better detection can be achieved by MRC \( r_f \) and \( r_b \) as

\[
r_{\text{MRC}}(n) = H(n, n)r_f^{(n)} + H(n+1, n)r_b^{(n)}, \quad n = 1, \ldots, N.
\]

In practice, hard decision errors exist in forward and backward estimation, leading to a performance gap with ideal decoding. The evaluation of the performance gap is beyond the scope of this paper and may be considered in future work.

C. SIC Detection at DU

From Rule-2 of Theorem 1, \( r_{1,1} \) and \( r_{2,2} \) in (9) can be separated using HCFNC. Since symbol errors may be caused by random noise \( N_2^{(n)} \), the symbol error probability (SEP) will be given in Section IV-B. Here, we focus on the decoding process after separating \( r_{1,1} \) and \( r_{2,2} \), i.e., extracting the expected signals \( s_B^{(n)} \) and \( s_2^{(n)} \).

It is easy to decode \( s_B^{(n)} \) from (13). To decode \( s_2^{(n)} \) from (12), we use target rate \( R_D^\Delta \) to implement the SIC detection. Define

\[
g_{\text{max}} = \arg\max \{2P_D|h_{DB}\|^2, P_D|h_{DB}|^2\} = \arg\min \{2P_D|h_{DB}\|^2, P_D|h_{DB}|^2\},
\]

and \( R_{\text{D2D}}^\text{FIC} = \log_2 \left( 1 + \frac{g_{\text{max}}}{g_{\text{min}}} \right) \). We have the following criterion

\[
R_{\text{D}}^\Delta \geq R_D^\Delta,
\]

which allows the SIC to process successfully. The stronger signal can be successfully decoded by treating the other as noise. After that, the stronger signal can be reconstructed and canceled, which helps to decode the weaker signal.

D. Feasible Region for D2D Power Scale Coefficient \( \eta \)

To implement the D2D relaying process successfully, the transmit power of DU is constrained by \( P_D = \eta P_B \) and (21). We determine the feasible region for \( \eta \) in Lemma 1.

\[
\eta \in \left( 0, \frac{G}{2R_D^\Delta + 1} \right] \cup \left( 2R_D^\Delta - 1, G \infty \right), \quad 0 < R_D^\Delta \leq 1, \quad R_D^\Delta > 1,
\]

where \( G = \frac{2|h_{DB}\|^2}{|h_{DB}|^2} \).

Proof: Please see Appendix I. ■

Remark 1. If the target decoding rate \( R_D^\Delta \) is smaller than 1, there is no limit for \( P_D \) considering SIC. Whereas, in practice, the transmit power of D2D user can hardly be larger than that of BS, i.e., \( \eta = \frac{P_D}{P_B} < 1 \). On the other hand, \( \frac{G}{2R_D^\Delta + 1} \) is much larger than 1 holds due to the proximity for D2D user pairs. Based on the two facts, the choice for \( \eta \) in practice can be \( \eta \in (0, 1) \) \((R_D^\Delta \leq 1)\) or \( \eta \in (0, 1) \cap (0, \frac{G}{2R_D^\Delta + 1}) \cup (2R_D^\Delta - 1, G \infty) \) \((R_D^\Delta > 1)\).
IV. PERFORMANCE RESULTS FOR CASE I

A. Diversity-Multiplexing Tradeoff Analysis for CU

Since in Case I the two DUs can correctly decode the original BS data in the first relaying phase, we only focus on the mutual information in the second relaying phase. This can be expressed using the equivalent MISO channel model in (14) as

\[
I(s_B;y_C) = \log_2 \left( \det \left( I_{L+1} + HR_{sb}H^H R_{NC}^{-1} \right) \right) \tag{23}
\]

\[
= \log_2 \left( \det \left( I_{L+1} + \frac{1}{\sigma^2} HH^H \right) \right), \tag{24}
\]

where \( R_{sb} = \mathbb{E}\{s_B s_B^H\} = I_L \) and \( R_{NC} = \mathbb{E}\{N_C N_C^H\} = \sigma^2 I_{L+1} \). Thus, the outage probability of CU is given by

\[
P_{ou}^{CU} = Pr \left\{ I(s_B;y_C) < (L+1)R \right\} = P_{ou} \left\{ \log_2 \left( \det \left( I_{L+1} + \frac{1}{\sigma^2} HH^H \right) \right) < (L+1)R \right\}. \tag{25}
\]

The factor \( L + 1 \) is the number of \( L + 1 \) time slots required to transmit \( L \) symbols [41].

1) DMT Lower Bound: \( H \) is an \((L+1) \times L\) bi-diagonal matrix and can be shown to be in the following form:

\[
H = \begin{bmatrix} C_B I_L & \theta^T \end{bmatrix} + \begin{bmatrix} \theta^T \\ \text{diag}(C) \end{bmatrix}, \tag{26}
\]

where \( C = [C_1, C_2, \cdots, C_L, C_L] \) and \( \theta = [0, 0, \cdots, 0] \) are both \( L \)-dimensional vectors. By using the Lemma 3.1 in [41] and observing the structure of \( H \) in (15), we have

\[
det \left( I_{L+1} + \frac{1}{\sigma^2} HH^H \right) \geq \left( \frac{1}{\sigma^2} |C_B|^2 \right)^L + \left( 1 + \frac{1}{\sigma^2} |C_1|^2 \right) \left( 1 + \frac{1}{\sigma^2} |C_2|^2 \right)^\frac{L}{2} \]

\[
\simeq \text{SINR}^L \left( (2|h_c|^2)^L + (\eta^2|h_c|^2|h_c|^2)^\frac{L}{2} \right). \tag{27}
\]

By using (30) and the exponential order of \( h_k \), \( k \in \{C, C_1, C_2\} \), i.e., \( \lim_{k \to \infty} \frac{\log \log (h_k^2)}{\log |h_k|^2} = 0 \), we can rewrite the outage events in the high SINR regime as

\[
O^+ = \left\{ (v_{C}, v_{C_1}, v_{C_2}) \in \mathbb{R}^+ \mid \begin{aligned}(1 - v_{C})^+ &< \frac{L+1}{L} \log \frac{1}{\text{SINR}} \\ (2 - v_{C_1} - v_{C_2})^+ &< \frac{L+1}{L} \log \frac{1}{\text{SINR}} \end{aligned} \right\}. \tag{31}
\]

Fig. 2. DMT performance for CU in Case I. Halff-duplex DF relaying refers to [42], and ‘direct’ means direct transmission without relaying.

By using (31) and according to [41], the DMT lower bound can be expressed as

\[
\overline{d_0}(r) = \text{inf} \left\{ \psi_{C} + v_{C_1} + v_{C_2} \right\} = 3 \left( 1 - \frac{L+1}{L} r \right)^+, \tag{32}
\]

where the notion \( \text{inf} \) stands for the infimum of a set.

2) DMT Upper Bound: This is actually a two-relay diversity protocol, and the DMT is upper bounded by the \( 3 \times 1 \) MISO DMT [41] given by

\[
\overline{d_0}(r) = 3 \left( 1 - \frac{L+1}{L} r \right)^+. \tag{33}
\]

Then, the DMT in closed-form is given as

\[
\overline{d_0}(r) = \overline{d_0}(r) = 3 \left( 1 - \frac{L+1}{L} r \right)^+. \tag{34}
\]

Remark 2. The closed-form expression of the achievable DMT (34) indicates that the proposed D2D aided two-hop cellular transmission achieves a multiplexing gain of \( \frac{L}{L+1} \), which can be approximated as 1 (full-duplex). On the other hand, the cellular transmission achieves a full diversity of 3 and approaches the \( 3 \times 1 \) MISO DMT. The numerical results in Fig. 2 verify that D2D user’s DMT approaches \( 3 \times 1 \) MISO DMT when \( L \) is large. Compared with direct transmission and half-duplex relaying, DUs’ special assistance in SSS scheme helps the cellular system maintaining the multiplexing gain and achieving a higher diversity order of three instead of one.

B. DU’s Symbol Error Probability after HCFNC

In this section we consider the DU SEP after HCFNC, which is affected by the decoding (Theorem 1) and noise.

To analyze the SEP for CU, we rewrite (9) in the standard AWGN channel form as

\[
y_{\hat{n}} = X_{\hat{n}} + X_{\hat{n}}^{\prime}, \tag{35}
\]

where \( X_{\hat{n}} = \frac{1}{\sqrt{2}} \left( u_{\hat{n}} + j u_{\hat{n}}^{\prime} \right), X_{\hat{n}}^{\prime} = A_X u_{\hat{n}}^{\prime} = \bar{h}_{BBN}T_{BB}^{\prime}(s_B) + \bar{h}_{DB} T_{DD}^{\prime}(s_B^{\prime - 1}), u_{\hat{n}} = \bar{h}_{DD} T_{DD}^{\prime}(s_D^{\prime}), u_{\hat{n}}^{\prime} = \bar{h}_{DD} T_{DD}^{\prime}(s_D^{\prime}) \) and \( u_{\hat{n}}, u_{\hat{n}}^{\prime} \in A_u \). Assuming \( \hat{X}_{\hat{n}}^{\prime} \) and \( \hat{X}_{\hat{n}}^{\prime} \) are two
realizations for \( X^{(n)} \), the SEP of \( X^{(n)} \) is given by

\[
P_e(X^{(n)}) = \sum_{a=1}^{N_n} P_r(X_a^{(n)}) \sum_{b=1}^{N_n} P_r(X_a^{(n)} \rightarrow X_b^{(n)}),
\]

where \( N_n = |A_X| \). However, the incorrect detection of \( X \) does not represent the error of two symbols \((u_1^{(n)}, u_2^{(n)})\), because the number of symbols failed to be recovered is unknown. The probability \( P_e^{(n)} \) \((k = 1, 2)\), denoting \( k \) of two symbols \((u_1^{(n)}, u_2^{(n)})\) failed to be recovered, is given by

\[
P_e^{(n)} = \sum_{a=1}^{N_n} P_r(X_a^{(n)}) \sum_{b=1}^{N_n} P_r(X_a^{(n)} \rightarrow X_b^{(n)}) |u_a^{(n)} - u_b^{(n)}|_0 = k,
\]

where \( X_a^{(n)} = w^T u_a^{(n)}, X_b^{(n)} = w^T u_b^{(n)} \) and \( w \) is given in Theorem 1. \( u_a^{(n)} \) and \( u_b^{(n)} \) are two realizations for \( u^{(n)} = [u_1^{(n)}, u_2^{(n)}]^T \). \( |u_a^{(n)} - u_b^{(n)}|_0 \) indicates the zero-norm which denotes the number of nonzero elements of \((u_a^{(n)} - u_b^{(n)})\). Hence, the average SEP for each symbol in \((u_1^{(n)}, u_2^{(n)})\) can be expressed as

\[
P_e^{(n)} = \frac{1}{N_n} \sum_{k=1}^{N_n} k \times P_e^{(n)},
\]

where \( N_n = 2 \) is the number of symbols coded in \( X^{(n)} \). We assume the uniform distribution of \( X^{(n)} \) due to one-to-one mapping between \( X^{(n)} \) and \( u^{(n)} \) \cite{37}, i.e. \( P_r(X_b^{(n)}) = 1/|A_X| \). For any given constellation in (37), the SEP in AWGN channel can be estimated by the union bound \cite{39}, \cite{43}:

\[
P_e^{(n)} \leq \frac{1}{|A_X|} \sum_{a=1}^{N_n} \sum_{b=1}^{N_n} Q \left( \frac{d_{ab}^{(n)}}{2\sqrt{\sigma^2}} \right),
\]

where \( d_{ab}^{(n)} \) denotes the Euclidean distance between \( X_a^{(n)} \) and \( X_b^{(n)} \) in the constellation for \( X^{(n)} \) and \( |u_a^{(n)} - u_b^{(n)}|_0 = k \) indicates the zero-norm denoting the number of nonzero elements of \((u_a^{(n)} - u_b^{(n)})\) is \( k \). The SEP (38) is upper bounded by

\[
P_e^{(n)} \leq \frac{2}{N_n} \sum_{k=1}^{N_n} \sum_{a=1}^{N_n} \sum_{b=1}^{N_n} Q \left( \frac{d_{ab}^{(n)}}{2\sqrt{\sigma^2}} \right).
\]

C. Lower Bound for DU’s Throughput with HCFNC

To extract DU own symbol contained in \( y_{2,2}^{(n)} \), HCFNC is needed to separate the cooperative symbol \( r_{1,\beta}^{(n)} \) and non-cooperative symbol \( r_{2,\beta}^{(n)} \). The throughput \( T^{(n)} \) of the D2D link, defined as the average number of successfully transmitted symbols within one time slot \cite{37}, is affected by the SEP of HCFNC.

\[
T^{(n)} = \begin{cases} 
0, & n = 1 \\
1 - P_e^{(n)}, & 2 \leq n \leq L + 1 \quad (\text{sym/TS})
\end{cases}
\]

The average throughput of D2D link over \( L + 1 \) time slots can be given by

\[
T_D = \frac{1}{L + 1} \sum_{n=1}^{L+1} T^{(n)}(42)
\]

\[
\geq \frac{1}{L + 1} \sum_{n=2}^{L+1} \left( 1 - \frac{1}{2N_n} \sum_{k=1}^{N_n} \sum_{a=1}^{N_n} Q \left( \frac{d_{ab}^{(n)}}{2\sqrt{\sigma^2}} \right) \right)(43)
\]

Thus, \( T_D \) is lower bounded by (43), which approximates the practical throughput, especially in high SINR regime. When SINR approaches to infinity (i.e. \( \sigma \to 0 \)), the lower bound for throughput is

\[
T_D = \lim_{\sigma \to 0} \frac{1}{L + 1} \sum_{n=2}^{L+1} \left( 1 - \frac{1}{2N_n} \sum_{k=1}^{N_n} \sum_{a=1}^{N_n} \sum_{b=1}^{N_n} Q \left( \frac{d_{ab}^{(n)}}{2\sqrt{\sigma}} \right) \right) = \frac{L}{L + 1}. \quad (44)
\]

Note that the lower bound for D2D throughput approaches 1 as \( L \to \infty \).

Remark 3. The lower bound for the D2D average throughput given in (43) can be approximated as \( \frac{L}{L+1} \) in high SINR regime. Thus, when the channel condition is good and \( L \) is large enough, the D2D throughput is 1 sym/TS. Then, DU can access cellular spectrum in each time slot to exchange its data for local services, which infers that D2D system gains full spectrum access opportunity. The numerical results in Fig. 3 verify that: 1) the derived lower bound is very close to simulation value; 2) the throughput is very near to 1 sym/TS when SINR (transmit power) is larger than 25 dB.
D. Achievable Rate for the CU Channel

Similar to [12], the achievable rate for (24) can be calculated as

$$ R_C = \frac{1}{L+1} \log_2 \left( \det \left( I_{L+1} + \mathbf{H}_c \mathbf{H}_c^H \right) \right) \text{bit/s/Hz}, \quad (45) $$

where $\mathbf{H}_c = \frac{1}{\sqrt{L}} \mathbf{H}$. To simplify the evaluation of the determinants (45), the normalized equivalent MIMO channel in (45) can be approximated by

$$ \mathbf{H}_c \approx \begin{bmatrix} \mathbf{H}_0 \\ \vdots \\ \mathbf{H}_0 \end{bmatrix}, \quad \mathbf{H}_0 = \frac{1}{\sigma} \begin{bmatrix} C_B & 0 \\ 0 & C_B \end{bmatrix}. \quad (46) $$

The determinant of the tridiagonal matrix is evaluated as [12]

$$ \det \left( I_{L+1} + \mathbf{H}_c \mathbf{H}_c^H \right) \approx \left( \det \left( I_2 + \mathbf{H}_c \mathbf{H}_c^H \right) \right)^{L} = |B|^{ \frac{L}{2} }, \quad (47) $$

where $|B| = 1 + \frac{4P_B \sigma_C}{\sigma} + \frac{P_B \sigma_C}{\sigma} + \frac{4P_B \sigma_C}{\sigma} + \frac{P_B \sigma_C}{\sigma} + 2P_B \sigma_C C_B C_B + 2P_B \sigma_C C_B C_B$. Thus, the achievable rate can be approximated by

$$ R_C \approx R_C' = \frac{L \log_2 |B|}{2(L+1)} - \frac{1}{2(L+1)} \Delta R, \quad (48) $$

where $\Delta R = \log_2 |B|$. It can be concluded from (48) that bounds for $R_C'$ exist, because $L \in (2, \infty)$,

$$ \frac{1}{3} \log_2 |B| < R_C' < \frac{1}{2} \log_2 |B|. \quad (49) $$

Remark 4. The numerical results (Fig. 4) verify that: 1) the derived approximated rate is very close to accurate value; 2) if the frame length is more than 64, we can use the upper bound to estimate CU rate, which is useful in practical applications.

The numerical results (Fig. 5) compare our scheme with some existing CSS schemes. The schemes of [7], [8], [12] use superposition coding to combine DU data with the relaying data for CU. 1) In schemes [7], [8], [12], the intended data for cellular user is always interfered by DU signal (ICI), which results in a SINR floor as transmit power increases. The ICI limits CU performance especially at high SINR regime. Thus, our scheme outperforms these schemes because HCFNC technique creates interference-free channel for the priority user (CU). 2) Our scheme outperforms the scheme in [13], because direct link can be utilized in our scheme to enlarge the capacity of equivalent MIMO channel while the ANC relaying protocol in [13] can not. 3) The data rate for CU in our scheme is very close to the full-duplex relaying in this scenario, which is considered ideally without any interferences. Thus, full-duplex multiplexing gain can be achieved if $L$ is chosen large enough and CSI is accurate to support HCFNC technique.

E. Achievable Rate for CU Channel with PEE

HCFNC is implemented via precoding at the transmitter. The precoding processes (4) and (5) require channel phase estimations for $h_C$ and $h_Ca$. However, nodes may not always acquire perfect CSI due to, for example, channel estimation errors and/or the slack cooperation between DUs and CUs [44]. Specifically, PEE or phase noise in channel estimation greatly affects the signal constellation based approaches [18]. Thus, it is important to characterize the effect of PEE on the achievable rate for the cellular user.

Consider $\Delta \phi_C, \Delta \phi_D \sim N(0, \Delta \phi_n)$ [18] and they are PEEs for CU and DU, respectively. Thus, the transmit symbols are given by

$$ \bar{x}_B^{(n)} = \Re\{s_B^{(n)}\} e^{-j(\Delta \phi_C + \Delta \phi_D)}, \quad (50) $$

$$ \bar{x}_a^{(n)} = \frac{1}{\sqrt{2}} \left( \Re\{s_B^{(n-1)}\} - j\Im\{s_a^{(n)}\} \right) e^{-j(\Delta \phi_C + \Delta \phi_D)}. \quad (51) $$

Thus, we have

$$ \bar{y}_C^{(n)} = h_C \sqrt{P_B} \bar{x}_B^{(n)} + h_C a \sqrt{P_D} \bar{x}_a^{(n)} + N_C^{(n)}, \quad (52) $$

where $\bar{r}_1^{(n),C} = \sqrt{2} \Re\{\bar{y}_C^{(n)}\}$, i.e.,

$$ \bar{r}_1^{(n),C} = |h_C| \sqrt{2P_B} \Re\{s_B^{(n)}\} \cos \Delta \phi_D + |h_C a| \sqrt{P_D} \Re\{s_a^{(n)}\} \sin \Delta \phi_D + \sqrt{2} \Re\{N_C^{(n)}\}. \quad (53) $$

At DU, all the $\bar{r}_1^{(n),C}$ in $L + 1$ time slots (a frame) are

$$ \bar{r}_{1,C} = \bar{H}_B \bar{w} = \bar{H}_B \bar{w}, \quad (54) $$
where the equivalent interference plus noise vector $\tilde{w}$ is
\[
\tilde{w} = \sqrt{P_D} \sin \Delta \phi_D \begin{bmatrix}
0 \\
h_{C1} \Re \{S_1^{(2)}\} \\
h_{C2} \Re \{S_2^{(3)}\} \\
\vdots \\
h_{C2} \Re \{S_2^{(L+1)}\}
\end{bmatrix} + \sqrt{2} \begin{bmatrix}
\Re \{X_C^{(1)}\} \\
\Re \{X_C^{(2)}\} \\
\vdots \\
\Re \{X_C^{(L+1)}\}
\end{bmatrix}.
\tag{55}
\]

$\tilde{H}$ is the equivalent MIMO channel with size $(L + 1) \times L$,
\[
\tilde{H} = \begin{bmatrix}
\tilde{C}_B & 0 & \cdots & 0 \\
\tilde{C}_1 & \tilde{C}_B & \cdots & 0 \\
0 & \tilde{C}_2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \tilde{C}_1 & \tilde{C}_B \\
0 & 0 & \cdots & 0 & \tilde{C}_2
\end{bmatrix},
\tag{56}
\]
where $\tilde{C}_B = C_B \cos \Delta \phi_C$ and $\tilde{C}_i = C_i \cos \Delta \phi_D$ ($i \in \{1, 2\}$).

Based on [12], the achievable rate for the case with PEE is
\[
\tilde{R}_C = \frac{1}{L + 1} \log_2 \left( \det \left( I_{L+1} + \tilde{H}^H \left( \tilde{R}_w - \frac{2}{\Delta \phi_D} \tilde{H} \tilde{R}_w \right)^{-1} \tilde{H} \right) \right)
\tag{57}
\]
where $\tilde{R}_w = \mathbb{E}\{ww^H\} = \text{diag}(\sigma^2, \lambda_1, \lambda_2, \ldots, \lambda_L)$, with $\lambda_1 = g_{C1} P_D \sin^2 \Delta \phi_D + \sigma^2$ and $\lambda_2 = g_{C2} P_D \sin^2 \Delta \phi_D + \sigma^2$.

The normalized equivalent MIMO channel $\tilde{H}_C$ is written as
\[
\tilde{H}_C = \begin{bmatrix}
\tilde{C}_B & 0 & \cdots & 0 \\
\tilde{C}_1 & \tilde{C}_B & \cdots & 0 \\
0 & \tilde{C}_2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \tilde{C}_1 & \tilde{C}_B \\
0 & 0 & \cdots & 0 & \tilde{C}_2
\end{bmatrix}.
\tag{58}
\]

Adopting the same procedure in (45)-(48), the approximation of $\tilde{R}_C$ can be derived as (see Appendix B),
\[
\tilde{R}_C \approx R_C = \frac{1}{2} \log_2 (|B_1|) + \frac{1}{L+1} \Delta \tilde{R}.
\tag{59}
\]

In (59), $\Delta \tilde{R} = \log_2 \left( \frac{|B_1|}{|B_2|} \right)$ and
\[
|B_1| = 1 + \frac{\tilde{C}_B^2}{\lambda_1} + \frac{\tilde{C}_2^2}{\lambda_2} + \frac{\tilde{C}_1 \tilde{C}_2}{\lambda_1 \lambda_2} + \frac{\tilde{C}_B^4}{\sigma^2} + \frac{\tilde{C}_2^4}{\lambda_2 \sigma^2} + \frac{\tilde{C}_2^4 \tilde{C}_B^2}{\lambda_2 \sigma^2},
\tag{60}
\]
\[
|B_2| = 1 + \frac{\tilde{C}_2^2}{\lambda_2} + \frac{\tilde{C}_B^2}{\lambda_1} + \frac{\tilde{C}_1 \tilde{C}_2}{\lambda_1 \lambda_2} + \frac{\tilde{C}_2^4}{\lambda_2 \sigma^2} + \frac{\tilde{C}_2^4 \tilde{C}_B^2}{\lambda_2 \sigma^2}.
\tag{61}
\]

As $L \in (2, \infty)$, the bounds for $R_C$ exist,
\[
\frac{1}{3} \log_2 |B_1| < R_C < \frac{1}{2} \log_2 |B_2|.
\tag{62}
\]

When $L$ is sufficiently small, $R_C$ approaches $\frac{1}{2} \log_2 |B_1|$ and is determined by $|B_1|$. When $L$ is sufficiently large, $R_C$ approaches $\frac{1}{2} \log_2 |B_2|$ and is determined by $|B_2|$.

To evaluate the effect of PEE on achievable rate, we firstly give the following high-SINR expressions:
\[
\lim_{\gamma \to \infty} \frac{C_B^2}{\lambda_1} = \cos^2 \Delta \phi_D, \quad \lim_{\gamma \to \infty} \frac{C_B^4}{\lambda_1} = \frac{2 g_{C1} \cos \Delta \phi_C}{\eta g_{C1} \sin^2 \Delta \phi_D} = \frac{b_1}{\sin^2 \Delta \phi_D}
\]
and
\[
\lim_{\gamma \to \infty} \frac{C_B^4 \tilde{C}_B^2}{\lambda_1} = \infty (\gamma = \frac{P_B}{P_D}, \eta = \frac{P_B}{P_D} \text{ and } i \in \{1, 2\}).
\]
to cellular user in this system, i.e., $\eta$ is larger, the system will have a better immunity against PEE induced interference.

V. CASE II: BIDIRECTIONAL D2D SPECTRUM SHARING AND PERFORMANCE RESULTS

In Case II, only one DU, say $D_1$, correctly decodes the data packets from BS. Thus, $D_1$ relays the cellular data and $D_2$ only transmits its own data. The symbols are thus precoded and given by

$$x_{B,II}^{(n)} = \Re\{s_B^{(n)}\}e^{-j\theta_B}$$

and

$$y_{\alpha,II}^{(n)} = \left\{ \begin{array}{ll}
\frac{1}{2}(\Re\{s_B^{(n-1)}\} - j\Re\{s_B^{(n)}\})e^{-j\theta_B} & \alpha = 1, \\
-j\frac{1}{\sqrt{2}}\Re\{s_B^{(n)}\}e^{-j\theta_B} & \alpha = 2,
\end{array} \right.$$  

where $\alpha = \text{mod}(n, 2)$. Denoting signals received by CU and $D_\beta$ ($\beta = 3 - \alpha$) as $y_C^{(n)}$ and $y_{\beta}^{(n)}$, we have

$$y_{C,II}^{(n)} = h_C\sqrt{P_B}x_{B,II}^{(n)} + h_{C\alpha}\sqrt{P_D}x_{\alpha,II}^{(n)} + N_C^{(n)}$$

$$y_{\beta,II}^{(n)} = h_{\beta\alpha}\sqrt{P_B}x_{B,II}^{(n)} + h_D\sqrt{P_D}x_{\alpha,II}^{(n)} + N_\beta^{(n)},$$

where $x_{B,II}^{(n)}$ and $x_{\alpha,II}^{(n)}$ are real values given by

$$r_{B,II}^{(n)} = |h_{C\alpha}\sqrt{P_D}r_{\alpha,B}^{(n-1)}| + |\sqrt{23}N_\alpha^{(n)}|$$

and

$$r_{\alpha,II}^{(n)} = |h_{\beta\alpha}\sqrt{P_B}r_{\alpha,B}^{(n-1)}|.$$}

A. Protocol

- **Time slot 1:** The BS broadcasts its precoded data $x_{B,II}^{(1)} = f_1(s_B^{(1)})$ to the DUs and $C_2$.
- **Time slot 2:** The BS transmits precoded signal $x_{B,II}^{(2)} = f_2(s_B^{(2)})$ as (66); $D_1$ applies the precoding in (67) and transmits the composite signal $x_{1,II}^{(2)} = g(s_B^{(1)}, s_B^{(2)})$; $C_2$ detects $s_B^{(2)}$ via Theorem 1 and space-time processing (Section V-B); $D_2$ detects $s_B^{(2)}$ via Theorem 1 and SIC (Section V-C).
- **Time slot 3:** The BS transmits precoded signal $x_{B,II}^{(3)} = f_3(s_B^{(3)})$ as (66); $D_2$ applies the precoding in (67) and transmits the composite signal $x_{2,II}^{(3)} = g(0, s_B^{(3)})$; $C_2$ detects $s_B^{(3)}$ via Theorem 1 and space-time processing in Section V-B; $D_1$ detects $s_B^{(3)}$ and $s_B^{(2)}$ via Theorem 1 and SIC technique (Section V-C).
- **The progress of time slot 2 and time slot 3 repeats alternately until time slot $L$.**
- **Time slot $L + 1$:** $D_\alpha$ applies the precoding in (5) and transmits the signal $x_{\alpha}^{(L+1)} = g(s_B^{(L)}, s_B^{(L+1)})$.

By exploiting the special signal space structure (Theorem 1), both DUs and CUs can decode the cellular and D2D data separately ($D_2$ separates the cellular data contained in the signal from $D_1$).

B. Space-Time Processing at CU

Using Rule-1 of Theorem 1, $r_{1,II}^{(n)}$ and $r_{2,II}^{(n)}$ in (68) can be separated using (1). To decode cellular data from $r_{1,II}^{(n)}$, we rewrite all the $r_{1,II}^{(n)}$ in $L + 1$ time slots as

$$r_{1,II} = H_{II}^{(n)} + N_1^{(n)},$$

where $H_{II}$ can be derived from $H$ in (15) by applying $C_2 = 0$.

$$H_{II} = \begin{bmatrix}
C_B & 0 & \ldots & 0 \\
C_1 & C_B & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & C_1 & C_B
\end{bmatrix}.$$  

After replacing $H$ by $H_{II}$, the results for forward decoding in (16) or Babai estimator [39] can be applied in this Case. Then the final data detection can be derived from (18) after replacing $H$ by $H_{II}$.

C. Decoding at CU and the Feasible Region for D2D Power Scale Coefficient

Using Rule-2 of Theorem 1, $r_{1,II}^{(n)}$ and $r_{2,II}^{(n)}$ in (69) can be separated using complex field network coding. For example, it is easy to decode $s_B^{(n)}$ from (73).

$$y_{1,II}^{(n)} = h_{B\beta}\sqrt{2P_B}r_{\beta,B}^{(n-1)} + \sqrt{2}3N_\beta^{(n)},$$

and

$$y_{2,II}^{(n)} = h_D\sqrt{P_D}r_{\alpha,B}^{(n-1)},$$

$$r_{1,II}^{(n)} = \bar{h}_{B\beta}\sqrt{2P_B}r_{\beta,B}^{(n-1)} + (2-\alpha)\bar{h}_D\sqrt{P_D}r_{\alpha,B}^{(n-1)},$$

$$r_{2,II}^{(n)} = \bar{h}_D\sqrt{P_D}r_{\alpha,B}^{(n-1)}.$$}

D. Performance Results

1) Diversity-Multiplexing Tradeoff Analysis for CU: Conditioned $D_1$ correctly decoding the message, Case II mimics a multiple access MIMO channel (75). To characterize the achievable DMT, similar to [36] we consider an $(m + 1) \times m$ MIMO channel matrix $H_m$ in the same form as (75). Furthermore, let $M_{m+1} = I_{m+1} + \frac{1}{2}\Sigma_S\Sigma_m^{-1}$, where $\Sigma_S$ and $\Sigma_m$ denote the covariance matrices of observed signal and noise components at the receiver, respectively. We assume that each source message $s_B^{(n)}$ is chosen from a Gaussian random codebook of codeword length $l$.

As shown in Appendix III, the upper bound on the ML conditional pair-wise error probability can be calculated by

$$P_{PE|\gamma,\gamma_C} \leq \det\left(1 + \frac{1}{2}\Sigma_S\Sigma_m^{-1}\right)^{-1}\left(1 + \frac{P_Bh_C^4}{\sigma^4} + \frac{P_Bh_C^4}{\sigma^2} + \frac{P_Dh_C^4}{\sigma^4}\right)^{-\gamma},$$

where

$$\gamma = \frac{\text{SINR}}{\sqrt{(\max(2(1-\gamma_C),1-\gamma_C))}}.$$  

(76)
where $\approx$ denotes asymptotic equality in the high SNR regime, and $\leq$, $\geq$ are similarly defined.

We assume each $s^2_n$ is transmitted with data rate $R$ bit per channel use (BPCU). Since it takes $L + 1$ time slots to transmit $L$ symbols, the average transmission rate is $\bar{R} = \frac{L}{L+1}$. On assuming that average transmission rate changes as $\bar{R} = r \log_2 (\text{SNR})$ with respect to SINR, then we get $R = \frac{L}{L+1} r \log_2 (\text{SNR})$. Therefore, we have a total of SINR$^{\frac{L}{L+1} r \log_2 (\text{SNR})}$ codewords. Thus, the error probability can be bounded by

$$P_e[v_{C0},v_{C1}] \leq \frac{1}{\text{SNR} + (\frac{1}{2} \log(2) (\max(2(1 - v), 1 - v_{C1})) + \frac{L}{L+1} r)}.$$  

(77)

Next, we identify the outage events that dominate the error probability, i.e.,

$$P_e \leq P_0.$$  

(78)

Please see Appendix IV for details, and this set is given by

$$O^+ = \{ (v_{C0}, v_{C1}) \in \mathbb{R}^2 \mid \max(2(1 - v), (1 - v_{C1})) \leq \frac{2(L+1)}{L} r \}.$$  

(79)

Now using (79), (111) and linear programming (see Fig. 7), $d_0(r)$ can be calculated as

$$d_0(r) = 2 \left(1 - 3 \frac{L+1}{L} r\right)^+.$$  

(80)

**Remark 6.** The closed-form expression of the achievable DMT (80) indicates that the proposed D2D aided two-hop cellular transmission achieves a multiplexing gain of $\frac{L}{L+1}$, which converges to $\frac{2}{3}$ as $L \to \infty$. The single relay aided cellular transmission achieves a full diversity of two. As shown in Fig. 8, although there is a gap between the DMT performance and $2 \times 1$ MISO upper bound, the diversity is improved, compared with cellular direct transmission and half-duplex DF relaying. Although the maximum multiplexing gain $\frac{2}{3}$ is inferior to direct transmission and Case I, it is superior to that of half-duplex DF relaying.

2) SEP and Throughput with HCFNC for DU: Comparing (69) with (9), we find that the difference uniquely exists between $r_{2,\beta}^{(n)}$ and $r_{2,\beta,II}^{(n)}$. Thus, we can adopt the SEP and throughput from the results of Case I.

Eq. (69) can be rewritten as

$$y_{b,II}^{(n)} = x_{II}^{(n)} + n_{b}^{(n)}.$$  

(81)

where $x_{II}^{(n)} = \sqrt{\frac{1}{2}} \left(u_{1,II}^{(n)} - j u_{2,II}^{(n)}\right)$, $X_{II}^{(n)} \in AX_{II}$, $u_{1,II}^{(n)} = \frac{1}{\sqrt{2}} \left(\tilde{A}^{(n)} + \sqrt{\alpha} \tilde{B}^{(n)}\right)$, $u_{2,II}^{(n)} = \frac{1}{\sqrt{2}} \left(\tilde{A}^{(n)} - \sqrt{\alpha} \tilde{B}^{(n)}\right)$. Assuming $X_a^{(n,II)}$ and $X_b^{(n,II)}$ are two realizations for $X^{(n)}$, and $u_{1,a,II}^{(n)}$ and $u_{1,b,II}^{(n)}$ are two realizations for $u_{1}^{(n)} = [u_{1,II}^{(n)}, u_{2,II}^{(n)}]^T$, the SEP of $X^{(n)}$ is given by

$$P_{e}^{(n)} \leq \frac{1}{2N_n} \sum_{k=1}^{2N_n} \sum_{a=1}^{N_{n,II}} \left(\sum_{b=1}^{N_{n,II}} Q \left(d_{ab}^{(n)} \right)^+ \right)$$  

(82)

where $N_{n,II} = |AX_{II}|$ and $d_{ab}^{(n)}$ denotes the Euclidean distance between $X_{a,b}^{(n,II)}$ in the constellation of $X^{(n)}$.

Define the throughput $T^{(n)}$ of the D2D link as the average number of successfully transmitted symbols in one time slot. The average throughput of the D2D link over $L + 1$ time slots can then be given by

$$T_{d,II} \geq \frac{1}{L+1} \times \sum_{n=2}^{L+1} \sum_{k=1}^{2N_{n,II}} \sum_{a=1}^{N_{n,II}} \sum_{b=1}^{N_{n,II}} Q \left(d_{ab}^{(n)} \right)^+.$$  

(83)

**Remark 7.** Similar with Remark 3, the lower bound for DU throughput (43), approximated as $\frac{1}{L+1}$ in high SNR regime, approaches 1 sym/TS. Then, DU can access cellular spectrum in each time slot to exchange its data for local services, which infers that D2D system gains full spectrum access opportunity. The numerical results in Fig. 9 verify the analysis, and show that the performance of Case II is inferior to Case I. This can be explained by the difference between $r_{2,\beta}^{(n)}$ and $r_{2,\beta,II}^{(n)}$, which differs the variances of $d_{ab}^{(n)}$ and $d_{ab}^{(n,II)}$. In BPSK comparison, both of our schemes can achieve higher D2D spectrum access.
opportunity than three previous works.

3) Achievable Rate for CU Channel: the achievable rate for the broadcast phase can be calculated as

\[ R_{C,II} = \frac{1}{L+1} \log_2 \left( \det \left( I_{L+1} + \frac{1}{\sigma^2} H_{II} H_{II}^H \right) \right) \]
\[ = \frac{1}{L+1} \log_2 |M_{II}| \quad \text{(bit/s/Hz)}, \quad (84) \]

where \( M_{II} \) is given by

\[ M_{II} = \begin{bmatrix} B_1 & 0 & \cdots & 0 & 0 \\ 0 & B_4 & \cdots & 0 & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & \cdots & B_3 & 0 \\ 0^T & 0^T & \cdots & 0^T & 1 \end{bmatrix}, \quad (85) \]

with \( B_4 = \begin{bmatrix} 1 + \frac{C_2^2}{\sigma} & \frac{C_2 C_0}{\sigma^2} \\ \frac{C_2 C_0}{\sigma^2} & 1 + \frac{C_1^2 + C_2^2}{\sigma^2} \end{bmatrix}, \quad \theta_4 = \begin{bmatrix} 0 \\ 0 \end{bmatrix}, \quad \text{and} \quad \theta_2 = \begin{bmatrix} 0 \\ 0 \end{bmatrix}. \]

Then, \( R_C \) can be calculated by

\[ R_{C,II} = \frac{1}{L+1} \log_2 |B_4|^2 \]
\[ = \frac{1}{2(L+1)} \log_2 |B_4|, \quad (86) \]

where \( |B_4| = \left( 1 + \frac{C_2^2}{\sigma^2} \right)^2 + \frac{C_2^2}{\sigma^2} = \left( 1 + \frac{P_{du}}{\sigma^2} \right)^2 + \frac{P_{dru}}{\sigma^2}. \) As \( L \in (2, \infty) \), the bounds for \( R_{C,II} \) exist:

\[ \frac{1}{3} \log_2 |B_4| < R_{C,II} < \frac{1}{2} \log_2 |B_4|. \quad (87) \]

Remark 8. The numerical results in Fig. 10 show that the CU achievable rate in Case II is rather inferior to that of Case I. This is because only one DU in Case II is utilized to relay CU message. Consider that CU in Case II broadcasts its data in every time slot. On one hand, multiplexing gain is higher than \( \frac{1}{2} \) and thus the data rate is higher than half-duplex relaying system, if the channel condition of direct-path is good enough. On the other hand, half of the data broadcast by DU is not protected by the diversity, because half of these data are only forwarded by cellular direct-path. From the comparison with previous schemes, it is easy to find that choosing larger frame length \( L \) can help Case II to outperform other schemes.

VI. CONCLUSION

We have proposed a successive spectrum sharing scheme that allows a pair of DUs to fully access cellular spectrum while enhancing the CU capacity. Based on two-path successive relaying, the two DUs forms a ‘virtual full-duplex relay’ to not only gain their own transmission opportunity via the inter-relay interference channel, but also to support the full-duplex CU transmissions with full diversity. To avoid the intracell interference between cellular and D2D links, we proposed a hybrid complex network coding technique which ensures that the CUs have first priority and avoid DU interference. We considered two primary cases depending on whether both DUs are decoding or not, and derived the DMT for cellular link, symbol error probability for HCFNC strategy, and the throughput of the D2D link. Our performance analysis and numerical results show that in Case I: 1) the cellular link achieves the \( 3 \times 1 \) MISO DMT with full diversity; 2) the cellular link achieves full-duplex mode even though all DUs are half-duplex; 3) cellular link is interference-free from DU access due to HCFNC; and 4) the cellular priority is guaranteed and cellular users are incentivized for spectrum sharing; 5) DU gain full spectrum access opportunity. For all these reasons, Case I has the most potential realizability in practice. The performance of Case II depends much on the cellular direct-path, and thus it can be adopted appropriately when D2D access is urgent and the cellular channel is not subject to deep fading. While Case II is a necessary complement to Case I, but if two suitable DUs exist, Case I is a win-win strategy.

APPENDIX I: PROOF OF LEMMA 1

Eq. (21) can be rewritten as

\[ \frac{g_{\text{max}}}{g_{\text{min}}} > 2^{\frac{R_{\text{II}}}{R_{\text{I}}}} - 1. \quad (88) \]
A. $2P_B|hp|^2 ≥ P_D|h_D|^2$ (case-i)

In this case, we have $g_{\text{max}} = 2P_B|hp|^2$, $g_{\text{min}} = P_B|h_D|^2$ and

$$\eta = \frac{P_D}{P_B} ≤ \frac{2|h_{SB}|^2}{|h_D|^2}. \quad (89)$$

Considering $g_{\text{max}}$ and $g_{\text{min}}$, the inequality for $\eta$ can be derived from (88) as

$$\eta ≤ \frac{1}{2R_D^{|h_{SB}|^2}} \frac{2|h_{SB}|^2}{|h_D|^2}. \quad (90)$$

Thus, we have the following feasible region

$$0 < \eta ≤ \left\{ \begin{array}{ll}
\frac{2|h_{SB}|^2}{|h_D|^2}, & 0 < R_D^{|h_{SB}|^2} ≤ 1, \\
\frac{1}{2R_D^{|h_{SB}|^2} - 1} \frac{2|h_{SB}|^2}{|h_D|^2}, & R_D^{|h_{SB}|^2} > 1.
\end{array} \right. \quad (91)$$

B. $2P_B|hp|^2 ≤ P_D|h_D|^2$ (case-ii)

In this case, we have $g_{\text{max}} = P_D|h_D|^2$, $g_{\text{min}} = 2P_B|hp|^2$ and

$$\eta = \frac{P_D}{P_B} ≥ \frac{2|h_{SB}|^2}{|h_D|^2}. \quad (92)$$

Considering $g_{\text{max}}$ and $g_{\text{min}}$, the inequality for $\eta$ can be derived from (88) as

$$\eta ≥ \left( \frac{2R_D^{|h_{SB}|^2}}{|h_D|^2} \right) \frac{2|h_{SB}|^2}{|h_D|^2}. \quad (93)$$

Then, we have the following feasible region

$$\eta ≥ \left\{ \begin{array}{ll}
\frac{2|h_{SB}|^2}{|h_D|^2}, & 0 < R_D^{|h_{SB}|^2} ≤ 1, \\
\frac{1}{2R_D^{|h_{SB}|^2} - 1} \frac{2|h_{SB}|^2}{|h_D|^2}, & R_D^{|h_{SB}|^2} > 1.
\end{array} \right. \quad (94)$$

Based on the results of case-i and case-ii, the feasible region for $\eta$ is given by

$$\eta ∈ \left(0, \frac{G}{2P_B - 1}\right) \bigcup \left(\frac{R_D^{|h_{SB}|^2} - 1}{G}, \infty\right), \quad 0 < R_D^{|h_{SB}|^2} ≤ 1, \quad R_D^{|h_{SB}|^2} > 1. \quad (95)$$

where $G = \frac{2|h_{SB}|^2}{|h_D|^2}$.

**APPENDIX II: DERIVATION OF (59)**

The normalized equivalent MIMO channel (58) is approximated by

$$\tilde{H} \approx \begin{bmatrix}
\tilde{H}_0 & \tilde{H}_1 & \ldots \\
\tilde{H}_1 & \tilde{H}_0 & \ldots \\
& \ddots & \\
& \ddots & \tilde{H}_0
\end{bmatrix}, \quad (96)$$

where

$$\tilde{H}_0 = \begin{bmatrix}
\frac{\hat{C}_2}{\lambda_1} & 0 & 0 \\
\frac{\hat{C}_1}{\lambda_1} & \frac{\hat{C}_2}{\lambda_2} & 0 \\
0 & \frac{\hat{C}_1}{\lambda_2} & \frac{\hat{C}_2}{\lambda_2}
\end{bmatrix}, \quad \tilde{H}_1 = \begin{bmatrix}
\frac{\hat{C}_4}{\lambda_1} & \frac{\hat{C}_1}{\lambda_1} & 0 \\
\frac{\hat{C}_2}{\lambda_1} & \frac{\hat{C}_4}{\lambda_2} & \frac{\hat{C}_1}{\lambda_2} \\
0 & \frac{\hat{C}_2}{\lambda_2} & \frac{\hat{C}_4}{\lambda_2}
\end{bmatrix}. \quad (97)$$

We evaluate the determinant of the tridiagonal matrix as [12]

$$\det \left( I_{L+1} + \tilde{H}_i \tilde{H}_i^H \right) \approx |B_1| \cdot |B_2| \frac{2^{1-\eta}}{\eta}, \quad (98)$$

where $|B_1| = \det \begin{bmatrix} I_3 + \tilde{H}_i \tilde{H}_i^H \end{bmatrix} = 1 + \frac{\hat{C}_2^2}{\lambda_1^2} + \frac{\hat{C}_1^2}{\lambda_1^2} + \frac{\hat{C}_4^2}{\lambda_2^2} + \frac{\hat{C}_1^2 \hat{C}_2}{\lambda_1 \lambda_2} + \frac{\hat{C}_4^2 \hat{C}_1}{\lambda_1 \lambda_2} + \frac{\hat{C}_2^2 \hat{C}_4}{\lambda_2 \lambda_2}$ and $|B_2| = \det \begin{bmatrix} I_3 + \tilde{H}_i \tilde{H}_i^H \end{bmatrix} = 1 + \frac{\hat{C}_2^2}{\lambda_1^2} + \frac{\hat{C}_1^2}{\lambda_1^2} + \frac{\hat{C}_4^2}{\lambda_2^2} + \frac{\hat{C}_1^2 \hat{C}_2}{\lambda_1 \lambda_2} + \frac{\hat{C}_4^2 \hat{C}_1}{\lambda_1 \lambda_2} + \frac{\hat{C}_2^2 \hat{C}_4}{\lambda_2 \lambda_2}$.

Then, the achievable rate can be approximated by

$$\tilde{R}_C = \frac{1}{L + 1} \log \left( \frac{|B_1| \cdot |B_2|^2}{2^{1-\eta}} \right)$$

$$= \frac{1}{2} \log_2 |B_2| + \frac{1}{L + 1} \Delta \tilde{R}, \quad (99)$$

where $\Delta \tilde{R} = \log_2 \left( \frac{|B_1| \cdot |B_2|^2}{2^{1-\eta}} \right)$.

**APPENDIX III: DERIVATION OF (76)**

$$\Sigma^{-1}_s = \frac{1}{\sigma^2} I_{m+1}, \quad (100)$$

$$\Sigma_s|C_B, C_1| = \begin{bmatrix}
C_B^2 & 0 & \ldots & 0 & 0 & 0 \\
C_1 C_B & 0 & \ldots & 0 & 0 & 0 \\
C_1 C_B & 0 & \ldots & 0 & 0 & 0 \\
0 & 0 & \ldots & 0 & C_B^2 & 0 \\
0 & 0 & \ldots & 0 & C_B^2 & 0 \\
0 & 0 & \ldots & 0 & 0 & C_B^2
\end{bmatrix}, \quad (101)$$

$$M_{m+1}|C_B, C_1| = \begin{bmatrix}
H_4 & 0_4 & \ldots & 0_4 & 0_2 \\
0_4 & H_4 & \ldots & 0_4 & 0_2 \\
0_4 & 0_4 & \ldots & H_4 & 0_2 \\
0_4 & 0_4 & \ldots & 0_2 & 0_2
\end{bmatrix}, \quad (102)$$

where $H_4 = \begin{bmatrix} \frac{C_B^2}{\sigma^2} + \frac{C_1 C_B}{\sigma^2} (1 + \frac{C_B^2 + C_1^2}{\sigma^2}) \end{bmatrix}$, $0_4 = \begin{bmatrix} 0 \ 0 \ 0 \ 0 \ 0 \ 0 \end{bmatrix}$, and

$$\theta_2 = \begin{bmatrix} 0 \ 0 \ 0 \ 0 \ 0 \ 0 \end{bmatrix} \quad (103)$$

Based on $h_{SB}^2 \approx \text{SINR}^{-\nu}$, $h_{C_1}^2 \approx \text{SINR}^{-\nu_{C_1}}$ and $P_D = \eta P_B$, we can further derive

$$\begin{align*}
P_{PE|C_B, C_1} & ≤ \left(1 + \frac{P_B h_{C_B}^2}{4 \sigma^2} + \frac{P_B h_{C_1}^2}{4 \sigma^2} \right)^{-\frac{m}{2}} \cdot \left(1 + \eta \text{SINR}^{-\nu_{C_1}} \right) \cdot \left(1 + \frac{P_B h_{C_2}^2}{4 \sigma^2} \right)^{-\frac{m}{2}} \cdot \left(1 + \eta \text{SINR}^{-\nu_{C_1}} \right). \quad (104)
\end{align*}$$

**APPENDIX IV: ANALYSIS REGARDING (78) AND (79)**

The event corresponding to $P_{E|\text{C}, \text{C}_1}$ contains $O$ and $O^c$, where $O$ denotes the outage event, and $O^c$ denotes the non-outage event. Using Bayes’ rule, $P_E$ can be upper-bounded as

$$P_E = P_O P_{E|O} + P_{E|O^c} ≤ P_O + P_{E|O^c}. \quad (105)$$

Thus, (78) can be guaranteed, if the outage event $O$ is chosen such that $P_O$ dominates $P_{E|O^c}$, i.e.,

$$P_{E|O^c} ≤ P_O. \quad (106)$$
In order to characterize \( O \) ensuring (106), we should examine the probability \( P_{E|O^+} \), which is
\[
P_{E|O^+} = \int_{v_C} P_{E,O|v_C,v_{C1}} f_{v_C} f_{v_{C1}} dv_C dv_{C1},
\]
where \( f_{v_C} \propto \text{SNR}^{-v_C} \) and \( f_{v_{C1}} \propto \text{SNR}^{-v_{C1}} \) [45] are the probability density function (pdf) of \( v_C \) and \( v_{C1} \), respectively. Using (77), (107) can be rewritten as
\[
P_{E|O^+} \propto \int_{v_C} P_{E,O|v_C,v_{C1}} \text{SNR}^{-d(r,v_C,v_{C1})} dv_C dv_{C1},
\]
for\[
d_r(r,v_C,v_{C1}) = (v_C + v_{C1}) + mL \left( \frac{1}{2} \left( \max \left( 2(1-v_C), 1-v_{C1} \right) \right)^{-1} \right).
\]
Now \( P_{E|O^+} \) is dominated by the term corresponding to the minimum value of \( d_r(r,v_C,v_{C1}) \) over \( O^+ \):
\[
P_{E|O^+} \propto \text{SNR}^{-d_0(r)}\text{for} \quad d_0(r) = \inf_{(v_C,v_{C1}) \in O^+} d_r(r,v_C,v_{C1}).
\]
The outage probability \( P_O \) can be expressed as [45]
\[
P_O \propto \text{SNR}^{-d_0(r)} \text{for} \quad d_0(r) = \inf_{(v_C,v_{C1}) \in O^+} (v_C + v_{C1}).
\]
Comparing (106) and (111), we note that for (106) to be satisfied, \( O^+ \) should be chosen as
\[
O^+ = \{(v_C,v_{C1}) \in \mathbb{R}^2_+ | \left( \max \left( 2(1-v_C), 1-v_{C1} \right) \right)^{-1} \leq \frac{2L+1}{L} \}
\]
For \( (v_C,v_{C1}) \in O^+ \), it is possible to choose \( m \) or \( l \) to make \( d_0(r,v_C,v_{C1}) \) arbitrarily large, satisfying (106). Thus, (78) can be guaranteed by choosing \( (v_C,v_{C1}) \in O^+ \), which means the error performance is dominated by the outage probability.
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