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Abstract—We investigate the outage and decoding-delay per-
formances for full-duplex (FD) decode-forward (DF) relaying
with backward and sliding window decoding. In our analysis,
we consider a block fading channel with full channel state
information (CSI) availability at receivers and with limited CSI
at transmitters. For backward decoding where the destination
starts decoding from the last transmission block, we derive the
average block decoding delay. For sliding window decoding, we
analyze both joint and sequential decoding where the destination
utilizes two received blocks either simultaneously or sequentially
to decode the source data. We then derive their average block
decoding delays and outage performances by considering channel
variation over two transmission blocks and outage events at both
the relay and the destination. When comparing FD relaying
with backward decoding and half-duplex (HD) transmission,
numerical results show that joint sliding-window decoding is
the preferred choice in terms of complexity, decoding delay and
outage performances.

I. INTRODUCTION

Wireless relays remain an active research area in order to
improve the throughput and reliability of modern and future
cellular networks. For example, relays are standardized in
LTE-A release 10 [1] and will be used in fifth generation
(5G) wireless backhaul provision and device-to-device com-
munication [2]. The performance of any relaying scheme is
determined by its decoding delay, achievable rate, and relia-
bility. These characteristics have been analyzed extensively for
HD relaying. However, HD relaying achieves lower spectral
efficiency than FD relaying. Hence, FD relaying is receiving
wide attention, but its reliability and decoding delay have not
been analyzed extensively. In 5G networks, FD will be useful
for applications such as machine-to-machine communications
that require high reliability and low latency [3]. Hence, it
is essential to characterize these measures for FD decode-
forward (DF) relaying with sliding window decoding (SWD).

Although decode, compress and amplify-forward relaying
were developed since [4], [5], their applications in modern
and future cellular networks are becoming clear now [2], [3].
As fundamental measures, outage performance and decoding
delay have been analyzed for several HD schemes [6]–[10].

However, full-duplexing potentially achieves 100% spectral
efficiency improvement, and its use in 5G cellular networks
becomes possible by millimeter waves [2] and self-interference
cancellation techniques [11], [12]. Therefore, its outage per-
formance has been analyzed for full or partial DF relaying
with coherent and/or independent transmission considering
backward decoding (BD) [6], [8], [13]. In BD, the destination
initializes decoding from the last transmission block, which
leads to along decoding delay [14]. However, low latency

(≤ 1 ms) is critical for delay-sensitive machine-type commu-
nications in 5G networks [3]. Therefore, SWD is a valuable
solution since it has lower delay than BD as the destination
starts decoding after waiting one extra block only [14].

SWD can be joint or sequential [4], [14]. In joint decoding,
the destination simultaneously utilizes two received blocks
to decode the source information. In sequential decoding,
however, the destination first decodes a bin index about source
information in one block and then the source information in an
earlier block. Since [14] shows that both BD and SWD achieve
the same rate, the same outage analysis for both techniques is
performed [8]. However, in a block fading channel, these two
methods have different outage probabilities.

In this paper, we first derive the average block decoding
delay of SWD and BD. Second, we analyze the outages of
joint and sequential SWD and compare them with the outage
of BD in [6], [8]. We assume that CSI is fully available
at receivers and partially at transmitters. Thus, source (S)
and relay (R) can perform coherent transmission and also
switch between direct transmission (DT) and DF modes as
in [6]. The outage events at both R and destination (D)
and the channel variation over two transmission blocks are
considered. Moreover, in sequential decoding, outage events
are considered for the bin index and S information. Results
show that while the decoding delay of BD increases with the
number of transmission blocks, that of SWD approaches one.
Considering the outage measure, BD outperforms SWD while
joint decoding outperforms sequential decoding and they both
outperform HD DF relaying [6] for a wide range of SNR.

II. CHANNEL MODEL

In Fig. 1, S communicates with D via R. For any trans-
mission over B blocks, the channel model at block k ∈
{1, 2, ..., B} is given as follows:

Yr,k = hrs,kXs,k + Zr,k,

Yd,k = hds,kXs,k + hdr,kXr,k + Zd,k, (1)

where Yr,k (Yd,k) is the k−th received signal block at R
(D) and Zr,k and Zd,k are i.i.d complex Gaussian noises
(CN (0, 1)). Xs,k (Xr,k) is the k−th signal block transmitted
by S (R). We consider block fading channel where the links
remain constant in each block and change independently in
the next block. Hence, in block k, each link gain is modeled
by Rayleigh fading and pathloss as follows:

hij,k = h̃ij,k/(d
αij/2
ij ),

= gij,ke
√
−1θij , i ∈ {r, d}, j ∈ {s, r} (2)
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Fig. 1. Basic Relay channel model.

where h̃ij,k ∼ CN (0, 1) represents the small scale fading.
The large scale fading is captured by pathloss where dij is
the distance between nodes i and j and αij is the attenuation
factor. Let gij,k and θij,k be the amplitude and the phase of
a link coefficient in block k, then gij,k = |h̃ij,k|/d

αij/2
ij has

a Rayleigh distribution while θij,k has a uniform distribution
between [0, 2π]. We assume full CSI at receivers and partial
CSI at transmitters (obtained via feedback from D [15]). As
receivers, R knows hrs,k and D knows hds,k and hdr,k. As
transmitters, since the outage probability depends on the statis-
tics of the channel links, statistical (not exact instantaneous)
knowledge of the links is required at S such that it can
optimize its transmit power to minimize the outage probability.
Moreover, to perform coherent transmission, S and R each
knows the phase of its respective link to D. Furthermore, they
both know the order between g2rs,k and g2ds,k to determine the
optimal transmission scheme as specified in Section III.

Although the FD relay suffers from the self-interference, it
is alleviated with millimeter waves [2] and analog and digital
cancellation techniques that reduce it by 110 dB in WiFi
radios [16]. However, hardware imperfections leave a small
interference, which is seen as additive noise by R [8], [17].

III. DF RELAYING SCHEME

We consider the FD DF scheme in [4], [5], [14] where the
transmission is carried over B independent blocks (B >> 1,
B ∈ N) and S aims to send B − 1 messages through B
blocks1. However, instead of always performing DF relaying at
any transmission block k ∈ {1, 2, ..., B}, our scheme switches
between direct transmission (DT) and DF relaying based on
amplitude ordering between S −R (grs,k) and S −D (gds,k)
links as in [6]. This is because when grs,k < gds,k, decoding
at R may constrain the achievable rate. To determine the
operating mode for block k ∈ {1, 2, ..., B}, S must know the
relative order of grs,k and gds,k, which is obtained through
one bit feedback from D to S and R.

A. Direct Transmission Mode: (grs,k ≤ gds,k)

This mode for block k occurs when the S − R link is
weaker than S − D link (grs,k ≤ gds,k). Clearly, it is
identical to the classical point-to-point communication without
R, where S sends its information directly to D at rate
R ≤ log

(
1 + g2ds,kPs

)
.

1In the last transmission block, S sends only the old information (no new
information). This may reduce the average achievable rate. However, this rate
reduction becomes negligible as B → ∞ [14].

B. DF Relaying Mode: (grs,k > gds,k)

This mode for block k occurs when the S − R link is
stronger than S − D link (grs,k > gds,k). This scheme uses
superposition block Markov encoding2 where R decodes S
information in block k (wk) and then forwards it coherently
with S to D in block m > k in which the S − R link
is also stronger than S − D link (grs,m > gds,m). D then
utilizes the signals received from S and R and performs either
BD or SWD for wk. Note that independent (non-coherent)
transmission from S and R is also possible but leads to lower
rate and outage performance [6].

1) Transmission Scheme: Assume that S − R link is
stronger than S −D in blocks v, k and m where v < k < m
and (v, k,m) ∈ {1, 2, ..., B}. In block k, S encodes its
new information (wk) by superposing it on the information
(wv) and transmitting the signal that conveys this superposed
codeword (for wk and wv). Then, in block k, R decodes wk
and transmits the signal of its codeword (for wk) in block m.

2) Transmit Signals: S and R construct their Gaussian
transmit signals as follows:

Xs,k =
√
ρnU1(wk) +

√
ρoU2(wv), Xr,k =

√
PrU2(wv) (3)

where Uj ∼ N(0, 1) for j ∈ {1, 2}. Codeword U1 conveys
new information wk while U2 conveys old information wv .
Here, R allocates its power Pr for the signal U2 while S
allocates the transmit power ρn (ρo) for the signal U1 (U2).
The power parameters (ρn, ρo) satisfy the constraint ρn+ρo =
Ps where Ps is the transmit power of S.

3) Decoding Techniques: The decoding at R is straightfor-
ward where in block k,R already knows wv from the decoding
in block v and it can reliably decode wk at the following rate:

R ≤ log
(
1 + g2rs,kρn

)
= C1. (4)

D decodes S information using backward, joint or sequential
SWD techniques that are explained in details in [ [14],
Chapters 16 and 18]. We explain them briefly in the following
sections for the ease of reference.

Backward Decoding (BD): In this decoding, D decodes wv
in block k given that it knows wk from the decoding in block
m. D then can reliably decode wv at the following rate [14]:

R ≤ log
(

1 + g2ds,kPs + g2dr,kPr + 2gds,kgdr,k
√
ρoPr

)
= C2.

(5)

Remark 1. The term 2gds,kgdr,k
√
ρoPr shows the advantage

of beamforming obtained by coherent transmission of wv from
both S and R. With independent (non-coherent) transmission,
this beamforming term is zero and the rate becomes similar
to that of the maximum ratio combining (MRC) [7].

From (4) and (5), the achievable rate is given as follows:

R ≤ min{C1, C2}, (6)

2In block Markov encoding, the codeword sent in each block depends on not
only on the new information but also old information from an earlier block.
Sending two or more information parts is performed through superposition
coding as explained in [ [14], Chapter 16].



Joint SWD: In joint SWD, D utilizes the received signals in
blocks k and m (Yd,k, Yd,m) to decode wk given that it knows
wv from the previous decoding step (from Yd,v and Yd,k). D
then can reliably decode wk at the following rate [4], [5]:

R ≤ log(1 + g2ds,kρn)+ (7)

log

(
1 +

g2ds,mρo + g2dr,mPr + 2gds,mgdr,m
√
ρoPr

1 + g2ds,mρn

)
= C3.

From (4) and (7), the achievable rate is given as follows:

R ≤ min{C1, C3}, (8)

Remark 2. Formulas (6) and (8) show that SWD achieves
the same rate as BD in AWGN channels since C2 = C3 as
gds,k = gds,m. However, the two decoding schemes are not
equivalent in fading channels since C2 6= C3 as gds,k 6= gds,m
which can lead to different outages.

Sequential SWD: Another scheme called DF via binning
was proposed in [14]. In this scheme, S messages are sorted
into equal size groups and a bin index (l) is given for each
group. Then, in each block, S sends the new message and
the bin index of the previous message (lv). R decodes the
new message in one block and forwards the bin index of that
message in the next block. The transmit signals for this scheme
are similar to (3) but replacing each wv by lv .
D performs sequential decoding as it first utilizes its received
signal in block m to decode lk at the following rate [14]:

Rb ≤ log

(
1 +

g2ds,mρo + g2dr,mPr + 2gds,mgdr,m
√
ρoPr

1 + g2ds,mρn

)
= C4, (9)

where Rb is the transmission rate for the bin index lk where
Rb < R. D next goes back to block k and decodes wk, given
that it knows lv and lk where wk ∈ lk, at the following rate
[14]:

R−Rb ≤ log(1 + g2ds,kρn) = C5. (10)

Then, from (4), (9) and (10), the achievable rate with sequen-
tial decoding is given as in (8).
Remark 3. Unlike joint decoding, sequential decoding sim-
plifies the decoding at D but complicates the encoding at S
and R since they need to group the information into bins and
determine the optimal binning index rate.
Remark 4. Although joint and sequential SWD achieve the
same rate, their outages differ because of the different decod-
ing processes (see Section V). In joint decoding, D decodes
S information (wk) using the signals received in blocks k and
m simultaneously. However, in sequential decoding, D first
decodes the bin index lk in block m and then wk in block k.

IV. AVERAGE BLOCK DECODING DELAY

Decoding delay is an important criterion for some applica-
tions in 5G networks [3] such as the traffic safety that requires
a very low latency (≤ 1 ms). We first define the decoding
delay as the number of transmissions blocks D waits before
decoding S information. Hence, from now on, the decoding

delay refers to block decoding delay. We derive it for BD
and SWD. For these schemes, the delay occurs only for DF
mode since in DT mode, D decodes S information at the end
of a transmission block. Hence, the average decoding delay
depends on the decoding technique and channel statistics that
determine the ratio between DT and DF modes.

A. Backward Decoding (BD)
Here, the decoding delay in block k is either 0 during DT

mode or B−k during DF mode. Therefore, the decoding delay
TBDk for any transmission block k is given as follows:

TBDk = P[grs,k ≤ gds,k] ∗ 0 + P[grs,k > gds,k] ∗ (B − k),

(a)
=

µrs
µrs + µds

(B − k), (11)

where (a) is obtained by using the Rayleigh distribution of
gds,k, and grs,k and µi is the mean of g2i for i ∈ {ds, dr, rs}.
The average delay T

BD
can then be derived as follows:

Theorem 1. The average decoding delay for FD DF relaying
with BD (T

BD
) is given by:

T
BD

= 0.5B (µrs/(µrs + µds)) . (12)

Proof. Obtained by summing TBDk in (11) over all k ∈
{1, 2, ..., B−1}, dividing this summation over B−1 and then
using the summation identity

∑n
k=1 k = 0.5n(n+ 1).

Theorem 1 shows that the delay increases with B, thus
limiting the usefulness of BD for delay sensitive applications.

B. Sliding Window Decoding
In SWD, the average decoding delays for both joint and

sequential decoding are identical as D utilizes the received
signals in two blocks to decode S information. The decoding
delay for block k is 0 during DT mode and varies between
1, 2, ..., B−k during DF relaying mode depending on channel
realizations in the following blocks after block k that deter-
mine the DT and DF modes. The decoding delay in block k
is i ∈ 1, 2, ..., B − (k + 1) if grs,k > gds,k, grs,k+l < gds,k+l
for all l ∈ {1, 2, ..., i− 1} and grs,k+i > gds,k+i since D will
wait till block k + i to decode wk. However, if grs,k > gds,k
and grs,n ≤ gds,n for all k < n < B − k − 1, the decoding
delay then is B− k as R will forward wk in the last block B
regardless of the link order. Then, the decoding delay TSWD

k
for any transmission block k is given as follows:

TSWD
k = P[grs,k ≤ gds,k] ∗ 0 + P[grs,k > gds,k] ∗ P ∗,

P ∗ =

B−(k+1)∑
i=1

iP[grs,k+i > gds,k+i]

i−1∏
l=1

P[grs,k+l < gds,k+l]

+ (B − k)

B−k−1∏
l=1

P[grs,k+l < gds,k+l], (13)

by using Rayleigh distributions, TSWD
k becomes as follows:

TSWD
k =

µrs
µrs + µds

∗
[B−(k+1)∑

i=1

i ∗
µi−1ds µrs

(µds + µrs)i

(B − k)(µds/(µds + µrs))
B−k−1

]
. (14)



The average delay T
SWD

can then be obtained as follows:

Theorem 2. The average decoding delay for FD DF relaying
with joint or sequential SWD (T

SWD
) is given as follows:

T
SWD

= 1− µds
µrs(B − 1)

[
1− (µds/(µds + µrs))

B−1] . (15)

Proof. Obtained by summing TSWD
k in (13) over all k ∈

{1, 2, ..., B − 1}, dividing over B − 1 and then using the
summation identity

∑n
k=1 x

k = x(xn − 1)(x− 1)−1.

Remark 5. Theorem 2 implies that the average decoding delay
approaches 1 as B →∞. This is because if S sends a message
in block k through DF mode and D decodes it in block m,
the delay for this message is m−k while the delays for other
messages sent in blocks k + 1, k + 2, ...,m are zero which
makes the average equal to 1. Moreover, for a message sent
in block k, (13) implies that the probability of decoding this
message in block m decreases as m increases. Hence, SWD
is more attractive than BD for delay sensitive applications.

V. OUTAGE FOR SLIDING WINDOW DECODING

High reliability is required by many wireless applications.
For example, VoIP service in LTE release 8 can tolerate an
outage of 2% [18]. Hence, we analyze the outage of FD DF
relaying with joint and sequential SWD since the outage of BD
is already derived in [6], [13], [19]. For both SWD techniques,
outage is derived by considering both DT and DF modes over
two blocks and the outage events at both R and D.

A. Joint Sliding Window Decoding
The outage probability is related to the achievable rates for

DT and DF modes that are given in (4) and (7), respectively.
Define P1 and P2 as outage probabilities in DT and DF modes,
respectively. We then obtain the following theorem:

Theorem 3. For a given target rate (R) with specific power
allocation (ρn, ρo), the average outage probability (P̄JSWD

o )
of the FD DF scheme with joint SWD is given as follows:

P̄JSWD
o = P1 + P2 = P1 + Pr + Pd, (16)

with P1 = P[R > log
(
1 + g2ds,iρn

)
, grs,i ≤ gds,i],

Pr = P [R > C1, grs,i > gds,i] ,

PJSWD
d = P

[
R > C3, R ≤ C1, grs,i > gds,i

]
, where

• P1 is the outage during DT mode,
• Pr and PJSWD

d are the outages during DF mode,
– Pr is the outage at R;
– PJSWD

d is the outage at D when there is no outage at R.

Proof. From the outage events in DT and DF modes when R
is higher than the achievable rate.

The analytical expressions for P1 and Pr are given in [
[19], Theorem 2] and we omit them here because of space
limitation. PJSWD

d is given in the following Lemma:

Lemma 1. The probability PJSWD
d in Theorem 3 can be

expressed as follows:

PJSWD
d = e−

η21
µrs×


∫ η1
0

∫ ζ2
0
f(γ1, β1, ζ1)dβ1dγ1, if Ps

ρn
> 2R∫ η0

0

∫∞
0
f(γ1, β1, ζ1)dβ1dγ1

+
∫ η1
η0

∫ ζ2
0
f(γ1, β1, ζ1)dβ1dγ1, if Ps

ρn
≤ 2R

, (17)

where η0 =

√
2R

Ps
− 1

ρn
, η1 =

√
2R − 1

ρn
, (18)

ζ1 = P−0.5r

(√
δ − β1

√
ρo

)
, ζ2 =

√
2R − (1 + γ21ρn)

Ps(1 + γ21ρn)− 2Rρn
,

δ =
(
1 + β2

1ρn
)( 2R

1 + γ21ρn
− 1

)
,

f(γ1, β1, ζ1) = (4γ1β1/µ
2
ds)e

− γ
2
1+β21
µds

(
1− e−

ζ21
µdr

)
Proof. P1 and Pr are derived in [6], [8] while PJSWD

d is
obtained by using the Rayleigh distribution of gds,k, gds,m,
grs,k, gdr,k, and gdr,m as shown in Appendix A.

Remark 6. We obtain numerically the optimal resource alloca-
tion (ρn, ρo) that minimizes P̄JSWD

o since Theorem 3 specifies
the outage for a fixed resource allocation.

B. Sequential Sliding Window Decoding

The outage probability for DF relaying with sequential
decoding is similar to joint decoding except for the outage
at D during DF relaying mode. For sequential decoding, an
outage at D can occur not only for S information (w) but also
for the bin index (l). An outage for l leads to an outage for
w since each l represents a group of w (w ∈ l). The average
outage probability (P̄SSWD

o ) can be obtained as follows:

Theorem 4. For a given target rate R with specific resource
allocation (power (ρn, ρo) and binning rate (Rb)), the average
outage probability (P̄SSWD

o ) of the FD DF scheme with
sequential SWD is given as in Theorem 3 except replacing
PJSWD
d by PSSWD

d which is given as follows:

PSSWD
d = Pd1 + Pd2, (19)

Pd1 =
[
Rb > C4, R ≤ C1, grs,k > gds,k

]
Pd2 =

[
R−Rb > C5, Rb ≤ C4, R ≤ C1, grs,k > gds,k

]
, .

• Pd1 is the outage probability of the bin index (l) at D
when there is no outage at R,

• Pd2 is the outage probability of S information (w) at D
when there is no outage at R for w or at D for l.

Pd1 and Pd2 can be analytically expressed as follows:

Pd1 =

(
e−

η21
µrs − µds

µds + µrs
e
− η

2
1(µds+µrs)

µdsµrs

)
×

{ ∫ ζ4
0
f1(β1, ζ3)dβ1, if Ps

ρn
> 2Rb∫∞

0
f1(β1, ζ3)dβ1, if Ps

ρn
≤ 2Rb

(20)

Pd2 = e−
η21
µrs

(
1− e−

η22
µds

)

×

 e
− ζ24
µds +

∫ ζ4
0
f2(β1, ζ3)dβ1, if Ps

ρn
> 2Rb∫∞

0
f2(β1, ζ3)dβ1, if Ps

ρn
≤ 2Rb

,



Fig. 2. Average block decoding delay of FD DF relaying with BD for any
R location in 2D plan where B = 1000 .

Fig. 3. Average block decoding delay of FD DF relaying with SWD for any
R location in 2D plan where B = 1000.

where η2 =

√
2R−Rb − 1

ρn
, ζ4 =

√
2Rb − 1

Ps − 2Rbρn
,

ζ3 = P−0.5r

(√
(2Rb − 1)(1 + β2

1ρn)− β1
√
ρo

)
,

f1(β1, ζ3) =
2β1
µds

e
− β21
µds

(
1− e−

ζ23
µdr

)
f2(β1, ζ3) =

2β1
µds

e
− β21
µds e

− ζ23
µdr (21)

Proof. Using the Rayleigh distribution of gds,k, gds,m, grs,k,
gdr,k, and gdr,m in similar way to that of Lemma 1.

Remark 7. As in Theorem 3, we obtain numerically the opti-
mal resource allocation (ρn, ρo, Rb) that minimizes P̄SSWD

o .
Compared with joint decoding, sequential decoding simplifies
the decoding at D but needs Rb to be optimized.

VI. NUMERICAL RESULTS

We now provide numerical results for the average delay
and outage probabilities of FD DF with different decoding
techniques. In these simulations, S and R have the same trans-
mit power (Ps = Pr = P ) in Watt and all links experience
Rayleigh fading. Hence, the average channel gain for each
link from node j to i is given as µij = 1

dαij
where dij is the

inter-node distance in meters and α is the pathloss factor (we
choose α = 2.4). The average received SNR in dB at D for the
signal from S is defined as follows: SNR = 10 log (P/dαds) .
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Fig. 4. Outage probabilities of FD DF relaying with BD, joint and sequential
SWD at different target rates R.

We vary the power parameters (ρn, ρo) and binning rate (Rb)
to minimize the outage probability.

Figs. 2 and 3 show the average decoding delay of BD and
SWD for a relay network in 2D plane. The locations of S
and R are fixed at (−5, 0) and (5, 0), respectively while the
location of R varies over the entire 2D plane, i.e., R lies at
(x, y) ∈ R2. These inter-node distances are valid for a small
cell in 5G systems. As shown in Theorems 1 and 2, the delay
of SWD is less than 1 while it can reach B/2 in BD. Moreover,
in both decoding techniques, the delay increases as R gets
closer to S since the DF relaying mode occurs more often
than DT mode in this region as the probability of having the
S −R link stronger than S − D link increases (Section IV).

BD is more sensitive to the location of R than SWD. For
any R locations, the delay varies between 0.99 and 1 for SWD
while it varies between 50 and 500 for BD. This is because
for any block k with S − R link stronger than S − D, the
delay for backward decoding is B−k. However, the delay for
SWD is n ∈ {1, 2, , B−k} and the probability of decoding in
block m where m = k+n decreases as n increases. Therefore,
even when R is close S , the block decoding delay increases
slightly compared with other R locations far from S.

Fig. 4 shows the outage probabilities for the considered
decoding techniques of the FD DF relaying scheme with node
distances specified in the figure. The simulations are obtained
using 106 samples for each fading channel, which are sufficient
for outage probabilities above 10−4. Results show perfect
match between analytical and simulated results. The three
decoding techniques achieve a diversity order of 2 at high
SNR. However, BD has the best outage performance while
sequential decoding has the worst. For delay sensitive services,
joint SWD is the best choice as it has shorter decoding delay
than BD and lower outage than sequential decoding.
Fig. 5 compares between outage performances of DT, dual-

hop transmission [9], FD and HD DF relaying schemes. For
the HD scheme, we consider the coherent DF scheme in [6]
since it outperforms all other HD schemes in [7], [10]3. While
FD DF relaying with BD outperforms HD DF relaying, FD DF
relaying with SWD underperforms HD DF relaying [6] at high

3Partial DF relaying outperforms full DF relaying in HD transmission at
low SNR [6]. However, it has more parameters to optimize like rate and power
allocation for public and private message parts [6].
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Fig. 5. Comparison between the outage probabilities of FD DF relaying with
BD and SWD, HD DF relaying [6], dual-hop [9] and direct transmissions.

SNR. In HD [6], each block is divided into 2 phases: broadcast
and coherent relaying phases, which reduces the achievable
rate and the outage performance. However, in SWD, D treats
the new information of block m as noise which creates the
interference shown in (7) and (9). Hence, results imply that
at low SNR, FD with SWD outperforms HD DF because
of the rate loss that stems from dividing each block into 2
phases. However, at high SNR, HD outperforms FD since the
interference in SWD becomes significant.

VII. CONCLUSION

We have analytically derived the decoding delay and outage
probabilities over Rayleigh fading channels for FD DF relay-
ing with backward and joint and sequential sliding window
decoding techniques. Assuming full CSI at the receivers and
limited CSI at the transmitters, we take into account outages
at both the relay and destination and the channel variation
over different blocks obtained with sliding window decoding.
Analysis and numerical results show that joint sliding window
decoding is a preferred choice for delay sensitive applications
since it has much shorter decoding delay than backward decod-
ing and better outage performance than sequential decoding
and HD transmission over a wide range of SNR. However,
different schemes are optimal for different applications de-
pending on their reliability and latency requirements.

APPENDIX A: PROOF OF LEMMA 1

Let γ1 = gds,k, γ2 = gdr,k, γ3 = grs,k, β1 = gds,m
and β2 = gdr,m be the channel amplitudes in blocks k and
m. Using the Rayleigh distribution, we can obtain the outage
probability at the destination (PJSWD

d ) in (17) as follows:

PJSWd = P
[
R > C3, R ≤ C1, grs,i > gds,i

]
, (22)

= P
[
η0 < γ1 ≤ η1, γ3 > η1, β1 ≤ ζ2, β2 ≤ ζ1

]
,

=

∫ η1

η0

∫ ∞
η1

∫ ζ2

0

∫ ζ1

0

f0(γ1, γ3, β1, β2)dγ1dγ3dβ1dβ2

where η0, η1, ζ1, and ζ2 are given in (18) while

f0(γ1, γ3, β1, β2) =
16γ1γ3β1β2
µ2
dsµrsµdr

e
−
(
γ21
µds

+
γ23
µrs

+
β21
µds

+
β22
µdr

)
. (23)

After integrating (22), we obtain (17) in Lemma 1.

The lower bound on γ3 is obtained from (22) as follows:

R ≤ log
(
1 + γ23ρn

)
,⇔ γ3 > η1.

From the first constraint in (22), we obtain upper bounds
on β1 and β2 as follows:(
1 + γ21ρn

)(
1 +

(
β1
√
ρo + β2

√
Pr
)2

1 + β2
1ρn

)
≤ 2R⇔β2 ≤ ζ1. (24)

Similar to β2, β1 ∈ [0,∞). Hence, ζ1 should also be non-
negative (ζ1 > 0) which adds more constraints on γ1:

ζ1 ≥ 0, ⇔ f(β1) ≤ 0, (25)

f(β1) = β2
1

(
Ps(1 + γ21ρn)− 2Rρn

)
−
(
2R − (1 + γ21ρn)

)
Then, formula (25) is non-negative in the following cases:
• If Ps/ρn < 2R, then 0 ≤ β1 < ∞ when 0 < γ1 < η0

while 0 ≤ β1 < ζ2 when η0 < γ1 < η1.
• If Ps/ρn > 2R, then 0 ≤ β1 < ζ2 when 0 < γ1 < η1.

From the above cases, we obtain formula (17) in Lemma 1.
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