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Abstract—In this paper, we present a precise, comprehensive
analysis of the aggregate interference (I) generated from an
underlay network of cognitive radio (CR) nodes employing
several transmit power control and receiver association schemes.
Importantly, we consider spatial randomness by modeling CR
transmitter nodes and receiver nodes as two independent Poisson
Point Processes. For the cognitive nodes, we investigate receiver
association based on the distance or the instantaneous received
power and power control based on the maximum possible
transmitter-receiver distance, fixed or location dependent cut-
off power levels, feedback from the primary system, or the
maximum number of available receivers. For each of these
schemes, the exact moment generating function (MGF) and mean
of aggregate I power are derived for links with Rayleigh fading
and exponential path loss. The resulting primary outage and
the probability of secondary transmitter cut-off are also derived.
Numerical results show that the secondary power thresholds
and node densities significantly affect the aggregate I , primary
receiver outage, and secondary transmitter cut-off arising from
the different schemes.

Index Terms—Interference analysis, underlay networks,
stochastic geometry, point process theory, power control

I. INTRODUCTION

Since spectrum scarcity and under utilization are two factors
inhibiting the growth of wireless networks, more dynamic,
agile ways to utilize wireless spectrum are necessary [2].
Thus, in cognitive radio (CR), a node can automatically detect
which spectrum slots are in use by licensed (primary) users
and which are not, and it can opportunistically transmit over
vacant channels. This mode of operation clearly optimizes
the spectrum usage while minimizing interference to licensed
users [2]. Such nodes are referred to as cognitive or secondary
nodes. The standardization of cognitive networks has already
begun with IEEE 802.22 (television white spaces), ECMA
392, IEEE 802.11af, and DySPAN 1900.7 coming into the fray
[3]. Cognitive concepts may also feature in the development
of fifth generation of cellular networks [4].

In practice, cognitive or secondary nodes may operate in
underlay, overlay, or interweave mode [2]. The underlay mode
is especially attractive because both primary and cognitive
nodes transmit simultaneously over a given spectrum slot,
thereby achieving high spectral efficiency [2], [5], [6]. It can
also be used in device to device (D2D) networks, cognitive
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femtocells, sensor networks, personal area networks, and small
cell networks. However, because of the imposition of interfer-
ence power (I) constraints for the primary user’s protection,
underlay nodes must use transmit power control, which is
the main limiting factor of their capacity. Nevertheless, each
underlay node can still achieve half of the total degrees of
freedom which would have been attainable without interfer-
ence constraints [2].

Thus, transmit power control, contention control, and re-
ceiver association schemes must be used not only to manage
interference at the primary network, but also to improve the
throughput, reliability and other quality-of-service parame-
ters associated with the underlay network itself. While these
schemes are widely used in wireless systems, their use in
underlay networks has not been investigated extensively.

1) Power control methods have been widely used in non-
cognitive set-ups to reduce the signal to interference
ratio. Those include fixed power, distance based schemes
with channel inversion, and measurement based schemes
[7]. For example, open-loop and closed-loop schemes
are used in Wideband Code Division Multiple Access
(WCDMA) and Long Term Evolution (LTE) networks
[8]. Although such schemes have been extensively
studied for non-cognitive settings [9]–[12], how they
perform in terms of minimizing the interference from
cognitive underlay networks remains to be quantified.

2) Contention control can also help to reduce interference.
which limits the transmissions of a node based on its
distance to other nodes [13]. These can be employed
together with or independently from power control
schemes, and have been shown to significantly reduce
the mean I [13].

3) Receiver association schemes specify which receiver is
selected by a transmitter. They can be based on the
distance, the instantaneous signal to noise ratios (SNRs),
or the received powers of pilot signals of the transmitter-
receiver channels [14]. For example, the transmitter can
be associated with the nearest receiver, or the receiver
with the highest received power.

While the aforementioned schemes do help to reduce I from
cognitive nodes, additional reduction of I is possible via two
other mechanisms: namely, instituting cut-off transmit powers
for cognitive transmitters and enforcing exclusion regions
around the primary nodes. The cut-off transmit power, which
is the maximum transmit power level allowed for cognitive
transmitters can either be a constant or location dependent.
An exclusion (guard) region around the primary nodes defines
a region where cognitive nodes are barred from transmitting.
These can be enforced either through prior location informa-
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tion which could be obtained through a centralized control
center aided by GPS data, or dynamically via sensing pilot
signals/acknowledgements originating from the primary nodes
[6], [13], [15].

A. Prior research

Aggregate I of random cognitive networks has been exten-
sively analyzed including statistical interference models, exact
analysis, and performance bounds [15]–[29]. For example,
[15] provides a statistical model for I considering path loss,
small scale fading, shadowing, sensing techniques, and also
investigates the effects of primary network transmit power
control. Interference in a spectrum sensing framework [16]
and heterogeneous networks (networks with multiple tiers of
nodes) with macro base stations and cognitive femto access
points [17] have been analyzed. On the other hand, [19] derives
the moment generating function (MGF) and cumulants of I .
Centralized and distributed power control schemes for a D2D
network are proposed in [20]. A normal and log-normal sum
approximation is developed in [21], while [22] approximates
the interference with the nearest neighbor’s interference. The
average I considering intra-cognitive user interference has
been derived in [23], while a coverage analysis of two tier
networks is performed in [24]. The MGF of the underlay I
is analyzed and approximated in [25] while considering the
effects of shadowing. Moreover, [26] investigates the effects
of the exclusion zone radius and the number of cognitive
nodes whereas [27] analyses the probability density function
(PDF) of the interference under different exclusion regions.
Reference [28] analyzes I due to beacon misdetection for
hybrid underlay-interweave networks, while [30] develops a
foundation for designing wireless networks with secrecy ex-
ploiting intrinsic spatial and channel properties of the wireless
environment. Bounds for interference and outage probability
are derived and a method involving Poisson cluster processes
to model the interference is proposed in [29] for active
cognitive nodes outside primary node guard regions following
a Poisson hole process, while power control strategies based
on single node optimal power control and the Nash equilibrium
for interference limited Poisson distributed nodes are studied
in [31]. Furthermore, [32] proposes a technique to estimate
access point throughput in dense random CSMA (Carrier
Sense Multiple Access) networks, and extends the results when
the access points form a Matern-hardcore process using an
computationally efficient procedure.

B. Motivation

Thus, prior research has not completely analyzed the impact
of power control, receiver association, and contention control
schemes on I (interference on primary network) and on
the performance of the cognitive network itself. Publications
[19], [23], [26] have assumed a constant transmit power for
cognitive nodes, and in the case of [32] for the transmitting
access points. Whilst enabling analytical tractability, this as-
sumption may not hold because the actual transmit powers
depend on several factors including the receiver association
policy, the distance to the intended receiver, and the cut-off

transmit power. Thus, all such factors must be considered in
a more comprehensive analysis. While a channel inversion
based power controlling scheme and a threshold scheduling
scheme are proposed in [33] for an infinite network, [33]
does not consider different receiver association models and
guard regions. Furthermore, cut-off thresholds or maximum
allowable receiver distances are not considered for the power
control schemes. A comprehensive analysis is given by [13],
which provides a rigorous analysis of power control, con-
tention control, and hybrid power-contention control schemes
by deriving the primary receiver interference in an underlay
network with exclusion regions. The power control technique
adopted in [13] limits the mutual interference among cognitive
transmitters but only considers one spatial point process for
cognitive nodes. No distinction is thus made between a trans-
mitter node and receiver node. In contrast, we differentiate
cognitive transmitters and receivers by modeling them as
two separate spatial point processes, which allows for more
detailed analysis of the system. Our approach also focuses on
guaranteeing a certain level of performance for the cognitive
receivers. Therefore, our work complements [13] and develops
several interference management schemes. These schemes
thus enable various trade-offs among performance objectives,
thereby offering a more flexible system analysis and design
perspective. Finally, the primary objective of this paper is to
provide an exact analysis of the aggregate I for the proposed
association and power control policies in underlay networks.

C. Contributions

We propose several interference management schemes for
the cognitive nodes, derive the MGF and mean aggregate I
and analyze the outage of the primary receiver. The proposed
schemes are as follows:
• Nearest receiver association with power control schemes

based on: 1) cognitive transmitter-receiver distance rc 2)
rc and a constant cut-off power level 3) rc and a location
dependent cut-off power level.

• Nearest-M receiver association with the power control
scheme based on the transmitter receiver distance rc,k
and a constant cut-off power level.

• Best received power association (when channel state
information (CSI) is available) with the following: 1)
power control based on the transmitter receiver distance,
the channel state information, and a constant cut-off
power level 2) constant powered transmission with self
deactivation based on the estimated received power at the
receiver.

• Nearest-M receiver association and transmission restric-
tions based on distance to other receivers.

• Iterative changing of the cut-off transmit power level
based on the primary receiver performance with a nearest
receiver association, a power control scheme based on the
transmitter receiver distance and, a cut-off power level.

The MGF is an extremely important tool for deriving various
statistics. For instance, while immediately providing moments,
which can be used moment matching purposes, it can also
be used for evaluations bit error rates and outage [34], [35].
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Fig. 1: Sytem model. The PR is located at (0,0). Active
cognitive transmitters are in the shaded area. Respectively,
Rg , Re, R, PT, CRT, and CRR denote the guard distance,
the outer distance, the primary transmitter-receiver distance,
the primary transmitter, a cognitive transmitter node, and a
cognitive receiver node.

Furthermore, the probability of a cognitive transmitter being
cut-off is derived. Moreover, for the best received power
association, we will use stochastic-geometry tools including
the Mapping and Marking theorems [36] to derive the distance
distribution to a cognitive receiver having the best received
power.

The following system-model assumptions are made: 1) the
cognitive transmitter and receiver nodes form two independent
homogeneous Poisson point processes (PPPs) [36] 2) the
exclusion zone around the primary receiver Fig. 1 is perfectly
enforced 3) The links experience exponential path-loss and
Rayleigh fading 4) CSI may or may not be available 5)
cognitive transmitters know the distances to cognitive receivers
(either via pilot signals, or through information stored in a
database).

This paper is organized as follows. Section II introduces
the spatial and signal models. Section III derives the MGF
and mean of the aggregate I for the proposed transmission
schemes, while Section IV derives the outage probability of
the PR. Section V provides numerical results, and Section VI
concludes the paper.

Notations: Γ(x, a) =
∫∞
a
tx−1e−tdt, Γ(x) = Γ(x, 0), and

2F1(, ; , ) is the Gauss Hypergeometric function [37]. Pr[A]
is the probability of event A, fX(·) is the PDF, FX(·) is the
cumulative distribution function (CDF), MX(·) is the MGF,
and EX [·] denotes the expectation over random variable X .
Bernoulli(p) is a random variable X with Pr[X = 1] = p and
Pr[X = 0] = 1− p. For x ∈ R2, ||x|| is the Euclidean norm.

II. SYSTEM MODEL

This section introduces both the spatial and signal models.

A. Spatial model and assumptions

• Without loss of generality, the PR is located at the center
with a distance R from the primary transmitter.

• The active cognitive transmitters are located in a finite
annular area (Fig. 1). The circle of radius Rg around
the PR is the exclusion zone, which plays an important
role to limit the interference [19]. The value of Rg will

be decided based on the maximum admissible outage
probability for a primary receiver. The cognitive trans-
mitters within the exclusion zone do not transmit or must
use a different frequency block. We further assume that
the cognitive transmitters lie within a finite outer radius
of Re in order to provide a more general analysis (the
secondary network may form a single cluster where a
finite Re may be the most appropriate). Note that a field
of active cognitive transmitters distributed in the entire
R2 is a special case of our model when Rg → 0 and
Re →∞. The cognitive receivers are distributed in R2.

• Because the number and locations of cognitive transmit-
ters and receivers are random, they must be modeled by
a spatial stochastic process [18], [38], [39]. For this pur-
pose, independent homogeneous PPPs with intensities λt
and λr respectively are used. We will denote them as Φt
and Φr respectively. Thus Φt or Φr is a point processes in
R2 with uniform intensity λ > 0 (λ ∈ {λt, λr}) such that:
(a) for every bounded closed set A, the number N(A) is
Poisson distributed with

Pr[N(A) = n] =
(λA)n

n!
e−λA, n = 0, 1, 2, . . . (1)

and (b) if A1, A2 . . . , Am are disjoint sets,
N(A1), N(A2), . . . , N(Am) are independent random
variables [40]. The PPP has extensively been used to
characterize the spatial distribution of cognitive radio
nodes in prior research [13], [15], [19].

Let φt,i denote the i-th cognitive transmitter located at xi ∈
Φt when it exists. Thus, the distance to the PR from φt,i ri is
ri = ||xi||, Rg < ri < Re. The distribution of ri is obtained
as follows. Because Φt is a homogeneous PPP, the CDF of
ri becomes Fri(x) =

π(x2−R2
g)

At
, Rg < x < Re, where At =

π
(
R2
e −R2

g

)
. Differentiating this CDF yields the PDF [25]

fri(x) =

{
2πxAt , Rg < x < Re

0 , otherwise
. (2)

Let φr,k\i denote the k-th closest receiver from φt,i located
at yk\i ∈ Φr. We will require the distribution of the distance
to φr,k\i from φt,i, which we will denote as rc,k where
rc,k = ||yk\i − xi||. Because Φr and Φt are stationary, rc,k is
equivalent to the distance to the k-th nearest node in a PPP
from any given location. The CDF of rc,k can be obtained by
considering the probability of having at least k nodes within
a circle of radius x;

Frc,k(x) = 1−
k−1∑
i=0

(λrπx
2)i

i!
e−λrπx

2

, 0 < x <∞.

Thus, the PDF of rc,k is thus obtained as [41], [42]

frc,k(x) =
2(πλr)

k

(k − 1)!
x2k−1e−πλrx

2

, 0 < x <∞. (3)

When k = 1, we get the distance distribution to the nearest
receiver node from φt,i (rc,1). We will refer this distance as
rc for brevity.

In the subsequent analysis, we assume that all φt,i in the
annular region with Rg < ||xi|| < Re are active simultane-
ously. However, this is a worst-case assumption designed to
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glean maximum primary interference level. Nevertheless, there
is no loss of generality in this assumption because if some
transmitters are inactive, we can model this on-off behaviour
by assigning a transmission probability β < 1 to each node.
By using independent thinning [36], our derived expressions
can then be adapted by replacing λt with βλt.

We will investigate nearest receiver association, the best
received power association, and k-th nearest receiver associa-
tion. Practical applications for such networks can include ad-
hoc networks, wireless sensor networks, and cellular networks
[43].

B. Signal model

• All radio links experience path-loss, and the power law
path loss model (log-distance path loss model) [44] is
assumed. Accordingly, the received power at a distance
r from the transmitter may be expressed as Pr = Pr−α,
where α is the path-loss exponent, and the constant P =
P0r

α
0 is termed the power level. The path-loss exponent

varies between 1.6 (same floor in office buildings) to 6.5
(built up areas) [44]. To complete this model, P0 is the
received power at a reference distance of r0. Typically,
r0 varies from 1 m ( pico cells ) to 1 km (macro cells).
For a given r0, the received power P0 depends on the
frequency, antenna heights, buildings and other factors.

• Small-scale fading is modeled by the Rayleigh model,
for which the PDF of the i-th channel power gain is
Exponential and is given by f|hi|2(x) = e−x, 0 ≤ x <∞.

The interference from φt,i, Ii can thus be written as [19]

Ii = Pi|hi|2r−αi , (4)

where ri and Pi are respectively the distance from the PR and
the power of φt,i. The aggregate interference I is [19]

I =

N∑
i=1

Ii, (5)

where N is the number of cognitive transmitters.

C. Power control and association model

The following receiver association schemes are considered
in this paper for cognitive nodes:
• Nearest association: a transmitter thus is connected with

its nearest receiver (denoted as φr,1\i). The benefits are:
(1) instantaneous channel state information (CSI) is not
required, (2) the highest received power averaged over
small scale fading is achieved, and (3) the distance to the
nearest receiver may be found readily.

• Nearest-M association: a transmitter thus selects a
neighbor within its M closest neighbors. Of course,
M = 1 is the above case. The transmitter successively
checks the availability of a receiver, starting from the
closest node to the farthest one in the set.

• Best received power association: a transmitter is associ-
ated with the receiver having the highest received power.
We will denote this receiver as φr,p\i. The receiver thus
may or may not be the nearest. Such schemes require the

use of periodic pilot/beacon signals from the receivers to
obtain CSI [45]. These schemes are thus more complex
than the nearest association schemes.

For each of the above association techniques, we assume
that a receiver may be associated with more than one transmit-
ter at a given time1. Moreover, although there will be certain
correlations in the transmit power of different transmitters, the
impact of ignoring such correlations is minor as shown in
simulations of Section V.

For each of the above schemes, we consider several power
control methods at the transmitter. All the power control
schemes can be summed up by the following equation for
the transmit power (Pi):

Pi =

{
Psr

α(|h|2)µ , Psrα(|h|2)µ < Pc
0 , otherwise . (6)

In this equation, |h|2 and r are the channel gain due to small
scale fading and distance between the cognitive transmitter
and the associated receiver, Ps is the required average received
power at the cognitive receiver, Pc is the cut-off power level,
and µ ∈ {0,−1}.

The individual power control methods are as follows:
• Path loss inversion: this negates the attenuation due to

path loss and ensures a constant received power regard-
less of the distance. Distance information between the
transmitter and the associated receiver is needed for this
to be effective. (µ = 0, Pc =∞)

• Channel inversion: With channel inversion, the whole
channel gain (path loss and small scale fading) is in-
verted. However, CSI of the transmitter-receiver channel
is essential.

• Constant cut-off power level: Pi < Pc where Pc is
constant and finite.

• Location dependent cut-off power level: The premise of
this is similar to a constant cut-off power level except for
the fact that the cut-off power level varies by location.
The interference from a cognitive node on the PR depends
greatly on its distance from the PR. Thus, a constant cut-
off power threshold disadvantages cognitive nodes which
are far away. In this scheme, the cut-off power level may
vary with its distance to the PR.

• Iteratively changing cut-off power: Feedback information
from the primary system is used to iteratively change the
cut-off power level to balance PR outage and cognitive
transmitter cut-off probability.

• Constant powered transmission with self deactivation:
Each transmitter employs a constant power to transmit.
Before a transmission occurs, the transmitter estimates
the received power level at the associated receiver, and if
this falls below the required threshold, the transmission
is aborted. This method also requires CSI.

Moreover, we also investigate transmission restrictions
based on distances to other cognitive receivers where, a
cognitive transmitter will refrain from transmitting if desired

1The secondary network may employ multiple access techniques within the
given frequency block, but a detailed discussion is out of the scope of this
paper.
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cognitive receivers do not exist within an association region.
The existence of cognitive receivers within the association
region can be found out using GPS information disseminated
through a centralized control center.

Transmission restrictions may also be enforced based on
distances to other transmitters to limit cognitive outages oc-
curring due to mutual interference. If a cognitive transmitter
detects that another user is occupying the spectrum within a
certain region around it (contention region), it’ll refrain from
transmitting. Otherwise, it may transmit depending on other
factors such as receiver availability, cut-off thresholds, etc.
Such methods are similar to CSMA/CA employed in IEEE
802.11 [13]. The transmitting cognitive nodes follow a Matern-
hardcore point process which may be analyzed based on the
techniques adopted in [13], [46], [47]. However, the discussion
of such schemes is out of the scope of the paper.

III. INTERFERENCE ANALYSIS

This section derives the MGF and mean of I under several
transmission schemes for cognitive nodes, where I is the
aggregate interference (5).

The MGF of the aggregate interference is defined as
MI(s) = E[e−sI ] [18], [19]. Let MIi(s) define the MGF of Ii.
Because of the independence, the MGF given N transmitters
can be written as MI/N (s) = (MIi(s))

N . Averaging with
respect to the Poisson model (1) yields [19], [25]

MI(s) = eλtAt(MIi
(s)−1). (7)

Our objective now is to find MIi(s) under the following
schemes.

A. Nearest association

Four nearest association based transmit power control
schemes are developed next.

1) Scheme 1 (Nearest association and path loss inversion):
The transmitter connects to the nearest receiver (φr,1\i), and
transmits at a power level sufficient to ensure a constant
received power when averaged over small scale fading. This
scheme is used extensively in the CDMA uplink to compensate
the near-far problem [8], where all transmitters adjust their
power such that the received power at the base station from
each of them is the same.

Suppose Ps is the average received power1 ensured, and rc
is the distance to the nearest receiver from φt,i. Let |gi|2 be
the channel gain from φt,i to its associated receiver. We need
Ps = E|gi|2 [Pi|gi|2r−αc ]. Therefore, the transmit power level
of φt,i, Pi = Psr

α
c . Substituting Pi in (4), it is possible to

write MIi(s) as [25]

MIi(s) =E|hi|2,ri,rc [e
−sIi ]

=Erc [Eri [E|hi|2 [e−sPsr
α
c r
−α
i |hi|

2

]]], (8)

due to the independence of |hi|2, rc, and ri.

1The average received power will be the receiver sensitivity plus an
appropriate fade margin.

To evaluate (8), we use a series summation based approach
utilizing the fact that (1+x)−1 =

∑∞
k=0(−x)k when |x| < 1.

MIi(s) can thus be written as

MIi(s) =

∫ ∞
0

∫ Re

Rg

∞∑
t=0

(−sPsrαc r−αi )tfri(ri)frc(rc)dridrc.

(9)
Averaging (9) with respect to ri and rc gives us

MIi(s) =
2π

At

∞∑
t=0

(πλr)
−αt2 (−sPs)t

×

(
R2−αt
e −R2−αt

g

2− αt

)
Γ(
αt

2
+ 1), α > 2. (10)

The infinite sum in (10) converges as a rule of thumb when
sPs < 0.1. This condition is satisfied for practical system
parameters as will be seen in Section V. Moreover, the series
summation based approach renders the moments readily.

From MIi(s), we can find the moments of the aggregate
interference readily. For example, the mean aggregate inter-
ference E[I] = λtAtE[Ii], where E[Ii] = − d

dsMIi(s)|s=0.
Therefore, E[I] is found to be

E[I] = 2πλtPs(πλr)
−α2

(
R2−α
e −R2−α

g

2− α

)
Γ(
α

2
+ 1), α 6= 2.

(11)
When α → 2, E[I] can be obtained after applying the
L’Hospital’s rule to (11) as

E[I]|α→2 =
4πλtPs
πλr

(logRe − logRg). (12)

2) Scheme 2 (Nearest association and path loss inversion
with a cut-off power level): In Scheme 1, the cognitive
transmit power can go arbitrarily high. When that happens, the
resulting interference is unconstrained. This situation can be
avoided by enforcing a cut-off power level [13]. Thus, Scheme
2 enforces an added constraint of a cut-off power level Pc, and
if a cognitive node needs more power than Pc, it will abort
transmission.

Now, the interference from the φt,i (4) becomes Ii =
QiPi|hi|2r−αi , where Qi = Bernoulli(qi) with qi = Pr[Pi <

Pc] = Pr[Psr
α
c < Pc] = 1− e−πλr(

Pc
Ps

)
2
α

. We can now write

MIi(s) = 1− qi +
2π2λr
At

∫ (PcPs )
1
α

0

rce
−πλrr2c

×
(
(V(Rg)−1)R2

g−(V(Re)−1)R2
e

)
drc, (13)

with V(x) = 2F1

(
1, 2

α ; 1 + 2
α ,−

xα

sPsrαc

)
. As performed in

Scheme 1, we can use a series expansion, and average MIi(s)
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to get a closed-form solution. It thus becomes

MIi(s) = 1− qi + qi

∞∑
t=0

(−sPs)t
(

2π

At

∫ Re

Rg

r1−αt
i dri

)

×

2πλr
qi

∫ (PcPs )
1
α

0

r1+αt
c e−πλrr

2
cdrc


= e−πλr(

Pc
Ps

)
2
α

+
2π

At

∞∑
t=0

(
− sPs

π
α
2 λ

α
2
r

)t
×

(
R2−αt
e −R2−αt

g

2− αt

)(
Γ

(
αt

2
+ 1

)

− Γ

(
αt

2
+ 1, πλr

(
Pc
Ps

) 2
α

))
, α > 2. (14)

Similar to Scheme 1, we can obtain E[I] as

E[I] = 2πλtPs(πλr)
−α2

(
R2−α
e −R2−α

g

2− α

)(
Γ
(α

2
+ 1
)

− Γ

(
α

2
+ 1, πλr

(
Pc
Ps

) 2
α

))
, α 6= 2. (15)

3) Scheme 3 (Nearest-M association and path loss inver-
sion with a cut-off power level): Schemes 1 and 2 assume
the nearest receiver is always available for reception, which
however may not be ready at a given time. Scheme 3 allows
a transmitter to scan up to the M -th nearest receiver (φr,M\i)
whenever necessary [14]. To analyze this scheme, we denote
the probability that a receiver is available with βr, and
this probability is constant for all receivers. Moreover, the
availabilities of receivers are mutually independent events.

In this scheme, each transmitter node attempts to connect
to the nearest receiver. However, if this fails, a connection
is attempted with the next nearest and so on till M nearest
receivers are scanned, or the transmission attempt is aborted. If
a successful association is made, a constant averaged received
power of Ps to that receiver must be guaranteed. However,
if this guarantee makes the transmit power exceed Pc, the
transmission does not take place. Moreover, if the required
transmit power exceeds the cut-off level for the φr,k\i (k <
M ), no further association attempts are made with the rest
of the receivers. This is because Psr

α
c,k > Pc implies that

Psr
α
c,k+1 > Pc, where rc,k denotes the distance from φt,i to

φr,k\i.
The interference from φt,i (4) is expressed as Ii =

WiPi|hi|2r−αi . Wi is a Bernoulli random variable similar to
Qi of Scheme 2 with a success probability (probability of
transmission) of wi. This probability depends on the avail-
ability of a receiver βr, the number of nearest receivers a
transmitter is allowed an association attempt M , and the cut-
off power level Pc. Thus, the success probability wi can be
written as [48]

wi = βr

M∑
k=1

(1− βr)k−1pk, (16)

where pk is the probability that the transmit power of a
transmitter associated with φr,k\i is below the cut-off level
Pc. This probability is thus written as pk = Pr[Psr

α
c,k < Pc].

Using the distribution of rc,k (3), pk is found to be [48]

pk = 1−
Γ

(
k, πλr

(
Pc
Ps

) 2
α

)
(k − 1)!

. (17)

Now, the simplified MGF of the interference from φt,i
(MIi(s)) can be obtained in a similar way to Scheme 2 using
the series summation based approach as

MIi(s) =1− βr
M∑
k=1

(1− βr)k−1

1−
Γ

(
k, πλr

(
Pc
Ps

) 2
α

)
(k − 1)!


+

2π

At

∞∑
t=0

(− sPs

π
α
2 λ

α
2
r

)t

(
R2−αt
e −R2−αt

g

2− αt

)

×
M∑
k=1

βr(1− βr)k−1

(k − 1)!

(
Γ

(
αt

2
+ k

)

− Γ

(
αt

2
+ k, πλr

(
Pc
Ps

) 2
α

)
, α > 2. (18)

E[I] can be obtained as

E[I] = 2πλtPs(πλr)
−α2

(
R2−α
e −R2−α

g

2− α

)

×
M∑
k=1

βr(1− βr)k−1

(k − 1)!

(
Γ
(α

2
+ k
)

− Γ

(
α

2
+ k, πλr

(
Pc
Ps

) 2
α

))
, α 6= 2. (19)

4) Scheme 4 (Nearest association and path loss inversion
with a location dependent cut-off power level): In schemes 2
and 3, the cut-off transmit power Pc is a constant. We will
now consider the case where Pc depends on ri and α, and
has the form Pc = PIr

α
i for φt,i, where PI is a constant

threshold value. The distance to the primary receiver (ri) can
be obtained through periodic acknowledgement signals from
it [6].

The probability of Pi < Pc (qi) would thus be 1 −

e
−πλrr2i

(
PI
Ps

) 2
α

. By employing a similar method to the deriva-
tion of MIi(s) in Scheme 2, we can write MIi(s) for Scheme
3 as

MIi(s) = Eri

[
e
−πλrr2i

(
PI
Ps

) 2
α

+

∞∑
t=0

(
− sPs

π
α
2 λ

α
2
r

)t
r−αti

×

(
Γ

(
αt

2
+ 1

)
− Γ

(
αt

2
+ 1, πλrr

2
i

(
PI
Ps

) 2
α

))]
.

(20)

After performing the expectation, MIi(s) can be expressed as
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MIi(s) =
2π

At

(
e
−πλr

(
PI
Ps

) 2
αR2

g − e−πλr
(
PI
Ps

) 2
αR2

e

2πλr

(
PI
Ps

) 2
α

+

∞∑
t=0

(
− sPs

π
α
2 λ

α
2
r

)t((R2−αt
e −R2−αt

g

2− αt

)
Γ

(
αt

2
+ 1

)

− (W(Re, t)W(Rg, t))

))
, α > 2, (21)

where W(x, t) is given by

W(x, t) =
e
−πλrx2

(
PI
Ps

) 2
α

αt− 2

(
(πλr)

αt
2 −1

(
PI
Ps

)t− 2
α

×

(
πλrx

2

(
PI
Ps

) 2
α

+ 1

)
− x2−αte

πλrx
2
(
PI
Ps

) 2
α

×Γ

(
αt

2
+ 1, πλrx

2

(
PI
Ps

) 2
α

))
. (22)

The mean of the aggregate interference is found in a similar
manner to the above schemes as

E[I] =
2πλtPs

π
α
2 λ

α
2
r

((
R2−α
e −R2−α

g

2− α

)
Γ
(α

2
+ 1
)

− (W(Re, 1)−W(Rg, 1))

)
, α 6= 2. (23)

Moreover, the average probability of a cognitive trans-
mitter node being allowed to transmit qi = 1 −
2π
At

(
e
−πλr(PIPs )

2
α R2

g−e−πλr(
PI
Ps )

2
α R2

e

2πλr
(
PI
Ps

) 2
α

)
.

B. Best-received-power association

This subsection develops and analyzes transmission
schemes based on highest received power association.

1) Scheme 5 (Best received power association and channel
inversion with a cut-off power level): In this scheme, a
transmitter first selects the receiver φr,p\i with the highest
instantaneous received power, and inverts the channel gain.
However, this process needs the CSI and the link distance,
which the transmitter utilizes to ensure an average received
power of Ps at the selected receiver. However, if the required
transmit power exceeds the cut-off Pc, the transmission at-
tempt would be aborted. The major advantage of this scheme
over Scheme 2 employing nearest association and path loss
inversion is that it guarantees the lowest required transmit
power for any given Ps.

However, the analysis is complicated because of the need
for the probability distribution of the distance to the receiver
having the highest instantaneous received power. The detailed
analysis is provided in Appendix I and II. The MGF MIi(s)

is obtained as

MIi(s) = e−πλrΓ( 2
α+1)(PcPs )

2
α

+
2π

At

∞∑
t=0

(
−sPs

(πλrΓ( 2
α + 1))

α
2

)t
×

(
R2−αt
e −R2−αt

g

2− αt

)(
Γ

(
αt

2
+ 1

)

−Γ

(
αt

2
+ 1, πλrΓ(

2

α
+ 1)

(
Pc
Ps

) 2
α

))
, α > 2. (24)

The average aggregate interference E[I] is derived as

E[I] = 2πλtPs

(
πλrΓ(

2

α
+ 1)

)−α2 (R2−α
e −R2−α

g

2− α

)

×

(
Γ
(α

2
+ 1
)
− Γ

(
α

2
+ 1, πλrΓ(

2

α
+ 1)

(
Pc
Ps

) 2
α

))
, α 6= 2. (25)

It should be noted that this scheme can be generalized where
each receiver has a probability of not being available (βr), and
a transmitter attempts to connect to the M receivers providing
the best received power. This generalization could be done
similar to Scheme 3.

2) Scheme 6 (Best received power association and constant
transmit power with self deactivation based on estimated
cognitive receiver received power): This scheme selects φr,p\i
to associate, but avoids transmitter side power control. Instead,
a constant power level of PT (≤ Pc) is utilized provided
the received power of a cognitive receiver does not to fall
below the required threshold of Ps. Otherwise, transmission
is aborted.

The interference from φt,i (4) can be written as Ii =
ViPT |hi|2r−αi , where Vi = Bernoulli(vi) with vi = Pr[Prec >
Ps]. Prec is the received power at the receiver having the
best instantaneous received power. In order to find vi, we
will employ the result (35) in Scheme 4 obtained using PPP
mapping. As such, Prec is written as Prec = PT r

−1
p . Then,

vi = Pr[PT r
−1
p > Ps] = 1− e−πλrΓ( 2

α+1)
(
PT
Ps

) 2
α

.

The interference from a single transmitter MIi(s) can be
written as

MIi(s) = 1− vi +
viπ

At

(
(Y(Rg)− 1)R2

g − (Y(Re)− 1)R2
e

)
,

(26)
where Y(x) = 2F1

(
1, 2

α ; 1 + 2
α ,−

xα

sPT

)
. An expression for

MIi(s) can also be derived from the series summation based
approach as

MIi(s) = e
−πλrΓ( 2

α+1)
(
PT
Ps

) 2
α

+

(
1− e−πλrΓ( 2

α+1)
(
PT
Ps

) 2
α

)

×
∞∑
t=0

(−sPT )
t 2π

At

(
R2−αt
e −R2−αt

g

2− αt

)
, α>2. (27)
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The average aggregate interference thus becomes

E[I] = 2πλtPT

(
1− e−πλrΓ( 2

α+1)
(
PT
Ps

) 2
α

)

×

(
R2−α
e −R2−α

g

2− α

)
, α 6= 2. (28)

Similar to Scheme 3, a generalization is also possible for
this scheme.

C. Transmission restrictions based on node locations

We now develop a scheme based on restricting transmissions
of a secondary transmitter node based on other secondary
node locations, where the scheme considers the distance to
receivers. However, many other variants can be introduced by
combining the schemes mentioned before.

1) Scheme 7 (Nearest-M association and path loss inver-
sion with a maximum association radius): An area of radius
dCRR around each cognitive transmitter is considered as the
association region. The association region radius would be
initially set as a system parameter taking into account the
interference constraints of the primary receiver. Moreover,
there would be no cut-off power level (Pc).

A secondary transmitter checks the presence of any re-
ceivers within the association region, and may transmit if there
are one or more receivers. If there are, it would select the
nearest receiver. If that receiver is available (with a probability
of βr), transmission is made. The transmit power is adjusted
to ensure a constant average received power (Ps). However,
this receiver may not be available (with a probability of
1− βr). Then, the cognitive transmitter checks whether there
are more receivers within the association region. If so, the
second nearest one is selected, and an association is made if
that receiver is available. This process continues for T times
where T = min(M, number of receivers).

Let the interference from φt,i be Ii = SiPi|hi|2r−αi , where
Si = Bernoulli(si) with

si = βr

M∑
k=1

(1− βr)k−1(1− ρk−1 − ρk−2 . . . ρ0).

The parameter ρk−1 denotes the probability that there are
exactly k − 1 nodes within the association region given by
ρk−1 =

(λrπd
2
CRR)k−1

(k−1)! e−λrπd
2
CRR , k = 1, 2, . . .M . Using

this, si can be simplified as

si = βr

M∑
k=1

(1− βr)k−1

(
1−

Γ
(
k, πλrd

2
CRR

)
(k − 1)!

)
.

We see that the expression for si is analogous to the expression

for wi obtained in Scheme 3, with dCRR replacing
(
Pc
Ps

) 1
α

.
This observation is logically consistent because an association
region would bar transmissions to receivers farther than a
certain distance. This is effectively enforcing a cut-off power
level in a different way. Equations for MIi(s) and E[I] would

thus be similar to Scheme 3, with dCRR instead
(
Pc
Ps

) 1
α

.

Remark 1: This scheme is analogous to Scheme 2 (Nearest
association and path loss inversion with a cut-off power level).

D. Iterative schemes
Iterative schemes utilize system feedback to reduce the

primary outage and the probability of cognitive transmitter
cut-off. Furthermore, when the primary outage is significantly
low, there is room for either more cognitive transmitters or for
the existing cognitive transmitters to be allowed to transmit at
a higher power. Iterative power control schemes are suitable in
this context. Considering per-user power control schemes, the
best system parameter to change according to primary system
requirements is the cut-off power level Pc. The value for Pc
may be calculated and disseminated by a central controller
for the cognitive system, or generated by each cognitive
transmitter individually.

As the cognitive users are scavenging spectrum from the
primary system, the primary system’s performance becomes
the first priority. Therefore, only while the target for the
primary receiver’s performance is met, can the cognitive
network’s performance be increased. With this principle, the
proposed iterative scheme is explained in the next paragraph.

We must ensure that the PR outage is less than a prede-
termined level POUT,max. However, while this requirement
is fulfilled, the cognitive transmitter availability can be in-
creased by increasing the cut-off power level Pc in small
steps. This process happens iteratively till Pc is increased
by the maximum amount while still keeping the PR outage
below the threshold. Conversely, when the PR outage is above
POUT,max, Pc is reduced iteratively. The initial value for Pc
can be any reasonable value. Once the final Pc has been
decided through the iterations, the cognitive transmitters can
employ a power control scheme mentioned in the previous
sections. Moreover, even after a suitable value for Pc is
established, the iteration process should be repeated every T
seconds as channel conditions may have changed.

IV. PRIMARY RECEIVER OUTAGE ANALYSIS

We will derive the CDF of the signal to interference and
noise ratio (SINR) of the PR in this section. A simple variable
substitution of the CDF gives the outage probability.

The primary transmitter is located at a distance R from
the primary receiver (Fig. 1), and has a power level of Pp.
The primary signals are also assumed to undergo Rayleigh
fading and path-loss. Therefore, the received power (PR) at
the primary receiver can be written as [19], [25]

PR = PpR
−α|h|2, (29)

where |h|2 is the channel power gain. For a Rayleigh fad-
ing environment, |h|2 is exponentially distributed. Let σ2

n

denote the noise variance. The, SINR γ can be written as
γ =

PpR
−α|h|2

I+σ2
n

. It is possible to obtain the CDF of the SINR
as [18]

Fγ(x) = 1− e

(
− xσ2n
PpR−α

)
MI

(
x

PpR−α

)
. (30)

Substituting the required threshold SINR (γth) for x yields the
outage.
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A. Primary transmitters form a PPP

The outage (30) was derived for a single primary transmitter
at a fixed distance from the PR. However, in practice, there
will be multiple primary transmitters which can be modeled as
a PPP. We then extend the outage result (30) to this scenario.
In this case, all transmitters other than the one associated with
the receiver will cause interference.

When the primary transmitters form a PPP in R2, we assume
that the PR is associated to the nearest primary transmitter.
The transmitter will be employing a power control scheme to
ensure a constant average received power at the PR (Pc,PR).
Therefore, the received power at the PR (PR) becomes PR =

Pc,PR|h|2. The SINR is written as γ =
Pc,PR|h|2
I+Ip+σ2

n
, where Ip

is the aggregate interference from other primary transmitters.
The CDF of the SINR is obtained as [18]

Fγ(x) = 1−e

(
− xσ2n
Pc,PR

)
MI

(
x

Pc,PR

)
MIp

(
x

Pc,PR

)
. (31)

Let the field of interfering primary transmitters (apart from
the associated transmitter) be ψp. Although each receiver is
connected to the closest transmitter, in the perspective of the
transmitter, the receiver may not be the one closest to it.
Contrary to a cognitive network, the receivers would be the
entities initiating a request in the primary network (note that
the primary network would be fundamentally different from
the cognitive network). Moreover, as the downlink is consid-
ered, the transmitter may be connected to multiple receivers
employing different multiplexing schemes. Therefore, the best
option is to assume a fixed power level which will be the
maximum transmit power giving a worst case scenario. Let
this power level be Pp,PT , the distance to the closest primary
transmitter rc,p, the distance from the PR to the j-th primary
transmitter be Rj , and the density of the primary transmitters
be λp. Then, Ip =

∑
j∈ψp Pp,PT |hj |

2R−αj [18].
Using the Campbell’s theorem [36], MIp(s) is written as

[18]

MIp(s) = e

(∫∞
rc,p

E

[
e
−sPp,PT |hj |

2R
−α
j −1

]
2πλpRjdRj

)

= e

Erc,p

 2πλpsPp,PT r
2−α
c,p 2F1

(
1,1− 2

α
;2− 2

α
,−
sPp,PT
rαc,p

)
2−α


, α 6= 2, (32)

where the result holds for α > 2. The distribution of rc,p
follows equation (3) with λp instead of λr, and the expectation
can be computed numerically.

V. NUMERICAL RESULTS

This section shows the outage probability, mean aggregate
interference, and the cognitive cut-off probability. We will use
the parameters Rg = 20, Re = 100, R = 30, and γth = 1. To
highlight the effects of interference, the additive noise variance
σ2
n is set to 0. Moreover, for comparison purposes, we will use

the value for Pc for the transmit power of Scheme 6 (PT ).

A. Nearest association and highest-received-power associa-
tion: Impact of primary transmit power

We will first investigate the impact of the primary transmit
power Pp on the primary outage for the different power control
and receiver association schemes.

Fig. 2 plots the PR outage as a function of primary transmit
power level Pp for Scheme 4. The theoretical results match
perfectly with the simulation. The outage reduces with respect
to Pp as expected. We see that the primary outage depends in-
versely with PI . However, with regards to α, the performance
diminishes with its increase. Although we would expect that
a higher α would attenuate the interfering cognitive signals, it
also means that the received primary power level is also low.
Moreover, when α is high, the transmit power of a cognitive
transmitter would also increase to ensure a constant average
cognitive receiver received power (Ps).
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PI = −70, α = 3

PI = −100, α = 3

PI = −100, α = 4

PI = −70, α = 4

simulation

Fig. 2: Scheme 4: The PR outage probability vs the primary
power level Pp for different values of PI (dBm), and α. λt =
5× 10−3, Ps = −80 dBm, and λr = 2.5× 10−3.

The PR outage vs the primary transmit power level Pp for
Schemes 1, 2, 5, and 6 are plotted in Fig. 3. We observe
that Scheme 1 results in the worst outage under the given
system parameters. Scheme 6 only provides a marginally better
performance. Both Schemes 2 and 5 ensure a significantly
lower PR outage. Although the plots for Schemes 2 and 5
overlap, the PR outage for Scheme 5 is slightly lower. This is
because although the individual cognitive transmit powers for
Scheme 5 may be higher than those of Scheme 2, cognitive
transmitters of Scheme 5 are more likely to be cut-off from
transmission (due to the cut-off power level Pc).

B. Nearest association and highest-received-power associa-
tion: Impact of cognitive system thresholds

We will now investigate the effect of the cut-off power
threshold Pc and the average received power level of a
cognitive receiver (Ps) on the primary outage, mean I on the
primary receiver, and the cognitive cut-off probability.
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Fig. 3: Schemes 1, 2, 5, and 6: The outage probability vs the
primary power level Pp. λt = 5 × 10−3, λr = 1 × 10−3,
Pc = −40 dBm, Ps = −80 dBm, and α = 3.

The primary outage probability under Scheme 2 is plotted
over the cognitive transmitter cut-off power threshold Pc in
Fig. 4. Naturally, we would expect the outage to increase as
Pc increases. However, the outage increases initially, and then
flattens out. This is because at higher cut-off levels, almost all
the cognitive transmit powers would fall below the threshold.
Moreover, the rate of outage increase before flattening out
depends on the cognitive receiver density λr. The cognitive
transmitter density λt only introduces a shift to the curves,
and does not affect the shape.
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λt = 5× 10−2, λr = 10−2

Fig. 4: Scheme 2: The PR outage probability vs the cut-off
threshold Pc for different values of λt, and λr. α = 3, Pp = 0
dBm, and Ps = −80 dBm.

Fig. 5 plots the mean aggregate interference power of the
schemes with respect to the average received power level

of a cognitive receiver (Ps). Scheme 1 shows a constant
increase of the interference power with respect to Ps, and
thus provides the highest interference at high Ps. Scheme 6
has the highest mean aggregate interference at low Ps. The
level keeps constant initially as Ps rises, but starts to drop
after a certain point due to cognitive transmitters getting cut-
off from transmission. For Schemes 2, 4, and 5, there exists a
maxima when the mean interference is at its highest. For these
schemes, when the average received cognitive receiver power
is low, the transmit powers of the cognitive transmitters are
low, and thus results in a low interference. When Ps increases,
the cognitive transmit powers would increase, and in turn the
interference would increase. However, as Ps increases even
further, the number of cognitive transmitters getting cut-off
due to having a transmit power greater than the cut-off level
Pc would increase. Therefore, this reduction in transmitting
cognitive nodes leads to a lower aggregate interference, and
thus the maxima occurs. The value of Ps when the maxima
occurs is dependent on several factors, and can be obtained
through differentiation by using the derived equations for E[I].
Moreover, as Ps increases, Scheme 4 can generate a slightly
higher mean aggregate interference to the PR compared to
Schemes 2 and 5, whereas the opposite is true for lower
Ps. Again, the curves for Schemes 2 and 5 are almost the
same. However, Scheme 2 has a slightly higher aggregate
interference at higher Ps.
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Fig. 5: Schemes 1, 2, 4, 5, and 6: The mean aggregate
interference vs the average received cognitive power Ps under
different Pc (dBm) and PI (dBm). α = 3, λt = 5×10−3, and
λr = 2.5× 10−3.

It is important to gain an understanding on the impact of
different power control schemes on the cognitive system. Fig.
6 plots the probability that a cognitive transmitter is cut-
off from transmission with respect to the average received
cognitive receiver power Ps, for Schemes 2 and 5. For Scheme
1, this probability is 0, and for Scheme 6, this probability is
same as Scheme 5 (we are using the value for Pc in PT ).
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For a high cognitive receiver density λr, the curves show a
sharp drop-off under higher Pc when Ps is low. The cut-off
probability for Scheme 2 is always lower than Scheme 5. In
Fig. 5 and 3, it was observed that the mean interference and
the primary outage were slightly lower for Scheme 5. Thus, a
trade-off exists in the primary and cognitive performance. The
curves for Scheme 4 would behave in a similar manner for
appropriate values for PI instead of Pc. To conclude, a high
cognitive receiver density, a low average received cognitive
receiver power Ps, and a higher value for the threshold Pc
reduce the probability that a cognitive transmitter is cut-off
from transmitting.
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Fig. 6: Schemes 2 and 5: The average probability of a cognitive
transmitter being cut-off from transmission vs Ps for different
λr and Pc (dBm). α = 3.

C. Nearest-M association

We will now investigate the performance of Scheme 3,
where the transmitter can attempt to connect with the M
nearest receivers. Fig. 7 plots the primary receiver outage vs
the availability of a cognitive receiver (βr). The base curve has
parameters of M = 10, λr = 1× 10−3, and Ps = 1× 10−7,
and subsequent curves are plotted after varying one parameter.
The PR outage for the base curve shows a gradual increase
with βr. The cut-off power level prevents transmissions to far
away cognitive receivers. Thus, transmissions are limited to
receivers nearby, and the probability of these increases with βr.
The curve for M = 2 shows a similar trend. However, the PR
outage is slightly less because a cognitive transmitter only has
the opportunity to connect to a maximum of 2 receivers. The
curves when λr increases and Ps decreases differ significantly
from the base curve. In both of these curves, the outage
increases initially, and subsequently decreases. When Ps is
lower and λr is higher, the cut-off power would have a lower
effect, and transmission is possible to receivers far away. As
βr → 1, transmissions occur mainly to close-by receivers,
and the PR outage drops. It is interesting to note that when

M = 10, a lower Ps and a higher λr result in an increased
outage.
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Fig. 7: Scheme 3: Primary receiver outage probability vs the
availability of a cognitive receiver βr for different M , λr, and
Ps (dBm). Pc = −30 dBm, α = 3, and λt = 0.001.

The PR outage is plotted vs the cognitive transmitter cut-off
power level Pc for Scheme 3 in Fig. 8. The curves show an
initial increase in outage before saturation. This occurs because
the required transmit power is lower than Pc most of the time.
Thus, any further increase in Pc would have negligible effect.
When the number of receivers a cognitive transmitter attempts
to connect (M ) increases, the PR outage increases because
the probability of associating with a receiver increases for
each cognitive transmitter. However the amount of the increase
decreases with M . For low Pc, M has almost no affect because
transmissions to far away receivers is difficult.

D. Iterative scheme

Fig. 9 plots the probability that a cognitive transmitter is
cut-off vs the target outage probability of the PR (POUT,max)
while varying the cognitive transmitter receiver densities for
the iterative scheme. From this figure, it is possible to get an
insight on the required densities of the cognitive transmitters
and receivers to achieve a given performance target. If very low
PR outages are required (below −40dBm), it is not possible
to use the given densities meaningfully. In other words, the
cognitive transmitters would be cut-off most of the time they
need to transmit. Intuitively, for a target POUT,max, the best
cognitive transmitter performance is achieved when the cogni-
tive transmitter density (λt) is low, and the cognitive receiver
density λr is high. It should also be noted that increasing λr
provides better cognitive performance than decreasing λt.

VI. CONCLUSION

This paper has investigated the aggregate I from a random
network of cognitive nodes which are modeled as spatially
distributed independent PPPs. Multiple power control,



12

−45 −40 −35 −30 −25 −20 −15 −10

10−5

10−4

10−3

10−2

Pc (dBm)

Pr
im

ar
y

O
ut

ag
e

M=1
M=2
M=5
M=10
M=20

Fig. 8: Scheme 3: Primary receiver outage probability vs the
cut-off power level Pc for different M . α = 3, λt = 0.001,
λr = 0.001, and Ps = −70 dBm.
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Fig. 9: Iterative Scheme: The probability that a cognitive
transmitter is cut-off from transmission vs the target outage
probability of the PR (POUT,max). α = 3, Pp = −10 dBm,
and Ps = −80 dBm.

contention control, and receiver association schemes were
proposed. The MGF and mean of the aggregate I of each
scheme, and the PR outage probability were derived. This
study provides the following main insights. First, we find that
the cognitive transmission/receiver thresholds and the receiver
density significantly impact the primary performance. Second,
there is a trade-off in the primary and cognitive network
performances. Third, having CSI information provides
marginally better primary system performance while having
a slightly poorer performance with respect to the cognitive
transmitter cut-off probability. Fourth, feedback information
from the primary system enables a higher cognitive system

availability while guaranteeing a fixed primary performance.
Future research directions include considering random motion
of cognitive nodes, having multiple primary receivers, and
estimating the cognitive network capacity.

APPENDIX I :PROOF OF MIi(s) FOR SCHEME 5

Similar to Scheme 2, the interference from φt,i (4) is written
as Ii = BiPi|hi|2r−αi . The parameter Bi is defined similar to
Qi as Bi = Bernoulli(bi), where bi = Pr[Pi < Pc].

Any given transmitter sees receivers distributed as a homo-
geneous PPP with intensity λr in R2 with it at the center.
We first show that the received power of a homogeneous PPP
with intensity λr, path loss exponent α and Rayleigh fading is
equivalent to that generated by a non-homogeneous PPP with
a path loss exponent of 1 and no fading having an intensity
of λr,3 (see Appendix III) where

λr,3(r) =
2π

α
λrr

2
α−1Γ(

2

α
+ 1), 0 < r <∞. (33)

Now, under this new PPP, the effects of the path loss
exponent and fading have been normalized. The neighbor with
the lowest distance metric of the new PPP (note that this
metric is not the distance in its true sense) would be the
receiver having the highest received power. Thus, the CDF of
the distance to the receiver having the highest received power
can easily be found using the void probability. Let rp be the
distance from a transmitter to the receiver having the highest
received power. Then,

Frp(x) = 1− Pr[zero nodes in a line segment of length x].

Using (1), Fr(x) is found as

Frp(x)=1−e−
∫ x
0
λr,3dr=1−e−πλrΓ( 2

α+1)x
2
α, 0<x<∞.(34)

The PDF of this distribution frp becomes

frp(x) =
2π

α
λrΓ(

2

α
+ 1)x

2
α−1e−πλrΓ( 2

α+1)x
2
α , 0 < x <∞.

(35)
Now, we return to our original objective of deriving the

MGF of the interference from φt,i (MIi(s)). In order to ensure
a constant receiver power of Ps, the transmitter transmits at
a power of Psrp (note that the path loss and fading are not
present in the equation, but rather is included within rp). Then,

bi = Pr[Psrp < Pc] = 1− e−πλrΓ( 2
α+1)(PcPs )

2
α
.

We now write MIi(s) as

MIi(s) = 1− bi+
π

At

∫ (PcPs )

0

(
(U(Rg)−1)R2

g−(U(Re)−1)R2
e

)
×frp(rp)drp, (36)
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where U(x) = 2F1

(
1, 2

α ; 1 + 2
α ,−

xα

sPsrp

)
. A closed-form

equation for MIi(s) is obtained as

MIi(s)=e−πλrΓ( 2
α+1)(PcPs )

2
α

+
2π

At

∞∑
t=0

(
−sPs

(πλrΓ( 2
α + 1))

α
2

)t
×

(
R2−αt
e −R2−αt

g

2− αt

)(
Γ

(
αt

2
+ 1

)

−Γ

(
αt

2
+ 1, πλrΓ(

2

α
+ 1)

(
Pc
Ps

) 2
α

))
, α > 2. (37)

APPENDIX II :PROOF OF THE MAPPING PROCEDURE

The intensity function of a PPP in R2 can be transformed
from (x, y) coordinates to polar coordinates (r, θ) by using
the Mapping theorem [36] (This is used to convert the 2-D
PPP to a 1-D PPP) For a homogeneous PPP of intensity λ,
the intensity function in polar coordinates is given by

λ∗(r, θ) = λ r, 0 < r <∞, 0 < θ < 2π. (38)

The received power from an interfering node does not depends
on its angular position but on its distance to the receiver.
Therefore, the PPP on R2 is mapped onto the positive real axis
while preserving the distance distribution. Using the Mapping
theorem, it can be shown that the mapped points on the
positive real axis form a PPP. The intensity of the this PPP
λr,1(r) can be obtained by integrating out θ [36]. Therefore,

λr,1(r) =

∫ 2π

0

λ rdθ = 2πλr, 0 < r <∞. (39)

The received power at a receiver from a cognitive transmitter
is given by Pir

−α
p |hi|2. In the following step, we use the

Mapping theorem to obtain a new PPP which generates a
received power identical to what is generated by the above
PPP with intensity λr,1, but with a path loss exponent of 1.
The intensity function of the new PPP λr,2(r) can be derived
as follows: Consider the mapping function f(r) = rα. In the
mapping process, points in the line segment (r, r+∆r) in the
new PPP are from the (r−α, (r+ ∆r)−α) line segment of the
PPP with intensity λr,1(r). The number of points in the line
segment (r, r + ∆r) of the new PPP can be written as [49]

N [r, r + ∆r] =

∫ (r+∆r)−α

r−α
λr,1(r)dr. (40)

Using the change of variable t = rα,

N [r, r + ∆r] =

∫ r+∆r

r

λr,1

(
1

t

)
t

1
α−1

α
dt. (41)

Therefore, according to the Mapping theorem [36] the intensity
of the new PPP is given by [49]

λr,2(r) = λr,1

(
1

r

)
r

1
α−1

α
, 0 < r <∞

=
2πλrr

2
α−1

α
, 0 < r <∞. (42)

In the following step, we use the product space representation,
the Marking theorem [36, Sec. 5.2], and the Mapping theorem
to obtain a new PPP which generates the identical received
power, but with a path loss exponent of 1 and no fading. The
intensity function of the new PPP λr,3(r) can be derived as
[49]

λr,3(r) = E|h|2
[
|h|2λr,2(r|h|2)

]
, 0 < r <∞. (43)

For Rayleigh fading channels (43) can be written as

λr,3(r) =
2π

α
λrr

2
α−1E|hi|2 [(|hi|2)

2
α ], 0 < r <∞.

=
2π

α
λrr

2
α−1Γ

(
2

α
+ 1

)
, 0 < r <∞. (44)

Note that the limits of r do not change because the cognitive
receivers are distributed in a 2-D field. This would not be the
case otherwise.
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