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Ambient Backscatter Communication Systems:
Detection and Performance Analysis
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Abstract—Ambient backscatter technology that utilizes the
ambient radio frequency (RF) signals to enable the commu-
nications of battery-free devices has attracted much attention
recently. In this paper, we study the problem of signal detection
for an ambient backscatter communication system that adopts
the differential encoding to eliminate the necessity of channel
estimation. Specifically, we formulate a new transmission model,
design the data detection algorithm, and derive two closed-form
detection thresholds. One threshold is used to approximately
achieve the minimum sum bit error rate (BER) while the other
yields balanced error probabilities for “0” bit and “1” bits. The
corresponding BER expressions are derived to fully characterize
the detection performance. In addition, the lower and the upper
bounds of BER at high signal noise ratio (SNR) regions are also
examined to simplify performance analysis. Simulation results
are then provided to corroborate the theoretical studies.

Index Terms—Ambient backscatter, RF-powered device, max-
imum likelihood (ML) detection, BER, battery-free tag.

I. INTRODUCTION

Radio Frequency Identification (RFID) systems have attract-
ed increasing attentions from both academic circles and indus-
trial communities over the past two decades [1]. According to
IDTechEx [2], the total RFID market, including tags, readers
and software/services for RFID components, was worth $8.89
billion in 2014, up from $7.77 billion in 2013 and $6.96 billion
in 2012, and is forecast to rise to $27.31 billion in 2024.

A typical RFID system mainly consists of a reader (also
known as an interrogator) and a tag (also known as transpon-
der). Depending on the tag’s power supply, RFID systems can
be active, passive or semi-passive [3]. For passive RFID, the
reader first generates an electromagnetic wave, and the tag
receives and backscatters the wave with modulated information
bits to the reader.

Clearly, passive RFID systems essentially relies on radio
backscatter, a mode of wireless communication by means of
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Fig. 1. Three types of backscatter.

reflection rather than radiation. The origin of radio backscatter
dates back to World War II when the radio signal transmitted
by some radar and backscattered from an on-coming airplane
was used to identify it as “friend or foe” [3]. Backscatter
communication was first described by Harry Stockman in 1948
[4]. Since then, it has been continuously studied and RFID
products have been developed for identification/supply chain
applications. From 1990 to 2000, a famous and successful
application of RFID systems was Electronic Toll Collection
(ETC) that can enable vehicles on the high speedways to
pay the toll fee without stopping. After the 1990s, the rapid
progress in integrated circuits decreased the cost of tags,
which enabled the wide-spread usage of RFID products and
also aroused great interests on further investigation of the
backscatter technology. In past ten years, extensive studies
about radio backscatter have been performed on coding meth-
ods [5], channel fading and modelling [8], link budgets [6],
[7] and multi-antenna techniques [9], etc. Other applications
include sensor networks and Internet of things (IoT) due to its
capability in reducing energy and monetary cost [1], [13], [10].
In addition, the problems of RFID privacy and backscatter
physical-layer security have received research interest [11],
[12].

As shown in Fig. 1(a), the traditional backscatter1 requires
that the reader generate a continuous carrier wave that will
be received and remodulated by the tag [5]. This process
incurs a round-trip path loss, which will impose a limit on
the communication distance between the reader and the tag
[6], [8], [9], [27].

To further increase the field coverage and communication
range or avoid the round-tip path loss, bistatic scatter [13] and
ambient backscatter [14], [15] have been proposed. Bistatic
scatter was suggested in [13] to enlarge the communication
distance through dislocating the carrier emitter from the reader
(Fig. 1(b)) and setting the emitter close to the tag. On the other
side, ambient backscatter utilizes ambient radio frequency

1For brevity, we refer the radio scatter between one reader and one tag as
traditional backscatter, so as to distinguish it from bistatic scatter and ambient
backscatter introduced later.
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(RF) signals, such as television (TV) radio, cellular signals,
and Wireless Fidelity (Wi-Fi), to enable battery-free tag to
communicate with the reader [14], [15]. As depicted in Fig.
1(c), the tag is illuminated by ambient wireless signals instead
of fixed-frequency sine/cosine waves.

The key idea of the ambient backscatter is as follows
[14]: (i) The battery-free devices such as a tag or a sensor
can transmit “0” or “1” bit through switching the antenna
between reflecting and non-reflecting states, i.e., a change
of the tag antenna impedance states; (ii) the battery-free
device can backscatter its own information at a much lower
data rate than the ambient signals so that the receiver can
separate the two signals through averaging. Based on this idea,
the authors [14] devised a prototype where two battery-free
devices communicate via ambient backscatter and demonstrate
its practical bit error rate (BER) versus distance. In 2014,
Wi-Fi backscatter was designed to connect the battery-free
devices with off-the-shelf Wi-Fi devices [15]. In 2015, full-
duplex technology was introduced with WiFi access point
(AP) to cooperate with backscatter to enlarge data throughput
[16]. It was shown recently that Bluetooth transmissions can
be leveraged to create Wi-Fi and ZigBee-compatible signals
utilizing backscatter communication [17].

Such a new ambient backscatter technology can enable
battery-free devices to communicate mutually or connect to the
Internet. It can also enable ubiquitous communication among
pervasive devices, liberate sensor nodes from maintenance-
heavy batteries [14], and may even bring a new generation
of RFID [19], [20]. Nevertheless, a fully developed theory
on signal processing and performance analysis for ambient
backscatter communication systems is fundamentally different
from that of traditional communication systems and hence this
field completely warrants further research [24].

Despite so many promising aspects, as a new-born thing,
ambient backscatter also raises up a series of open problems.
The first is wireless power extraction and utilization at the tag
or the sensor. Secondly, the channels for ambient backscatter
communication systems are different from those for traditional
point-to-point systems or cooperative relay networks since
transmitting bit “0” or “1” implies backscattering or not,
which leads to various channel parameters and thus dissimilar
channel statistics [33]. Thirdly, signal detection at the reader
is expected to be a challenging task for two reasons: (1) the
ambient backscatter communication system exploits signals
from other systems, which is unknown to the reader, and
accordingly the reader cannot estimate the channel parameters
due to lack of training symbols; (2) the signal detection at the
reader is to discern backscattering or not, instead of positive
or negative electrical levels or separate phases that are usually
met in other existing communication systems [30]. Fourthly,
performance analysis for ambient backscatter communication
systems, such as BER, throughput and capacity, is to be
investigated. Lastly, backscatter may produce wireless signals
at the tag and hence results in the interference to legacy
receivers, and thus the impact and range of the interference
generated by tag to legacy receivers are to be evaluated.
Meanwhile, due to broadcast nature of wireless channels,
security problems [32] [31] for the tag, the reader, and also
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Fig. 2. A communication system of RF-powered devices that utilizes ambient
backscatter.

the legacy receiver are worthy of further investigation.
In this very work, we focus on the problem of signal detec-

tion and BER performance analysis at the reader. To overcome
the lack of training symbols, we adopt the differential encoder
at the tag. We formulate a theoretical system model and
design the data detection approach that eliminates the need
for channel state information (CSI). Two detection thresholds
are also proposed: one achieves approximately minimum BER
while the other yields balanced error probabilities for detecting
bits “0” and “1”. The corresponding BER performance is also
analyzed and a simplified BER expression, as well as its upper
and lower bounds are derived in high signal-to-noise ratio
(SNR) region. Finally, simulation results are provided to verify
the derived results.

The rest of this paper is organized as follows: Section II
depicts the theoretical model for ambient backscatter commu-
nication systems with differential encoder. Section III derives
the minimum BER detector and the closed-form BER expres-
sion. An approximate detection threshold for the minimum
BER detector is also obtained in this section. Section IV
analyzes the BER performance at high SNR and obtains both
lower/upper BER bounds. The other detection threshold that
can lead to equal error probabilities for detecting “0” bits
and “1” bits is presented in Section V. Section VI provides
simulation results and Section VII concludes the paper.

II. SYSTEM MODEL

Consider an ambient backscatter communication system
with one reader and one tag, as shown in Fig. 2. Unlike
conventional RFID tags, the tag here scavenges other RF
signals such as TV signals [14] to communicate with the
reader.

Let the RF transmit signal be s(n)ej2πfsn where fs is
the RF carrier frequency, and s(n) is the complex baseband
equivalent signal. The tag receives the RF source signal and
transmits its own binary signal B(n) to the reader through
backscattering the signal s(n)ej2πfsn or not. Specifically, if
B(n) = 0, the tag changes its impedance so that little energy
of s(n) can be reflected, while if B(n) = 1, the tag switches
the impedance inside its circuit so that the signal can be
scattered to the reader [14].

To avoid power-consuming and complexity-increasing train-
ing sequences for the battery-free tag operation [21] [22],



0090-6778 (c) 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TCOMM.2016.2602341, IEEE
Transactions on Communications

3

Modulator
A(k) B(k) a(n)

Differential Encoder

Z
-1

Fig. 3. Differential encoder of the backscatter tag.

and also to avoid the high BER at the reader with blind
detector [23], the differential encoding is adopted at tag. That
is, bit “0” corresponds to the same state in two consecutive
intervals, while bit “1” corresponds to the transition from
non-backscatter to backscatter or from backscatter to non-
backscatter. This differential encoding is realized by a dif-
ferential encoder before the modulator as shown in Fig. 3.
Mathematically, the relationship between the input A(k) and
the output B(k) of the differential encoder can be expressed
as

B(k) = A(k)⊗B(k − 1), (1)

where ⊗ represents addition modulo 2.
Denote the channel between the RF source and the reader

as h, the channel between the RF source and the tag as g, and
the channel between the reader and the tag as ζ. The channels
h, g, and ζ are assumed as slow-fading and remain unchanged
during at least two consecutive intervals of B(k). Furthermore,
all these channels are unknown to the reader.

Mathematically, the signal received by the tag can be
expressed as [13]

x(n) = gs(n)ej2πfsn. (2)

Note that there may exist some carrier phase offset between
the signal x(n) and s(n), and it can be absorbed into the
complex channel g.

Moreover, the signal backscattered by the tag may be written
as

a(n) = ηB(n)x(n), B(n) ∈ {0, 1} (3)

where η is the complex signal attenuation inside the tag. Since
the data rate of the signal B(n) is much less than that of the
RF signal x(n), we suppose that B(n) will remain unchanged
within N symbols of x(n). That is, B(kN + j) will be the
same for j = 1, 2, · · · , N .

Therefore, the reader receives the passband signal

ỹ(n) =hs(n)ej2πfsn + ζa(n) + w̃b(n), (4)

where w̃b(n) is the zero-mean additive white Gaussian noise
(AWGN) with variance Nwb.

Define the carrier frequency of the reader as fr and the
carrier phase offset between the RF source and the reader as
θ0. After demodulating the received passband signal ỹ(n) with
the carrier signal e−j(2πfrn+θ0), we obtain the baseband signal
as

y(n) =ỹ(n)e−j(2πfrn+θ0) (5)

=hs(n)e−j(2π∆fn+θ0)

+ ηζgB(n)s(n)e−j(2π∆fn+θ0) + wb(n),

Fig. 4. PDFs of conditional random variables Φk|0,0, Φk|1,1, Φk|0,1 and
Φk|1,0, and BER regions for small and positive δ.

where ∆f = fs−fr is the carrier frequency offset (CFO) and
wb(n) = w̃b(n)e

−j(2πfrn+θ0) is an equivalent noise with the
same variance Nwb.

The main task of the reader is to recover B(n) from the
baseband signal y(n) without any CSI and CFO knowledge.
Note that the ambient backscatter communication system (Fig.
2) differs from traditional point-to-point and relay communi-
cation systems since B(n) is hidden in y(n). Consequently, a
specific detection method must be designed to recover B(n).

Remark 1: Following the analysis in [12], the signal (4) can
also be modeled as

ỹ(n) = hs(n)ej2πfsn + ζa(n) + ζw̃a(n) + w̃b(n), (6)

where w̃a(n) denotes the AWGN term at the tag and is sent
back to the reader. Nevertheless, the tag circuit consists only
of passive components and takes few signal processing opera-
tions, the thermal noise is usually negligible, i.e., w̃a(n) ≈ 0.
A detailed analysis about the backscattered radiated field and
the channel modeling can be found in [25], [5], [13].

Remark 2: Strictly speaking, the signal received by the
reader should be ỹ(n) = hs(n)ej2πfsn + ζa(n− τ) + w̃b(n),
where τ represents the time delay from the tag to the reader.
The time delay τ consists of two parts: the delay inside the
circuit of the tag and the delay caused by the distance from the
tag to the reader. However, the time delay τ can be ignored in
backscattering systems because: (i) The electrical signal inside
the circuit of the tag and the electromagnetic wave travel as
fast as the speed of light; (ii) The communication range of
RF-powered devices are limited, currently being less than 130
meters [13]. Hence, τ is usually much less than one symbol
intervals of s(n) and can be ignored.

III. SIGNAL DETECTION AT THE READER

Let us rewrite (5) as

y(n) =

{
hs(n)e−j(2π∆fn+θ0) + wb(n), B(n) = 0
µs(n)e−j(2π∆fn+θ0) + wb(n), B(n) = 1

(7)

where µ , h+ηζg denotes the combined channel information.
Suppose KN signal samples are available to the reader. We

then compute the average power of the N samples of y(n) that
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correspond to each single backscattered bit as

Γk =
1

N

kN∑
n=(k−1)N+1

|y(n)|2, 1 ≤ k ≤ K. (8)

It can be easily found that

Γk =

{
Γk,0 = Mk,0 + Lk,0, B(n) = 0
Γk,1 = Mk,1 + Lk,1, B(n) = 1

(9)

where

Mk,0 =

kN∑
n=(k−1)N+1

|h|2|s(n)|2 + |wb(n)|2

N
, (10)

Mk,1 =
kN∑

n=(k−1)N+1

|µ|2|s(n)|2 + |wb(n)|2

N
, (11)

Lk,0 =
1

N

kN∑
n=(k−1)N+1

2ℜ
{
hs(n)e−j(2π∆fn+θ0)wH

b (n)
}
,

(12)

Lk,1 =
1

N

kN∑
n=(k−1)N+1

2ℜ
{
µs(n)e−j(2π∆fn+θ0)wH

b (n)
}
.

(13)

Assuming that the slow-fading channels h, ζ and g remain
unchanged during some consecutive intervals of transmitting
B(k−1) and B(k), the central limit theorem (CLT) [26] yields
that Lk,0 ∼ N (0, ς20 ) and Lk,1 ∼ N (0, ς21 ), with

ς20 =
2

N
|h|2PsNwb, ς21 =

2

N
|µ|2PsNwb, (14)

where Ps is the average power of s(n) that is unknown to the
reader.

A. Large N Case

When N is a large number, the following approximations
can be made:

Mk,0 ≈|h|2Ps +Nwb, (15)

Mk,1 ≈|µ|2Ps +Nwb. (16)

Therefore, we obtain

Γk =

{
Γk,0 ∼ N

(
|h|2Ps +Nwb, ς

2
0

)
,

Γk,1 ∼ N
(
|µ|2Ps +Nwb, ς

2
1

)
.

(17)

B. Small N Case

When N is a small number, Mk,0 and Mk,1 can be
considered as Gaussian distributed random variables instead
of constants,

Mk,0 ∼ N
(
|h|2Ps +Nwb,

N2
wb

N

)
, (18)

Mk,1 ∼ N
(
|µ|2Ps +Nwb,

N2
wb

N

)
. (19)

Therefore, we obtain

Γk =

{
Γk,0 ∼ N

(
|h|2Ps +Nwb, σ

2
0

)
,

Γk,1 ∼ N
(
|µ|2Ps +Nwb, σ

2
1

)
,

(20)

where

σ2
0 =

N2
wb

N
+ ς20 , σ2

1 =
N2

wb

N
+ ς21 . (21)

It can be found that the expression Γk (20) for the small N
case is similar to (17) for the large N case except for different
variances Hence, we next only present the the detection
approach and the BER analysis for the large N case, and the
corresponding discussions for small N case can be similarly
obtained.

C. Minimum BER Detector

Since no CSI is available, we will design the data detector
utilizing the difference2

Φk =Γk − Γk−1. (22)

Our goal is to design an optimal detector that can minimize
the error probability, or equivalently, maximize the correct
probability

Â(k) = arg max
A(k)∈{0,1}

Pr
(
correct decision|Φk

)
=arg max

A(k)∈{0,1}
Pr
(
A(k)|Φk

)
. (23)

According to Bayes’ rule, we can write (23) as

Â(k) = arg max
A(k)∈{0,1}

Pr
(
Φk|A(k)

)
Pr(A(k))

Pr(Φk)
. (24)

Since the transmit messages A(k) = 0 and A(k) = 1 are
equiprobable, we can further simplify (24) as

Â(k) = arg max
A(k)∈{0,1}

Pr
(
Φk|A(k)

)
. (25)

The detectors (23) and (25) are well-known as maximum a
posteriori probability (MAP) receiver and maximum-likelihood
(ML) receiver respectively.

Since the tag uses differential encoding, the message
A(k) = 0 (or A(k) = 1) can be fully determined by B(k)
and B(k − 1). For the cases B(k − 1) = B(k) that indicates
A(k) = 0, we can further compute Φk as

Φk =

{
Φk|0,0 = Lk,0 − Lk−1,0, B(k − 1) = B(k) = 0
Φk|1,1 = Lk,1 − Lk−1,1, B(k − 1) = B(k) = 1

(26)

It can be readily checked that Φk|0,0 ∼ N (0, 2ς20 ) and
Φk|1,1 ∼ N (0, 2ς21 ).

For the cases B(k − 1) ̸= B(k) that indicates A(k) = 1,
we can compute Φk as

Φk = (27){
Φk|0,1 = δ + Lk,1 − Lk−1,0, B(k − 1) = 0, B(k) = 1
Φk|1,0 = −δ + Lk,0 − Lk−1,1, B(k − 1) = 1, B(k) = 0

where

δ = (|µ|2 − |h|2)Ps. (28)

2Different from the conventional differential detector where the division
between the two consecutive symbols is used, we here resort to the difference
between the two consecutive symbols due to the new structure of ambient
backscatter systems.
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Fig. 5. PDFs of p(Φk|0,0), p(Φk|1,1), p(Φk|0,1) and p(Φk|1,0), and BER
regions for large and positive δ.

Clearly, Φk|0,1 ∼ N (δ, ς20 + ς21 ) and Φk|1,0 ∼ N (−δ, ς20 + ς21 ).
Let p(Φk|0,0), p(Φk|1,1), p(Φk|0,1) and p(Φk|1,0) denote the

probability density functions (PDFs) of the conditional random
variables Φk|0,0, Φk|1,1, Φk|0,1 and Φk|1,0 that are Gaussian
distributed. Note that due to the randomness of the channel
gains |h|2 and |µ|2, the values of δ can be either small or large,
either positive or negative, and therefore these PDFs vary at
different transmission slots, which imposes more difficulty in
signal detection for the reader.

Fig. 4 shows the PDFs of the conditional random variables
Φk|0,0, Φk|1,1, Φk|0,1 and Φk|1,0 in case of small and positive
δ. The corresponding BER regions of Pb|0,0, Pb|1,1, Pb|0,1 and
Pb|1,0 are given in blue, purple, yellow and green shadowed
part separately. Fig. 5 show the same PDFs and BER regions
for large and positive δ.

As shown in Fig. 4, if Φk falls into the region around zero,
then we know p(Φk|0,0) > p(Φk|1,0) or p(Φk|0,0) > p(Φk|0,1),
which indicates the optimal decision will be Â(k) = 0;
If Φk falls into the region around δ or larger than δ, then
p(Φk|1,1) < p(Φk|1,0) or p(Φk|1,1) < p(Φk|0,1) holds, which
says the optimal decision will be Â(k) = 1.

Define

p0(x) =Pr(Φk|A(k) = 0), (29)
p1(x) =Pr(Φk|A(k) = 1). (30)

Since

Pr(A(k) = 0) =Pr(B(k − 1) = B(k) = 1)

+ Pr(B(k − 1) = B(k) = 0), (31)
Pr(A(k) = 1) =Pr(B(k − 1) = 0, B(k) = 1)

+ Pr(B(k − 1) = 1, B(k) = 0), (32)

we have

p0(x) =
1

2

(
p(Φk|0,0) + p(Φk|1,1)

)
=

1

4
√

πς20
e
− x2

4ς20 +
1

4
√
πς21

e
− x2

4ς21 , (33)

p1(x) =
1

2

(
p(Φk|0,1) + p(Φk|0,1)

)
=

1√
8πς2+

e
− (x−δ)2

2ς2
+ +

1√
8πς2+

e
− (x+δ)2

2ς2
+ , (34)

where ς2+ = ς20 + ς21 .
Subsequently, our ML detection rule (25) can be reformu-

lated as {
Â(k) = 0, if p0(x) > p1(x),

Â(k) = 1, if p0(x) < p1(x).
(35)

The ML decision rule is: decode Â(k) = 0 when 0 ≤
|Φk| < Th, and Â(k) = 1 otherwise. Here, Th represents
a properly chosen threshold.

D. ML Decision Regions

Clearly, the optimal threshold T opt
h for the ML detector

should satisfy

p0(x) = p1(x)
∣∣
x=T opt

h

. (36)

Unfortunately, closed-form solution for (36) does not exist.
Therefore, we resort to approximate solutions through the
following theorem.

Theorem 1: The solution for (36) can be approximated by

T apx
h =

|δ|
2

+
ς2+
|δ|

ln

(
1 +

√
1− e−δ2/ς2+

)
. (37)

Proof: See Appendix A.
Remark 3: Since the channel information such as h, µ, |h|2

and |µ|2 is not available at the reader, neither the optimal
threshold T opt

h nor the approximate threshold T apx
h can be

calculated by the detector. To solve this problem, we derive
another practical substitution at high SNR, which will be
introduced in the next Section.

E. BER Performance

Given threshold Th, the BER for the ML detector can be
expressed as

Pb =Pr(A(k) = 1)Pr(Â(k) = 0|A(k) = 1)

+ Pr(A(k) = 0)Pr(Â(k) = 1|A(k) = 0). (38)

It can be further found that

Pr(Â(k) = 0|A(k) = 1) =
1

2
Pb|0,0 +

1

2
Pb|1,1, (39)

where

Pb|0,0 =Pr(Â(k) = 1|B(k − 1) = 0, B(k) = 0)

=1−
∫ Th

−Th

p(Φk|0,0)dΦk|0,0 = 2Q

(
Th√
2ς20

)
, (40)

Pb|1,1 =Pr(Â(k) = 1|B(k − 1) = 1, B(k) = 1),

=1−
∫ Th

−Th

p(Φk|1,1)dΦk|1,1,= 2Q

(
Th√
2ς21

)
, (41)

and the Q function, which is the Gaussian tail probability, is
defined as

Q(x) =
1√
2π

∫ ∞

x

e−
t2

2 dt. (42)

Similarly, we can obtain

Pr(Â(k) = 1|A(k) = 0) =
1

2
Pb|0,1 +

1

2
Pb|1,0, (43)
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where

Pb|0,1 =Pr(Â(k) = 0|B(k − 1) = 0, B(k) = 1)

=

∫ Th

−Th

p(Φk|0,1)dΦk|0,1

=Q

(
−Th − δ√
ς20 + ς21

)
−Q

(
Th − δ√
ς20 + ς21

)
, (44)

Pb|1,0 =Pr(Â(k) = 0|B(k − 1) = 1, B(k) = 0)

=

∫ Th

−Th

p(Φk|1,0)dΦk|1,0

=Q

(
−Th + δ√
ς20 + ς21

)
−Q

(
Th + δ√
ς20 + ς21

)
. (45)

It can be readily checked that Pb|0,1 = Pb|1,0 due to
symmetry. Therefore, substituting (40), (41), (44) and (45) into
(38), we can obtain the BER expression as

Pb =
1

2
Q

(
Th√
2ς20

)
+

1

2
Q

(
Th√
2ς21

)

+
1

2
Q

(
−Th + δ√
ς20 + ς21

)
− 1

2
Q

(
Th + δ√
ς20 + ς21

)
. (46)

Remark 4: Based on the derived instantaneous BER expres-
sion (46), the average BER P̄b can be calculated or simulated
through statistical mean over all channel realizations.

IV. PERFORMANCE AT HIGH SNR

At high SNR region, we could achieve much concise results
as opposed to those in the previous section.

A. Approximate Optimal Threshold

Theorem 2: At high SNR, the optimal threshold T opt
h can

be approximated by E(|Φk|) in the case of large K.
Proof: In high SNR, the first item in (37) is much larger

than the second one. Therefore, T opt
h ≈ |δ|/2. Combining the

fact that E(|Φk|) ≈ |δ|/2 when K is relatively large, we know
the threshold T opt

h can be approximated as E(|Φk|).
Obviously, E(|Φk|) can be practically achieved at the reader

after receiving a sequence of (8) and calculating (22).

B. Upper and Lower Bounds for BER

At high SNR, if we take Th = |δ|/2, then there are

Pb|0,0 =2Q

(
|δ|/2√
2ς20

)
≈ 2Q

(
∆µh

4|h|
√
γN

)
, (47)

Pb|1,1 =2Q

(
|δ|/2√
2ς21

)
≈ 2Q

(
∆µh

4|µ|
√
γN

)
, (48)

and

Pb|0,1 =Q

(
|δ|/2√
ς20 + ς21

)
−Q

(
3|δ|/2√
ς20 + ς21

)
= Pb|1,0 (49)

≈Q

(
∆µh

2
√
2
√
Ξµh

√
γN

)
−Q

(
3∆µh

2
√
2
√
Ξµh

√
γN

)
,

where γ = Ps/Nwb and

∆µh =
∣∣|µ|2 − |h|2

∣∣ , Ξµh =|h|2 + |µ|2. (50)

The reference [28] gives a simple but good approximation
for Q(x)

Q(x) ≈ 1

12
e−

x2

2 +
1

4
e−

2x2

3 , x > 0. (51)

Utilizing the approximation (51) and substituting (47), (48),
and (49) into (38) will produce

Pb

∣∣
Th=|δ|/2 ≈ (52)

1

24
e
−

∆2
µhγN

32|h|2 +
1

8
e
−

∆2
µhγN

24|h|2 +
1

24
e
−

∆2
µhγN

32|µ|2 +
1

8
e
−

∆2
µhγN

24|µ|2

+
1

24
e
−

∆2
µhγN

16Ξµh +
1

8
e
−

∆2
µhγN

12Ξµh − 1

24
e
−

9∆2
µhγN

16Ξµh − 1

8
e
−

3∆2
µhγN

4Ξµh .

Define

Ξl = min(|h|2, |µ|2), Ξu = max(|h|2, |µ|2). (53)

It can be readily checked that

2Ξl ≤ Ξµh ≤ 2Ξu. (54)

Since the function e−
1
x is an increasing function with x, we

obtain

Pb

∣∣
Th=|δ|/2 ≤1

8
e−

∆2
µhγN

32Ξu +
3

8
e−

∆2
µhγN

24Ξu , Pub, (55)

Pb

∣∣
Th=|δ|/2 ≥ 5

48
e
−

∆2
µhγN

32Ξl +
5

16
e
−

∆2
µhγN

24Ξl , Plb, (56)

where Pub and Plb are defined as the corresponding upper and
lower bounds of the BER Pb when the threshold is chosen as
Th = δ/2, respectively.

Remark 5: It is well-known that in traditional point-to-point
or cooperative communication systems, the BER performance
is mainly decided by SNR and channel fadings. However,
in ambient backscatter communication systems, the BER is
determined not only by the SNR γ and the channel fadings |h|,
|µ|, but also by the channel difference ∆µh and the number
N . In addition, the BER can be considered as a decreasing
function of variables γ, N and ∆µh, but as an increasing
function of variables |h| and |µ|.

V. EQUIPROBABLE ERROR DETECTOR

The detector designed in Section III-C is optimal in that it
can minimize the BER. However, this detector may not obtain
the same error probability for A(k) = 0 and A(k) = 1, i.e.,
Pr(Â(k) = 1|A(k) = 0) ̸= Pr(Â(k) = 0|A(k) = 1), which
is generally referred to as unbalanced BER [34].

In most practical communication process, the information
bits 1 and 0 are transmitted with equal probability. Hence, the
detector that achieves Pr(Â(k) = 1|A(k) = 0) = Pr(Â(k) =
0|A(k) = 1) is also worth studying, i.e.,

Pb|0,0 + Pb|1,1 = Pb|0,1 + Pb|1,0. (57)

For expression simplicity, such detector is called as equiprob-
able error detector.
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Fig. 6. BER versus transmit SNR for four different thresholds.

According to the analysis in Section III-E, and supposing
Th = T eq

h can satisfy the equation (57), we can further obtain

Q

(
T eq
h√
2ς20

)
+Q

(
T eq
h√
2ς21

)

=Q

(
−T eq

h − δ√
ς20 + ς21

)
−Q

(
T eq
h − δ√
ς20 + ς21

)
. (58)

Unfortunately, it is difficult to obtain the exact closed-from
solution for T eq

h in (58). We then resort to an approximation
and provide the following theorem.

Theorem 3: At high SNR region, the threshold T eq
h that

satisfies Pr(Â(k) = 1|A(k) = 0) = Pr(Â(k) = 0|A(k) = 1)
can be approximated by

T̃ eq
h ≈


1
2a

(
Be −

√
B2

e − 4aCe

)
, |ς20 − ς21 | ≥ 1

|δ|
2 +

(ς20+ς21 ) ln 2

2b
√

ς20+ς21+2a|δ|
, |ς20 − ς21 | ≤ 1

(59)

where b = 0.717, a = 0.416, and

Be =(2 +
√
2)b
√
max(ς20 , ς

2
1 ) + 4a|δ|, (60)

Ce =2aδ2 + 2max(ς20 , ς
2
1 ) ln 2 + 2b|δ|

√
max(ς20 , ς

2
1 ). (61)

Proof: See Appendix B.

VI. SIMULATION RESULTS

In this section, we numerically examine the proposed stud-
ies. The noise variance Nwb is set as 1 and K is chosen as
100. All channels h, g, and ζ are complex Gaussian random
variables with zero mean and unit variance. The complex
signal attenuation inside the tag η is fixed as 1.1 dB [18].

Fig. 6 presents the BER versus SNR under four thresholds:
T opt
h , T apx

h , E(|Φk|), and |δ|/2. It is worth noting that only
the threshold E(|Φk|) can be calculated in practice, and
other three thresholds T opt

h , T apx
h , and |δ|/2 are theoretically

derived from the equations (36), (37), and (28), respectively.
We first set the number of averaging samples N as 20 and
increase the transmit SNR from 0 dB to 30 dB. For each
SNR, we obtain the theoretical optimal threshold T opt

h from
(36) and compute the average BER after 104 Monte Carlo
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Fig. 7. Five thresholds T opt
h , Tapx

h , T eq
h , |δ|/2 and E(|Φk|) versus SNR.
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Fig. 8. BER versus N , the number of samples for averaging.

simulations. We then set the threshold as E(|Φk|) and obtain
the simulated BER. We also set the threshold as T apx

h (37)
and |δ|/2 (28) respectively, and find the corresponding BERs.
We then set N = 50 and repeat the above process. It is found
that the optimal threshold T opt

h slightly outperforms E(|Φk|),
T apx
h and |δ|/2, and the difference are slight. Moreover, though

E(|Φk|), T apx
h and |δ|/2 are designed from high SNR region,

their performances are also very good at low SNR region. It is
also seen from Fig. 6 that larger N can lead to reduced BER,
as expected.

Fig. 7 depicts the curves of five different thresholds T opt
h ,

T apx
h , T eq

h , |δ|/2 and E(|Φk|) versus SNR. At low SNR region,
we see that there exists difference between T opt

h and |δ|/2.
Nevertheless, when SNR is greater than 20dB, the difference
vanishes, which agrees with Theorem 2. Besides, the value
E(|Φk|) (or T apx

h or T eq
h ) can be a good approximate for

T opt
h at high SNR, while there exists a large gap between T opt

h

and E(|Φk|) (or T apx
h or T eq

h ) at low SNR. Nevertheless, the
difference in the thresholds would not cause obvious difference
in BER performance at low SNR region, as already seen in
Fig. 6.

Fig. 8 shows the curves of BER versus N when
SNR=30dB. The detectors choose the optimal threshold T opt

h

and the corresponding BER are plotted. For comparison, the
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h .

upper bound (56) and lower bound (55), as well as the
approximate BER (52), are also plotted. Clearly, the theoretical
BER approximates the simulated one very well, and the upper
and lower bounds are fairly close to the simulated BER. It is
seen that increasing N can quickly decrease the BER when
N is small, while becomes slowly effective when N is larger,
say greater than 120.

Fig. 9 presents the BER curves versus SNR when thresholds
are set as T opt

h and T eq
h respectively. In addition, the BERs

0.5×Pr
[
Â(k) = 1|A(k) = 0

]
and 0.5×Pr

[
Â(k) = 0|A(k) =

1
]

are also separately plotted. It can be seen that the threshold
T opt
h only fractionally outperforms the threshold T eq

h . More
importantly, it can be found that the threshold T opt

h does
produce unbalanced BER, that is, Pr(Â(k) = 1|A(k) = 0) >
Pr(Â(k) = 0|A(k) = 1). Nevertheless, the derived threshold
T eq
h can reduce the gap between Pr(Â(k) = 1|A(k) = 0) and

Pr(Â(k) = 0|A(k) = 1), especially at high SNR region.

VII. CONCLUSION

Ambient backscatter is an emerging wireless communica-
tion technology that offers a large market potential as well as
many open research problems. In this paper, we developed
a theoretical model for such communication links with a
differential encoder for the tag. Furthermore, we derived both
minimum-BER detector and the optimal detection threshold.
We also derived BER expressions and both upper and lower
closed-form BER bounds. In addition, an equiprobable er-
ror detector and the corresponding detection threshold were
designed to obtain balanced BER. Finally, simulation results
were provided to corroborate our theoretical results.

APPENDIX A
PROOF OF THEOREM 1

The function p0(x) of the two PDFs’ sum can be approxi-
mated by

p̃0(x) =
1√
2πς2+

e
− x2

2ς2
+ . (A.1)

Fig. 10 illustrates the approximation where ς21 = 2ς20 .
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Fig. 10. Approximate expression for p0(x).

We can then rewrite (36) as

2e
− x2

2ς2
+ = e

− (x−δ)2

2ς2
+ + e

− (x+δ)2

2ς2
+ , (A.2)

which can be further simplified as

e
xδ

ς2
+ + e

− xδ

ς2
+ = 2e

δ2

2ς2
+ . (A.3)

Treating the whole element e
xδ

ς2
+ as a variable, we can obtain

from (A.3)

e
xδ

ς2
+ =

e
δ2

2ς2
+ +

√
e

δ2

ς2
+ − 1, δ > 0

e
δ2

2ς2
+ −

√
e

δ2

ς2
+ − 1, δ < 0.

(A.4)

Note that (A.4) can be rewritten as

e
δ2

2ς2
+ +

√
e

δ2

ς2
+ − 1 =

 e
xδ

ς2
+ , δ > 0

e
− xδ

ς2
+ , δ < 0

(A.5)

Taking logarithm operations for both sides of (A.5) yields

x =


δ
2 +

ς2+
δ ln

(
1 +

√
1− e−δ2/ς2+

)
, δ > 0

− δ
2 − ς2+

δ ln
(
1 +

√
1− e−δ2/ς2+

)
, δ < 0

(A.6)

which proves (37).

APPENDIX B
PROOF OF THEOREM 3

At high SNR region, in the case of δ > 0, we can assume
|µ|2 > |h|2 and therefore ς21 − ς20 > 0.

If ς21 − ς20 ≥ 1 we have the approximation

Pb|0,0 + Pb|1,1 ≤Q

(
Th√
2ς21

)
,

Pb|0,1 + Pb|1,0 ≈1

2
− 1

2
Q

(
Th − δ√
ς20 + ς21

)

=
1

2
Q

(
δ − Th√
ς20 + ς21

)
≥ 1

2
Q

(
δ − Th√

ς21

)
.
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Using (57) we know that T eq
h should satisfy

Q

(
T eq
h√
2ς21

)
≥ 1

2
Q

(
δ − T eq

h√
ς21

)
. (B.1)

Letting T̃ eq
h reach the equality of (B.1) and utilizing the

following approximation [29] for Q function

Q(x) ≈ 1

2
e−bx−ax2

, b = 0.717, a = 0.416, (B.2)

we can further obtain

ln 2−
bT̃ eq

h√
2ς21

−
a(T̃ eq

h )2

2ς21
= −

b(δ − T̃ eq
h )√

ς21
−

a(δ − T̃ eq
h )2

ς21
,

(B.3)

which can be simplified as

a(T̃ eq
h )2 −Be1T̃

eq
h + Ce1 = 0, (B.4)

where

Be1 =(2 +
√
2)b
√
ς21 + 4aδ, (B.5)

Ce1 =2aδ2 + 2ς21 ln 2 + 2bδ
√
ς21 . (B.6)

The solution to (B.4) can be obtained as

T̃ eq
h =

1

2a

(
Be1 −

√
B2

e1 − 4aCe1

)
. (B.7)

On the other hand, if 0 < ς21−ς20 < 1 we have the following
approximation

Pb|0,0 + Pb|1,1 ≈Q

(
Th√
ς20 + ς21

)
,

Pb|0,1 + Pb|1,0 ≈1

2
Q

(
δ − Th√
ς20 + ς21

)
.

According to (57) we obtain

2Q

(
T̃ eq
h√

ς20 + ς21

)
= Q

(
δ − T̃ eq

h√
ς20 + ς21

)
. (B.8)

Utilizing the approximation (B.2) for Q function, we can
further simplify (B.8) as

2e
−

bT̃
eq
h√

ς20+ς21

−
a(T̃

eq
h

)2

ς20+ς21 = e
−

b(δ−T̃
eq
h

)√
ς20+ς21

−
a(δ−T̃

eq
h

)2

ς20+ς21 . (B.9)

The solution to (B.9) can be found as

T̃ eq
h =

(ς20 + ς21 ) ln 2 + aδ2 + b
√
ς20 + ς21δ

2b
√
ς20 + ς21 + 2aδ

. (B.10)

Similarly, in the case of δ < 0, we can assume ς20 − ς21 > 0.
In the case of ς20 − ς21 ≥ 1, we obtain

Pb|0,0 + Pb|1,1 ≤Q

(
Th√
2ς20

)
,

Pb|0,1 + Pb|1,0 =
1

2
Q

(
−Th − δ√
ς20 + ς21

)
− 1

2
Q

(
Th − δ√
ς20 + ς21

)

≈1

2
Q

(
−Th − δ√
ς20 + ς21

)
≥ 1

2
Q

(
−Th − δ√

ς20

)
,

and thus

Q

(
Th√
2ς20

)
≥1

2
Q

(
−Th − δ√

ς20

)
. (B.11)

Let T̃ eq
h reach the equality of (B.11), we can obtain

a(T̃ eq
h )2 −Be2T̃

eq
h + Ce2 = 0, (B.12)

where

Be2 =(2 +
√
2)b
√

ς20 − 4aδ, (B.13)

Ce2 =2aδ2 + 2ς20 ln 2− 2bδ
√
ς20 . (B.14)

Subsequently, we derive the solution to (B.12) as

T̃ eq
h =

1

2a

(
Be2 −

√
B2

e1 − 4aCe2

)
. (B.15)

In the case of 1 > ς20 − ς21 > 0, we have the following
results

Pb|0,0 + Pb|1,1 ≈Q

(
Th√
ς20 + ς21

)
, (B.16)

Pb|0,1 + Pb|1,0 ≈1

2
Q

(
−Th − δ√
ς20 + ς21

)
. (B.17)

Substituting (B.16) and (B.17) into (57) and utilizing (B.2),
we can find

T̃ eq
h =

(ς20 + ς21 ) ln 2 + aδ2 − b
√

ς20 + ς21δ

2b
√
ς20 + ς21 − 2aδ

. (B.18)

Combining (B.7) and (B.15) for |ς21 − ς20 | ≥ 1 case, and
combining (B.10) and (B.18) for 0 < |ς21 − ς20 | < 1 case will
produce (59).
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