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Abstract—A pair-wise transmit/receive zero-forcing (Tx/Rx
ZF) transmission strategy is proposed and analyzed for multiple-
input multiple-output (MIMO) amplify-and-forward (AF) multi-
way relay networks (MWRNs). The performance of this system
set-up is studied by deriving lower and upper bounds of the
overall outage probability, the corresponding high signal-to-
noise ratio outage approximations, and the achievable diversity-
multiplexing trade-off. The proposed pair-wise Tx/Rx ZF trans-
mission strategy possesses a lower implementation complexity as
each source requires only the instantaneous respective source-to-
relay channel knowledge. Moreover, our analysis provides valu-
able insights into practical MIMO AF MWRN implementation.

I. INTRODUCTION

Two-way relay networks (TWRNs) are as twice spectral
efficient as one-way relay networks (OWRNs) [1], and hence,
are being studied as an efficient transmission strategy for next
generation wireless standards. In particular, the multiple-input
multiple-output (MIMO) technologies can further improve the
performance of single-antenna TWRNs [2], [3]. Multi-way
relay networks (MWRNs) are the natural generalization of
TWRNs in which more than two sources exchange their
messages by using intermediate relays. To this end, in this
paper, the performance of MIMO amplify-and-forward (AF)
MWRNs with pair-wise transmit/receiver zero-forcing (Tx/Rx
ZF) transmission is studied.

Multi-way communication channels have been first studied
more than three decades ago [4]. However, the practical signif-
icance of them has not been fully exploited until the emergence
of modern cooperative relay communication research. In this
context, the multi-way channel has been exploited with the aid
of relays, and consequently, MWRNs recently emerged [5]–
[8]. Specifically, in [2], the achievable symmetric rate of full-
duplex MWRNs are studied for several relay processing strate-
gies. However, in general, half-duplex MWRNs are preferred
over full-duplex MWRNs as the practical implementation of
the latter is significantly complicated. Reference [6] studies
the achievable sum rate of AF MWRNs, where multiple
single-antenna sources exchange their messages via a multiple-
antenna relay by employing linear beamforming. However, one
notable deficiency of [6] is that the number of antennas at
the relay must exceed the participating number of sources,
which would indeed become impractical for large networks.
In particular, [7] circumvents the aforementioned deficiency
of [6] by aligning messages from the same pair of sources by
employing a proactive relay precoder design, which first avoids
inter-pair interference and then utilizes intra-pair interference
for symbol decoding via network coding. However, both
[6] and [7] treat single-antenna sources only. Moreover, in

[8], a pair-wise transmission strategy is studied for MWRNs
by employing so-called functional decode-and-forward (FDC)
relay processing. However, one key deficiency of FDF in [8]
is that it can only treat binary signaling exchanged in single-
antenna MWRNs.

Specifically, in this paper, a pair-wise Tx/Rx ZF based trans-
mission strategy, which circumvents most of the deficiencies of
[6]–[8], is proposed and analyzed for MIMO AF MWRNs. In
particular, our transmission strategy enjoys two-fold benefits;
(i) handles higher order modulation schemes as it employs AF
relay processing, and (ii) treats MIMO-enabled terminals as it
is based on Tx/Rx ZF. Consequently, the proposed scheme
reaps both diversity and spatial multiplexing gains subjected
to the fundamental diversity-multiplexing trade-off (DMT).

In this paper, we consider a half-duplex MIMO wireless
network consisting of M ≥2 sources and one relay. In this
network, M sources exchange M independent symbol vectors
in two consecutive multiple-access (MAC) and broadcast (BC)
phases each having M−1 time-slots. In the MAC phase, the
ith and (i+1)th pair of sources, where i ∈ {1, · · · ,M − 1},
transmit to the relay by employing transmit-ZF precoding,
while the relay receives a superimposed-signal without using a
specific receiver reconstruction filtering. This pair-wise MAC
transmission takes place until the completion of the last pair’s
transmission. In the BC phase, relay performs a simple AF
operation for each superimposed-signal received during the
MAC phase by employing a specific gain, which is designed
to constraint the long-term total transmission power at the
relay. Then the relay broadcasts these M−1 signals in M−1
consecutive time-slots in the BC phase, where all the M
sources receive these amplified superimposed-signals by em-
ploying their corresponding receive-ZF reconstruction filters.
Consequently, each source now has M−1 independent signals
from which the information bearing signal vectors belonging
to the remaining M −1 sources can readily be decoded by
using back-propagated successive interference cancellation.

In this work, the basis performance metrics of the aforemen-
tioned system set-up are quantified to obtain valuable insights
into practical MIMO MWRN implementation. To this end,
the lower and upper bounds of the overall outage probability,
the corresponding high signal-to-noise ratio (SNR) outage
approximations, and the fundamental DMT are derived in
closed-form. Moreover, useful numerical results are presented
to further validate the insights provided by our analysis.

It is worth noticing that our pair-wise Tx/Rx ZF strategy
promises simple practical implementation as each source re-
quires only the corresponding source-to-relay channel knowl-
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edge as opposed to the global CSI requirement, as well as the
relay only requires the long-term channel statistics.
Notations: ZH , [Z]k,l, and λk(Z) denote the Hermitian-
transpose, the (k, l)th diagonal element and the kth eigenvalue
of the matrix, Z, respectively. EΛ{z} is the expected value of
z over Λ, and the operator ⊗ denotes the Kronecker product.
IM and OM×N are the M ×M Identity matrix and M ×N
matrix of all zeros, respectively. f(x) = o (g(x)), g(x) > 0
states that f(x)/g(x)→ 0 as x→ 0.

II. SYSTEM MODEL

We consider a MIMO AF MWRN consisting of M sources
(Sm) for m ∈ {1, · · · ,M}, and one relay node (R), where
each of them operates in half-duplex mode. The mth source
and the relay are equipped with Nm and NR antennas re-
spectively1. All the channel amplitudes are assumed to be
independently distributed frequency-flat Rayleigh fading. The
direct channel between Si and Sj for i 6= j is assumed to be
unavailable due to heavy path-loss and shadowing [1].

In this MWRN, all M sources exchange their information-
bearing vectors, xm, satisfying E

[
xmxHm

]
= INm for m ∈

{1, · · · ,M}, each other in two consecutive MAC and BC
transmission phases each of them having M − 1 time-slots.
In the ith time-slot of the MAC phase, the pair of sources, Si
and Si+1, where i ∈ {1, · · · ,M − 1}, transmit xi and xi+1

simultaneously to R by employing transmit-ZF precoding. The
received superimposed-signal vector at R in the ith time-slot
of MAC phase is thus given by

y
(i)
R = giHi,RUixi + gi+1Hi+1,RUi+1xi+1 + n

(i)
R , (1)

where Hi,R ∼ CNNR×Ni (0NR×Ni , INR ⊗ INi) is the chan-
nel matrix2 from Si to R, and n

(i)
R is the NR × 1 zero mean

additive white Gaussian noise (AWGN) vector3 at R in the ith
time-slot of the MAC phase. Moreover, Ui is the transmit-ZF
precoding matrix at Si, and is given by [9]

Ui = HH
i,R

(
Hi,RHH

i,R

)−1
Πi, (2)

where Πi is the NR × Ni permutation matrix4, which en-
sures only NR data streams are transmitted by Si for i ∈
{1, · · · .M}. In (1), gi is the power normalizing factor, which
constraints the long-term total power at Si, and is given by

gi =
√
Pi/Tr

(
E
[
UiUH

i

])
=
√
Pi/Ti, (3)

where Ti , Tr
(
E
[
UiU

H
i

])
= NR

Ni−NR [10] and Pi is the
transmit power at Si. The aforementioned MAC phase con-
tinues until the last pair of sources, SM−1 and SM , complete
their transmission, and consequently, R has now received M−1
pair-wise transmissions.

1In the sequel, the constraint min (N1, · · · , NM ) > NR is imposed to
employ joint transmit and receiver ZF for the same antenna configuration.
Consequently, the maximum number of end-to-end data subchannels from Si
to R is constrained to NR.

2Here, Hi,R and Hi′,R are independent for i, i′∈{1, · · · ,M} and i 6= i′.
3The noise vector at R satisfies E

(
n
(i)
R

(
n
(i)
R

)H)
= INRσ

2
R.

4The permutation matrix, Πi, is constructed by horizontally concatenating
a NR×NR permutation matrix and a NR×(Ni−NR) zero matrix, where
i ∈ {1, · · · ,M}.

During the BC phase, R broadcasts the amplified version
of the M−1 received signals back to all M sources in M−1
consecutive time-slots. In the jth time-slot of the BC phase,
the received signal at the mth source is given by

y
(j)
Sm

=V(j)
m

(
GjH

(j)
R,iy

(i)
R +n(j)

m

)
, for j∈{1, · · · ,M−1}, (4)

where Gj =
√
PR/(g2

j + g2
j+1 + σ2

R) is the power normaliz-
ing constant designed to constraint the long-term total power
at R, PR is the transmit power at R and n

(j)
m is the Nm × 1

zero mean AWGN vector5 at Sm for m ∈ {1, · · · ,M}. In
(4), V

(j)
m , m ∈ {1, · · · ,M}, is the receive-ZF matrix at Sm

employed in the jth time-slot, and is given by [9]

V(j)
m =

((
H

(j)
R,m

)H
H

(j)
R,m

)−1(
H

(j)
R,i

)H
, for j∈{1, · · ·,M−1}. (5)

In (4) and (5), H
(j)
R,m ∼ CNNm×NR (0Nm×NR , INm ⊗ INR)

is the channel matrix6 from R to Sm in the jth time-slot of
the BC phase, and is assumed to be statistically independent
for different m ∈ {1, · · · ,M} and j ∈ {1, · · · ,M−1}.

By substituting (1) and (5) into (4), and then by employing
successive interference cancellation7 [1], the signal vector
pertaining to the nth source, received at the mth source in
the jth time-slot of the BC phase is derived as

Y
(j,n)
Sm

= Gj

(
gnxn + n

(j)
R

)
+ V(j)

m n(j)
m , (6)

where k ∈ {1, · · · , NR}, j ∈ {1, · · · ,M − 1}, m ∈
{1, · · · ,M}, n ∈ {1, · · · ,M}, and m 6= n. Then the post-
processing end-to-end signal-to-noise ratio (e2e SNR) of the
kth data subchannel of Y

(j,n)
Sm

in (6) can be derived as in
(7). Furthermore, in (7), γ̄R,m = PR/σ

2
m, γ̄j,R = Pj/σ

2
R, and

γ̄n,R = Pn/σ
2
R

8.
Remark II.1: The SNR random variables, [γ

S
(j,n)
m

]k, for k∈
{1, · · · , NR} are statistically correlated for a given set of j,
m, and n values as noise term in (6) is colored due to V

(j)
m .

However, the set of [γ
S

(j,n)
m

]k belonging to different j, m and
n values are statistically independent.

III. PERFORMANCE ANALYSIS

In this section, the basic performance metrics of the MIMO
AF MWRN with pair-wise transmit/receive ZF are derived.
In this context, the lower and upper bounds of the outage
probability of an arbitrary source are first derived in closed-
form, and then, used to derive the corresponding bounds of
the overall outage probability. Moreover, the high SNR outage
probability approximations and the DMT are derived to obtain
valuable insights into practical MIMO MWRN designs.

5The AWGN noise vector, n
(j)
m , satisfies E

(
n
(j)
m

(
n
(j)
m

)H
)

= INmσ
2
m

for m ∈ {1, · · · ,M}.
6H

(j)
R,m and H

(j′)
R,m′ are independent for (j, j′) ∈ {1, · · · ,M − 1},

(m,m′) ∈ {1, · · · ,M}, j 6= j′ and m 6= m′.
7It is assumed that Sm knows its own information-bearing symbol vector,

xm, CSI of Hm,R, and Gj , which requires gj , for j ∈ {1, · · · ,M − 1}.
8It is worth noticing that the index pair (j, n) in (6) and (7) is used only to

differentiate the sequence of symbol vectors received by a particular source in
each time-slot of the BC phase from the remaining set of sources. Thus, each
pair of (j, n) has a one-to-one correspondence, and hence, without loss of
generality, the index n is removed herein for the sake of notational simplicity.
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[
γ
S

(j,n)
m

]
k

=
γ̄R,mγ̄n,RTjTj+1T −1

n

γ̄R,mTjTj+1 + (γ̄j,RTj+1 + γ̄j+1,RTj + TjTj+1)

[((
H

(j)
R,m

)H
H

(j)
R,m

)−1
]
k,k

, (7)

A. The outage probability of an arbitrary source

In this subsection, the outage probability of the mth source
for m ∈ {1, · · · ,M} is derived. In our MWRN, the mth
source receives M −1 symbol vectors pertaining to the re-
maining M − 1 sources in the BC phase. In this context, the
outage probability of a multi-subchannel system is governed
by the performance of the weakest subchannel [11]. Thus, the
outage probability of the mth source is defined as

Pout,m =Pr

 min
k∈{1,··· ,NR}
j∈{1,··· ,M−1}

[
γ
S

(j)
m

]
k
≤ γth

 , (8)

where γth is the threshold SNR9. The direct computation of (8)
is mathematically intractable due to the correlation of [γ

S
(j)
m

]k
for k ∈ {1 · · ·NR} for a given j. Thus, simple lower and upper
bounds of the outage probability are derived in closed-form.

1) Lower bound of Pout,m: The lower bound of the outage
probability of the mth source can be derived as (see Appendix
I for the proof)

P lb
out,m = 1−

M−1∏
j=1

(
1− F

γ
(j),ub
Sm,min

(γth)

)
, (9)

where F
γ
(j),ub
Sm,min

(x) is the CDF of γ(j),ub
Sm,min

, and is given by

F
γ
(j),ub
Sm,min

(x)=


γ

(
Nm−NR+1,

µ
(j)
m x

η
(j)
m −ζ

(j)
m x

)
Γ(Nm−NR+1) , 0 < x <

η(j)m
ζ
(j)
m

1, x ≥ η(j)m
ζ
(j)
m

,

(10)

where µ
(j)
m = γ̄j,RTj+1 + γ̄j+1,RTj + TjTj+1, η

(j)
m =

γ̄R,mγ̄n,RTjTj+1T −1
n , and ζ

(j)
m = γ̄R,mTjTj+1, where m ∈

{1, · · · ,M}, and j ∈ {1, · · · ,M − 1}.
2) Upper bound of Pout,m: The upper bound of the outage

probability of the mth source can be derived as (see Appendix
II for the proof)

P ub
out,m = 1−

M−1∏
j=1

(
1− F

γ
(j),lb
Sm,min

(γth)

)
, (11)

where F
γ
(j),lb
Sm,min

(x) is the cumulative distribution function

(CDF) of γ(j),lb
Sm,min

and is given by

F
γ
(j),lb
Si,min

(x)=

1−
det

[
Qm

(
µ
(j)
m x

η
(j)
m −ζ

(j)
m x

)]
∏NR
l=1[Γ(Ni−l+1)Γ(NR−l+1)]

, 0<x<
η(j)m
ζ
(j)
m

1, x ≥ η(j)m
ζ
(j)
m

.

(12)

The (u, v)th element of NR ×NR matrix, Qm(x) in (12) is
given by [12, Eq. (2.73)]

[Qm(x)]u,v = Γ(Nm −NR + u+ v − 1, x) . (13)

9This threshold SNR, γth, is set to satisfy the minimum service-rate
constraint; γth = 2Rth − 1, where Rth is the target rate [11].

B. Overall outage probability

The outage probability of a multi-source/multi-subchannel
system is governed by the performance of the smallest sub-
channel of the weakest source. Thus, the overall outage prob-
ability of the MIMO AF MWRN is defined as the probability
that the smallest subchannel of the weakest source falls bellow
a preset threshold as follows:

Pout =Pr

 min
k∈{1,··· ,NR},j∈{1,··· ,M−1}

m∈{1,··· ,M}

[
γ
S

(j)
m

]
k
≤ γth

 , (14)

Again, the exact closed-form evaluation of (14) appears mathe-
matically intractable, and hence, tight lower and upper bounds
of the overall outage probability are derived.

1) Lower bound of the overall outage probability: The
lower bound of the overall outage probability can be defined
by using (38) as follows:

Pout ≥ P lb
out = Pr

(
min

m∈{1,··· ,M}
γub
Sm,min

≤ γth
)
, (15)

where γlb
Sm,min

=min j∈{1,··· ,M−1}

(
γ

(j),ub
Sm,min

)
is defined in (38).

Next, P lb
out can be derived in closed-form by using (9) as

P lb
out = 1−

M∏
m=1

M−1∏
j=1

(
1− F

γ
(j),ub
Sm,min

(γth)

)
, (16)

where F
γ
(j),ub
Sm,min

(x) is defined in (10).

2) Upper bound of the overall outage probability: The
upper bound of the overall outage probability is defined by
using (45) as follows:

Pout ≤ P ub
out = Pr

(
min

m∈{1,··· ,M}
γlb
Sm,min

≤ γth
)
, (17)

where γub
Sm,min

=min j∈{1,··· ,M−1}

(
γ

(j),lb
Sm,min

)
is defined in (45).

Then, P ub
out is derived in closed-form by using (11) as

P ub
out = 1−

M∏
m=1

M−1∏
j=1

(
1− F

γ
(j),lb
Sm,min

(γth)

)
, (18)

where F
γ
(j),lb
Sm,min

(x) is defined in (12).

C. Asymptotic outage probability at high SNRs

In this subsection, the asymptotically exact high SNR ap-
proximations for the lower and upper bound of the overall
outage probability are derived.

1) High SNR approximation of the lower bound of Pout:
The high SNR approximation for the lower bound of the
outage probability of mth source can be derived as (see
Appendix III for the proof)

P lb,∞
out,m =

M−1∑
j=1

Ω
(j)
lb,m

( γth
γ̄S,R

)Glb
d,m

+ o

(
γ̄
−(Glb

d,m+1)

S,R

)
, (19)
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where the lower bound of the diversity order is given by
Glb
d,m = Nm −NR + 1. (20)

In (19), the system dependent constant, Ω
(j)
lb,m, is given by

Ω
(j)
lb,m =

(
φ

(j)
m

)Nm−NR+1

Γ(Nm−NR+2)βNm−NR+1
, (21)

where γ̄m,R = γ̄S,R, γ̄R,m = γ̄R,S , γ̄R,S = βγ̄S,R, φ(j)
m =

Tn(Tj+Tj+1)
Tj , and φ

(j)
m =

Tn(Tj+Tj+1)
Tj+1

for m ∈ {1, · · · ,M},
j ∈ {1, · · · ,M − 1} and n ∈ {1, · · · ,M − 1}.

Now, the high SNR approximation for the lower bound of
the overall outage probability is derived as

P lb,∞
out =

∑
m′

M−1∑
j=1

Ω
(j)
lb,m′

( γth
γ̄S,R

)Glb
d

+ o
(
γ̄
−(Glb

d +1)
S,R

)
, (22)

where m′∈{m′|Glb
d,m′=min(N1, · · ·,Nm′ , · · ·,NM )−NR+1}.

Moreover, the lower bound of the overall diversity order is
given by

Glb
d = min

m∈{1,··· ,M}
(Nm)−NR + 1. (23)

2) High SNR approximation of the upper bound of Pout:
First, the high SNR approximation for the upper bound of
the outage probability of mth source is derived by employing
similar techniques to those in Appendix III and [3] as follows:

P ub,∞
out,m =

M−1∑
j=1

Ω
(j)
ub,m

( γth
γ̄S,R

)Gub
d,m

+ o

(
γ̄
−(Gub

d,m+1)

S,R

)
, (24)

where the upper bound of the diversity order is given by
Gub
d,m = Nm −NR + 1. (25)

In (24), the system dependent constant, Ω
(j)
ub,m, is given by

Ω
(j)
ub,m =

νm

(
φ

(j)
m

)Nm−NR+1

(Nm −NR + 1)βNm−NR+1
, (26)

where φ(j)
m and β are defined in (21). Moreover, in (26), νm

is given by

νm=

{
det(Ψm)

(Nm−NR+1)
∏NR
l=1[Γ(Nm−l+1)Γ(NR−l+1)]

, NR 6= 1

1, NR = 1,
(27)

where Ψm for m ∈ {1, · · · ,M} is an (NR − 1)× (NR − 1)
matrix, where the (u, v)th element is given by [Ψm]u,v =
Γ(Nm −NR + u+ v + 1).

Next, the high SNR approximation for the upper bound of
the overall outage probability can be derived as

P ub,∞
out =

∑
m′

M−1∑
j=1

Ω
(j)
ub,m′

( γth
γ̄S,R

)Gub
d

+ o
(
γ̄
−(Gub

d +1)
S,R

)
, (28)

Again, the index m′ is same as in (24). Furthermore, in (28),
Gub
d is the upper bound of the overall diversity order, and is

given by
Gub
d = min

m∈{1,··· ,M}
(Nm)−NR + 1. (29)

Remark III.1: The lower and upper bounds of the diversity
orders in (29) and (23), respectively, are the same, and
consequently, the overall diversity order of the MIMO AF
MWRN is given by Gd = minm∈{1,··· ,M} (Nm)−NR + 1.

D. Diversity-multiplexing trade-off

In this subsection, the fundamental DMT [11] of MIMO
AF MWRNs with pair-wise transmit/receive ZF is derived to
obtain valuable insights into practical system designing. In this
system set-up, M independent symbol vectors each having NR
independent symbols are exchanged among M users in 2(M−
1) time-slots. In this context, the effective mutual information
can be upper bounded as

Ieff >
MNR

2(M − 1)
log

(
1 + min

m∈{1,··· ,M}
γub
Sm,min

)
. (30)

Consequently, the information rate outage probability can be
lower bounded as
Pout > Pr (Ieff ≤ Rth)

= Pr

(
min

m∈{1,··· ,M}
γub
Sm,min ≤ 2

2(M−1)Rth
MNR − 1

)
, (31)

where Rth is the overall target information rate, and is defined
a Rth = rlog (1 + γ̄S,R) [11]. By employing (22), Pout can
be lower bounded when γ̄S,R →∞ as

P
γ̄S,R→∞
out ? γ̄

−
(

min
m∈{1,··· ,M}

(Nm)−NR+1
)(

1− 2r(M−1)
MNR

)
S,R . (32)

The effective mutual information can be lower bounded as

Ieff ?
MNR

2(M − 1)
log

(
1 + min

m∈{1,··· ,M}
γlb
Sm,min

)
. (33)

Now, by using similar steps to those in (31), (32), and then
employing (28), Pout can be upper bounded γ̄S,R →∞ as

P
γ̄S,R→∞
out > γ̄

−
(

min
m∈{1,··· ,M}

(Nm)−NR+1
)(

1− 2r(M−1)
MNR

)
S,R . (34)

In particular, the lower and upper bounds of Pout in (32) and,
(34), respectively, coincide and hence the achievable DMT can
be derived as [11]

Gd(r)=

(
min

m∈{1,··· ,M}
(Nm)−NR+1

)(
1− 2r(M − 1)

MNR

)
.(35)

It is worth noticing that the achievable diversity order reduces
as the number of antennas at the relay (NR) increase; however,
the achievable multiplexing gain increases. The maximum
achievable diversity order and multiplexing gain are given
by Gd = minm∈{1,··· ,M}(Nm)−NR+1, and r = MNR

2(M−1) ,
respectively. Interestingly, r is maximized when M = 2, i.e.,
rmax = limM→2

MNR
2(M−1) = NR. However, for large M , r

approaches NR/2, i.e., rmin = limM→∞
MNR

2(M−1) = NR
2 .

IV. NUMERICAL RESULTS

In Fig. 1, the overall outage probability of a MIMO four-
way AF relay network is plotted for several antenna set-
ups. Specifically, the exact outage probability is plotted by
using Monte-Carlo simulation results, and the lower and upper
bounds are plotted by employing (16), and (18), respectively.
Moreover, asymptotic outage bounds are also plotted by using
(22), and (28) to compare the achievable diversity orders.
Fig. 1 clearly reveals that the outage probability improves
significantly as the number of antennas at the relay decreases.
For instance, at 10−4 outage probability, single-antenna relay
results in a 6 dB SNR gain over the dual-antenna relay. How-
ever, the single-antenna set-up achieves this outage gain over
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Fig. 1. The overall outage probability for the SNR threshold γth = 5.00 dB.
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Fig. 2. The DMT of MIMO AF MWRNs with pair-wise ZF transmission.

the latter at the expense of a significant spatial multiplexing
loss as quantified in (35). In particular, for single-antenna
relays, our outage bounds reduce to exact outage as NR = 1
case results in a unit-rank Wishart matrix, HH

R,iHR,i.
In Fig. 2, the achievable DMT curves are plotted for several

system set-ups. Specifically, the DMT of the MIMO AF
OWRN serves as a benchmark to compare the performance
of MWRNs. The achievable multiplexing gain is improved as
the number of relay antennas increases. However, at the same
time, higher number of relay antennas significantly reduces
the achievable diversity gains. Interestingly, TWRN provides
the highest multiplexing gain for a given NR. However, as
the number of sources increases, the achievable spatial mul-
tiplexing gain gradually decreases to NR/2, which is exactly
the same multiplexing gain achieved by the OWRN. Thus, the
MIMO AF MWRNs with pair-wise ZF transmission exhibit
diminishing multiplexing gains as the network size grows.

V. CONCLUSION

The performance of the MIMO AF MWRNs with pair-wise
Tx/Rx ZF transmission was studied over Rayleigh fading. To
this end, the lower and upper bounds of the overall outage
probability were derived in closed-form. Moreover, high SNR
outage probability approximations were derived, and thereby
achievable DMT was quantified to obtain valuable insights into

practical MIMO MWRN system-designing. Interestingly, our
outage probability bounds reduce to exact outage probability
for single-antenna relays, and hence, they serve as benchmarks
for practical MIMO AF MWRNs. Furthermore, the pair-wise
transmit/receive ZF strategy requires each source to know
only its channel to the relay, and consequently, eliminates
the requirement of the global CSI for each source. Our
DMT analysis reveals that increasing the number of relay
antennas reduces the diversity gains, however improves the
multiplexing gains. Counter intuitively, it is also shown that
this multiplexing gain gradually diminishes as the number of
participating sources linearly grows.

APPENDIX I :PROOF OF P lb
out,m

In this Appendix, the lower bound of the outage probability
of the mth source is sketched. To this end, the maximum
diagonal element of the inverse of a Wishart matrix can be
lower bounded by its arbitrary ath diagonal element as [3]

max
k∈{1···NR}

[((
H

(j)
R,m

)H
H

(j)
R,m

)−1
]
k,k

≥

[((
H

(j)
R,m

)H
H

(j)
R,m

)−1
]
a,a

,(36)

where a ∈ {1, · · · , NR}. Next, the smallest post-processing
subchannel SNR of Sm received in the jth time-slot of the
BC phase can be upper bounded as

min
k∈{1···NR}

[
γ
S

(j)
m

]
k
≤ γ(j),ub

Sm,min

=
η

(j)
m

ζ
(j)
m +µ

(j)
m

[((
H

(j)
R,m

)H
H

(j)
R,m

)−1
]
a,a

,(37)

where µ(j)
m , η(j)

m , and ζ(j)
m are defined in (10). By substituting

(37) into (8), Pout,m can be lower bounded as

Pout,m ≥ P lb
out,m = Pr

(
min

j∈{1,··· ,M−1}
γ

(j),ub
Sm,min

≤ γth
)
. (38)

In order to derive P lb
out,m in closed-form, the CDF of γ(j),ub

Sm,min

is obtained as follows:

F
γ
(j),ub
Sm,min

(x) = 1− Pr

(
X(j)
m ≤ η

(j)
m − ζ(j)

m x

µ
(j)
m x

)
, (39)

where X
(j)
m =

[((
H

(j)
R,m

)H
H

(j)
R,m

)−1
]
a,a

. For x ≥ η
(j)
m /ζ

(j)
m ,

F
γ
(j),ub
Sm,min

(x) = 1, and for x < η
(j)
m /ζ

(j)
m , F

γ
(j),ub
Sm,min

(x) becomes

F
γ
(j),ub
Sm,min

(x) = 1−
∫ η

(j)
m −ζ

(j)
m x

µ
(j)
m x

0

f
X

(j)
m

(y) dy, (40)

where f
X

(j)
m

(x) can be obtained by substituting the PDF of

1/X
(j)
m , which is given by f

1/X
(j)
m

(x) = xNm−NRe−x

Γ(Nm−NR+1) [13]
into the transformation f

X
(j)
m

(x) = 1
x2 f1/X

(j)
m

(1/x) as follows:

f
X

(j)
m

(x) =
e−1/x

Γ(Nm −NR + 1)xNm−NR+2
. (41)
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Next, by substituting (41) into (40), and by applying a change
of variable, y = 1/t, (40) can be rearranged as

F
γ
(j),ub
Sm,min

(x) = 1−
∫ ∞

µ
(j)
m x

η
(j)
m −ζ

(j)
m x

tNm−NRe−t

Γ(Nm −NR + 1)
dt. (42)

By using [14, Eq. (8.350.2)], (42) can now be evaluated in
closed-form as in (10). By substituting (42) into the CDF of
minimum of M−1 independent random variables, the desired
results can be derived as in (9).

APPENDIX II :PROOF OF P ub
out,m

In this Appendix, the outage upper bound of the mth source
is derived. To this context, the maximum diagonal element of
the inverse of a Wishart matrix is upper bounded as [9]

max
k∈{1···NR}

[((
H

(j)
R,i

)H
H

(j)
R,i

)−1
]
k,k

≤ λ−1
min

((
H

(j)
R,i

)H
H

(j)
R,i

)
. (43)

The smallest subchannel SNR of Sm received in the jth time-
slot of the BC phase can then be lower bounded by substituting
(43) into (7) as follows:

min
k∈{1···NR}

[
γ
S

(j)
m

]
k
≥γ(j),lb

Sm,min

=
η

(j)
m

ζ
(j)
m +µ

(j)
m λ−1

min

((
H

(j)
R,i

)H
H

(j)
R,i

) , (44)

where µ(j)
m , η(j)

m , and ζ(j)
m are defined in (10). By substituting

(44) into (8), Pout,m can now be upper bounded as

Pout,m ≤ P ub
out,m = Pr

(
min

j∈{1,··· ,M−1}
γ

(j),lb
Sm,min

≤ γth
)
. (45)

Next, by using similar steps to those in [3], the CDF of γ(j),lb
Sm,min

can be derived as in (12) to obtain the desired result.

APPENDIX III :PROOF OF P lb,∞
out

In this Appendix, the proof of the lower bound for the diversity
order is sketched. To begin with, the PDF of γ(j),ub

Sm,min for j ∈
{1, · · · ,M−1} is derived by differentiating (9) with respect
to variable x by using the Leibniz integral rule as follows:

f
γ
(j),ub
Sm,min

(x)==
η

(j)
m

(
µ

(j)
m

)Nm−NR+1

xNm−NR e
−µ(j)m x

η
(j)
m −ζ

(j)
m x

Γ(Nm−NR+1)
(
η

(j)
m − ζ(j)

m x
)Nm−NR+2

, (46)

where 0 ≤ x <
η(j)m
ζ
(j)
m

. By substituting µ
(j)
m , η(j)

m , and ζ
(j)
m ,

defined in (10) into (46), and then by taking the Taylor
series expansion around x= 0, the first order expansion10 of
f
γ
(j),ub
Sm,min

(x) when limx→0 can be derived as

fx→0

γ
(j),ub
Sm,min

(x)=

(
φ

(j)
m

)Nm−NR+1

xNm−NR

(Nm−NR)! (βγ̄SR)
Nm−NR+1

+o
(
xNm−NR+1

)
.(47)

10The first order expansion of f(x) is the single-term polynomial approx-
imation of f(x) consisting with the lowest power of x [15].

The first order expansion of the CDF of γ(j),ub
Sm,min when limx→0

can be derived by using (47) as [15]

F x→0

γ
(j),ub
Sm,min

(x) = Ω
(j)
lb,m

(
γth
γ̄S,R

)Glb
d,m

+ o

(
γ̄
−(Glb

d,m+1)

S,R

)
, (48)

where Glb
d,m and Ω

(j)
lb,m are defined in (20) and (21).

Next, the first order expansion of the CDF of Ym =

min j∈{1,··· ,M−1}

(
γ

(j),lb
Sm,min

)
can be derived by using sub-

stituting (48) into FYm(x) = 1 −
∏M−1
j=1

(
1− F

γ
(j),ub
Sm,min

(x)
)

and by using the identity,
∏L
l=1(1 − yl) = 1 +∑L

l=1(−1)l
∑L−l+1
λ1=1

∑L−l+2
λ2=λ1+1 · · · · · ·

∑L
λl=λl−1

∏l
n=1 yλn ,

as follows:

FY∞m (x)=

M−1∑
j=1

Ω
(j)
lb,m

( x

γ̄S,R

)G(j),lb
d,m

+ o
(
x(G

(j),lb
d,m +1)

)
. (49)

Next, by using a similar technique, the first order expansion
of the CDF of Z = min j∈{1,··· ,M−1} (Ym) can be derived
by substituting (49) into the expansion of FZ(x) = 1 −∏M
m=1

(
1−FY∞m (x)

)
to obtain the desired result in (22).
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