
#### Abstract

Two new transmit/receive (Tx/Rx) antenna selection strategies are proposed and analyzed for two-way multipleinput multiple-output (MIMO) amplify-and-forward (AF) relay networks. These two strategies select the best transmit and receive antennas at the two sources and the relay based on (i) minimizing the overall outage probability and (ii) maximizing the sum-rate. The performance of these selection strategies is quantified by deriving the overall outage probability, its high SNR approximation and the diversity order providing valuable insights into practical system-designs. Importantly, multiple relay and multiple user two-way relay network set-ups are also treated by proposing and analyzing (i) joint relay and antenna selection strategies, and (ii) joint user, relay and antenna selection strategies, respectively. Interestingly, our outage probability results reveal that the joint relay and antenna selection strategies achieve significant diversity and array gains over those of their single relay counterparts. In fact, the diversity orders of individual relayed-branches accumulate to yield the overall diversity of the multi-relay networks. For example, at $10^{-2}$ outage probability, the dual-antenna relay provides a 14 dB gain over a singleantenna relay, and having two dual-antenna relays improves the gain by another 5 dB . Moreover, the performance degradation due to practical transmission impairments (i) feedback delays, (ii) spatially-correlated fading and (iii) non-identically distributed fading is quantified. Impact of channel prediction to circumvent outdated channel state information for antenna selection due to feedback delay is also studied. All the derivations are validated through Monte-Carlo simulations.
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## I. INTRODUCTION

TWO-WAY relaying is a promising spectral efficient transmission protocol for wireless networks with halfduplex terminals [1]-[5]. Specifically, two-way relay networks (TWRNs) avoid the pre-log factor of one-half in capacity expressions, and thus, are twice as spectrally efficient as the conventional one-way relay networks [1], [2]. The performance of TWRNs can be further improved by integrating multipleinput multiple-output (MIMO) transmission technology [6][9]. However, the main drawback of any MIMO system is the increased system complexity due to the additional cost for enabling multiple transmit and receive radio frequency (RF)
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chains ${ }^{1}$ [10]. Antenna selection for single-hop MIMO systems has been widely studied to circumvent these drawbacks [10]. In particular, antenna selection reduces the complexity and the power requirements of the MIMO transmitter much more than most other transmit diversity schemes such as beamforming [11]. In this paper, two new transmit/receive (Tx/Rx) strategies are proposed for MIMO amplify-and-forward (AF) TWRNs ${ }^{2}$.

Prior related research: In the wide body of relay literature, there appear only two studies, [12] and [13], dealing with the issue of antenna selection for TWRNs. In [12], the upper bounds for the average symbol error probability of networkcoded decode-and-forward (DF) TWRNs having two singleantenna sources and a dual-antenna relay are studied. In [12], during the first time-slot, two independent symbols are transmitted simultaneously by both sources to the relay. At the relay, these two symbols are decoded separately, and in the second time-slot, the relay transmits a physical layer network-coded symbol (the XOR of the two symbols) to the two sources by using Alamouti coding or antenna selection. Reference [13] extends the results of [12] by using either maxmin antenna selection or maximal ratio transmission in the second time-slot. In particular, the transmission strategy in [13] achieves a diversity gain in the order of the number of antennas at the relay.
In addition to the above studies, [6]-[8] investigate the designing of optimal transmit precoders and receiver filters for MIMO TWRNs with the availability of perfect channel state information (CSI). Moreover, [9] studies the effects of channel estimation errors on the receivers of MIMO AF TWRNs.

For the sake of completeness, we also mention the prior related research on single-antenna TWRNs. References [4], [14] provide rigorous analyses of the practical physical layer network coding for TWRNs, and thereby, quantify the outage probability, sum-rate and corresponding high SNR approximations. In [5], [15], [16], various relay selection schemes for multi-relay TWRNs are studied.

Motivation and our contribution: References [12], [13] investigate antenna selection only for DF TWRNs, where individual symbols from the two sources are first decoded separately and then a network-coded symbol is broadcast back to these sources. In particular, the system models in both [12] ${ }^{3}$
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Fig. 1. A MIMO AF TWRN with $\mathrm{Tx} / \mathrm{Rx}$ antenna selection
and [13] employ multiple antennas at the relay only, and each source is equipped with a single antenna. Furthermore, in [12], [13], the transmit antenna selection is considered in the second time-slot (broadcast phase) only. The precoder/decoder designs proposed in [6]-[9] require employing multiple $\mathrm{Tx} / \mathrm{Rx}$ RF chains at each terminal, and hence, increase both complexity and cost, which clearly loosens one of the main trade-offs of deploying relay networks; i.e., the cost versus performance.
Therefore, to the best of our knowledge, both Tx/Rx antenna selection for single-relay MIMO AF TWRNs, and joint relay and antenna selection for multi-relay MIMO AF TWRNs have not yet been studied. This paper fills this gap by proposing two new Tx/Rx antenna selection strategies for MIMO AF TWRNs, where each terminal is equipped with multipleantennas. Specifically, the first selection strategy (SS-1) selects the best $\mathrm{Tx} / \mathrm{Rx}$ antennas at the two sources and relay based on maximizing the end-to-end signal-to-noise ratio (e2e SNR) of the worst source, and hence, minimizing the overall outage probability. In contrast, the key design criterion of the second selection strategy (SS-2) is the maximization of the sum-rate. Notably, both these strategies achieve the full diversity order. Moreover, two useful generalizations (i) a multi-relay system set-up, and (ii) a multi-relay and multi-user system set-up are also treated by proposing and analyzing the corresponding joint relay and $T x / R x$ antenna selection strategies. The other main contributions of our work can be listed as follows:

1) The performance of the proposed transmission strategies over frequency-flat Rayleigh fading is studied by deriving the overall outage probability and its high SNR approximation.
2) The diversity orders of the proposed transmission strategies are derived to show the optimality, and to obtain valuable insights into practical system-design.
3) In particular, the performance of the two selection strategies is compared in terms of the outage probability of the worst source and the average sum-rate.
4) The performance degradations due to three important practical transmission impairments (i) feedback delays, (ii) spatially-correlated fading, and (iii) non-identically distributed fading are quantified.
5) Specifically, The detrimental effect of feedback delays on the performance of antenna selection is also quantified. To this end, the exact outage probability, its high

SNR approximation and the diversity order of SS-1 are derived for $\mathrm{Tx} / \mathrm{Rx}$ antennas selection based on outdated channel state information (CSI) due to feedback delays.
6) The impact of channel prediction to circumvent the adverse effects of outdated CSI is also studied by presenting and analyzing a linear finite impulse response (FIR) channel prediction strategy for MIMO TWRNs.
7) The asymptotic performance degradation due to spatially-correlated Rayleigh fading among multiple antenna elements is quantified to obtain valuable insights into practical system-design.
8) Furthermore, the effect of non-identically distributed fading on the system performance is investigated by deriving the exact overall outage probability and its asymptotic high SNR approximation.
9) Insightful numerical results are provided to show the performance gains of the proposed strategies, and our analysis is validated through Monte-Carlo simulations.
The rest of this paper is organized as follows: Sections II and III present the system model and problem formulation of two $\mathrm{Tx} / \mathrm{Rx}$ antenna selection strategies, respectively. Section IV presents the exact and asymptotic outage probability analysis. Sections V and VI provide the problem formulation and its performance analysis of multi-relay and multi-relay/multiuser generalizations, respectively. In Section VII, the effect of practical transmission impairments on the system performance is studied. Section VIII contains the numerical and simulation results. Section IX presents our conclusions.

## II. System model

We consider a MIMO AF TWRN (see Fig. 1) consisting of two source nodes ( $S_{1}$ and $S_{2}$ ), and one relay node $(R)$. Specifically, $S_{1}, S_{2}$ and $R$ are equipped with $N_{1}, N_{2}$ and $N_{R}$ antennas, respectively. All nodes are assumed to be half-duplex, and all channel amplitudes are assumed to be independently distributed frequency-flat Rayleigh fading. The feedbacks for antenna selection are assumed to be perfect unless otherwise stated. The channel matrix from $\left.S_{i}\right|_{i=1} ^{2}$ to $R$ is denoted by $\left.H_{S_{i} R}\right|_{i=1} ^{2}$. In particular, all the channel coefficients are assumed to be fixed over two consecutive timeslots unless otherwise stated [1]. Thus, the channels matrix from $R$ to $\left.S_{i}\right|_{i=1} ^{2}$ can be denoted as $\left.\left(H_{S_{i} R}\right)^{T}\right|_{i=1} ^{2}$. Further, the $(k, l)$-th element ${ }^{4}$ of $H_{S_{i} R}$ is denoted by $h_{S_{i} R}^{k, l}$ and modeled as $h_{S_{i} R}^{k, l} \sim \mathcal{C N}\left(0, \zeta_{i}\right)$. Here, $\left.\zeta_{i}\right|_{i=1} ^{2}$ accounts for the path-loss effect and is modeled as $\zeta_{i} \propto\left(d_{S_{i} R}\right)^{-\varpi_{i}}$, where $\left.d_{S_{i} R}\right|_{i=1} ^{2}$ is the distance between $S_{i}$ and $R$, and $\left.\varpi\right|_{i=1} ^{2}$ is the path-loss exponent of $S_{i} \rightarrow R$ channel. The additive noise at all the receivers is modeled as complex zero mean white Gaussian noise. The direct channel between $S_{1}$ and $S_{2}$ is assumed to be unavailable due to heavy path-loss and shadowing [1], [4].
In this protocol, $S_{1}$ and $S_{2}$ exchange their informationbearing symbols ${ }^{5}, \mathcal{X}_{1}$ and $\mathcal{X}_{2}$, respectively, in two time-slots. In the first time-slot, both $S_{1}$ and $S_{2}$ transmit $\mathcal{X}_{1}$ and $\mathcal{X}_{2}$ simultaneously by selecting the $j$ th and $l$ th transmit antennas,

[^1]respectively, to $R$ over a multiple access channel. Then $R$ receives the superimposed-signal ${ }^{6}$ by selecting the $m$ th receive antenna as follows:
\[

$$
\begin{equation*}
Y_{R}=\sqrt{\mathcal{P}_{S_{1}}} h_{S_{1} R}^{m, j} \mathcal{X}_{1}+\sqrt{\mathcal{P}_{S_{2}}} h_{S_{2} R}^{m, l} \mathcal{X}_{2}+n_{R} \tag{1}
\end{equation*}
$$

\]

where $\left.\mathcal{P}_{S_{i}}\right|_{i=1} ^{2}$ is the transmit power of $S_{i}$, and $n_{R}$ is the additive white Gaussian noise (AWGN) at $R$ having mean zero and variance $\sigma_{R}^{2}$. In the second time slot, $R$ amplifies $Y_{R}$ with a gain $G=\sqrt{\mathcal{P}_{R} /\left(\mathcal{P}_{S_{1}}\left|h_{S_{1} R}^{m, j}\right|^{2}+\mathcal{P}_{S_{2}}\left|h_{S_{2} R}^{m, l}\right|^{2}+\sigma_{R}^{2}\right)}$ and then broadcasts it again by using the $m$ th transmit antenna to $\left.S_{i}\right|_{i=1} ^{2}$ over the broadcast channel. Here, $\mathcal{P}_{R}$ is the transmit power at $R$. Then, $S_{1}$ and $S_{2}$ receive the signal by again using the $j$ th and $l$ th receive antennas ${ }^{7}$, respectively, as follows:

$$
\begin{equation*}
Y_{S_{1}}=G h_{S_{1} R}^{m, j} Y_{R}+n_{1} \quad \text { and } \quad Y_{S_{2}}=G h_{S_{2} R}^{m, l} Y_{R}+n_{2} \tag{2}
\end{equation*}
$$

where $\left.n_{i}\right|_{i=1} ^{2} \sim \mathcal{C N}\left(0, \sigma_{i}^{2}\right)$ is the AWGN at $S_{i}$. By substituting (1) into (2) and removing the self-interference ${ }^{8}$ [1], the e2e SNR at $\left.S_{i}\right|_{i=1} ^{2}$ can be derived as

$$
\begin{align*}
\gamma_{S_{1}}^{(j, l, m)}= & \frac{\left(\frac{\mathcal{P}_{R}\left|h_{S_{1} R}^{m, j}\right|^{2}}{\sigma_{1}^{2}}\right)\left(\frac{\mathcal{P}_{S_{2}}\left|h_{S_{2} R}^{m, l}\right|^{2}}{\sigma_{R}^{2}}\right)}{\left(\frac{\mathcal{P}_{R}}{\sigma_{1}^{2}}+\frac{\mathcal{P}_{S_{1}}}{\sigma_{R}^{2}}\right)\left|h_{S_{1} R}^{m, j}\right|^{2}+\frac{\mathcal{P}_{S_{2}}\left|h_{S_{2} R}^{m, l}\right|^{2}}{\sigma_{R}^{2}}+1} \text { and } \\
\gamma_{S_{2}}^{(j, l, m)}= & \frac{\left(\frac{\mathcal{P}_{S_{1}}\left|h_{S_{1} R}^{m, j}\right|^{2}}{\sigma_{2}^{2}}\right)\left(\frac{\mathcal{P}_{R}\left|h_{S_{2} R}^{m, l}\right|^{2}}{\sigma_{R}^{2}}\right)}{\frac{\mathcal{P}_{S_{1}}\left|h_{S_{1} R}^{m, j}\right|^{2}}{\sigma_{R}^{2}}+\left(\frac{\mathcal{P}_{R}}{\sigma_{2}^{2}}+\frac{\mathcal{P}_{S_{2}}}{\sigma_{R}^{2}}\right)\left|h_{S_{2} R}^{m, l}\right|^{2}+1} \tag{3}
\end{align*}
$$

In the next section, the optimal selection of antenna indices ( $j, l$, and $m$ ) is described in detail.

## III. Problem formulation

In this section, two novel antenna selection strategies are proposed for MIMO AF TWRNs. The two key design criteria are the joint selection of the best single transmit and receive antennas at $S_{1}, S_{2}$ and $R$ based on (i) minimizing the overall outage probability and (ii) maximizing the sum-rate.

## A. Selection strategy-1 (SS-1): Minimization of the overall outage probability

The overall performance of multi-source systems is governed by the performance of the weakest source [17]. Thus, our system is in outage if either $S_{1}$ or $S_{2}$ is in outage. This observation motivates our antenna selection criterion: the joint maximization of the e2e SNR of the weakest source. To this end, the antenna indices at $S_{1}, S_{2}$ and $R$ are selected to maximize the e2e SNR of the worst source, and there by, to minimize the overall system outage probability ${ }^{9}$ as follows:
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$$
\begin{equation*}
\{J, L, M\}=\underset{\substack{1 \leq j \leq N_{1}, 1 \leq l \leq N_{2} \\ 1 \leq m \leq N_{R}}}{\operatorname{argmax}}\left[\min \left(\gamma_{S_{1}}^{(j, l, m)}, \gamma_{S_{2}}^{(j, l, m)}\right)\right] \tag{4}
\end{equation*}
$$

\]

where $J, L$, and $M$ are the best antenna indices at $S_{1}, S_{2}$ and $R$, respectively ${ }^{10}$, which minimize the overall outage probability of the two-way MIMO AF relay network.

## B. Selection strategy-2 (SS-2):Maximization of the sum-rate

Alternatively, the overall sum-rate of multi-source systems is an important performance metrics. Thus, we consider maximizing the sum-rate of $S_{1}$ and $S_{2}$ by jointly selecting the best $\mathrm{Tx} / \mathrm{Rx}$ antennas at $S_{1}, S_{2}$, and $R$. The instantaneous sum-rate of $S_{1}$ and $S_{2}$ is given by

$$
\begin{align*}
\mathcal{R}^{(j, l, m)} & =\frac{1}{2} \log \left(1+\gamma_{S_{1}}^{(j, l, m)}\right)+\frac{1}{2} \log \left(1+\gamma_{S_{2}}^{(j, l, m)}\right) \\
& =\frac{1}{2} \log \left(\left(1+\gamma_{S_{1}}^{(j, l, m)}\right)\left(1+\gamma_{S_{2}}^{(j, l, m)}\right)\right) \tag{5}
\end{align*}
$$

By using (5), the antenna selection criterion can be given by

$$
\begin{equation*}
\{J, L, M\}=\underset{\substack{1 \leq j \leq N_{1}, 1 \leq l \leq N_{2} \\ 1 \leq m \leq N_{R}}}{\operatorname{argmax}}\left[\left(1+\gamma_{S_{1}}^{(j, l, m)}\right)\left(1+\gamma_{S_{2}}^{(j, l, m)}\right)\right] \tag{6}
\end{equation*}
$$

where $J, L$, and $M$ are best antenna indices at $S_{1}, S_{2}$ and $R$, respectively, which maximize the sum-rate of the two-way MIMO AF relay network.

## IV. Performance Analysis

In this section, the performance of the proposed antenna selection strategies is studied. In particular, the high SNR approximation of the outage probability is derived to obtain valuable insights about the system-design parameters such as the diversity order and the array gain.

## A. Overall outage probability

The overall outage probability of the two selection strategies given in (4) and (6) is studied in the subsequent subsections.

1) Overall outage probability of SS-1: The overall outage probability ( $P_{\text {out }}$ ) of SS-1 (4), is defined as the probability that the instantaneous e2e SNR of the weakest source falls below a preset threshold $\gamma_{t h}{ }^{11}$. Thus, $P_{\text {out }}$ is given by
$P_{\text {out }}=\operatorname{Pr}\left[Z=\max _{\substack{1 \leq j \leq N_{1}, 1 \leq l \leq N_{2} \\ 1 \leq m \leq N_{R}}}\left\{\min \left(\gamma_{S_{1}}^{(j, l, m)}, \gamma_{S_{2}}^{(j, l, m)}\right)\right\} \leq \gamma_{t h}\right]$.
In order to evaluate $P_{\text {out }}$ in closed-form, the cumulative distribution function (CDF) of the random variable $Z$ should
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$$
\begin{align*}
F(z, a, b, c, d, u, v) & =\sum_{p=0}^{N_{1}-1} \sum_{q=0}^{N_{2}-1} \frac{N_{1} N_{2}\binom{N_{1}-1}{p}\binom{N_{2}-1}{q}(-1)^{p+q}}{b \zeta_{1} \zeta_{2}}\left[\frac{1-\mathrm{e}^{-a \beta z}}{a}-\frac{1-\mathrm{e}^{-(a+b) \beta z}}{a+c}\right] \\
& +\sum_{p=0}^{u} \sum_{q=0}^{v} d\binom{u}{p}\binom{v}{q}(-1)^{p+q}\left[\frac{\mathrm{e}^{-(a+c) \beta z}\left(1-\mathrm{e}^{-(a+c) \phi(z)}\right)}{a+c}-\frac{\mathrm{e}^{-(a \phi(z)+(a \beta+c \alpha) z)}}{a} \mathcal{J}(z)\right] \tag{9}
\end{align*}
$$
\]

be first derived, and then evaluate this CDF at $\gamma_{t h}$. Thus, the CDF of $Z$ is given by (see Appendix A for the proof)

$$
\begin{align*}
F_{Z}(z) & =\left[F\left(z, \frac{p+1}{\zeta_{1}}, \frac{q+1}{\zeta_{2}}, \frac{q}{\zeta_{2}}, \frac{N_{1}}{\zeta_{1}}, N_{1}-1, N_{2}\right)\right. \\
& \left.+F\left(z, \frac{q+1}{\zeta_{2}}, \frac{p+1}{\zeta_{1}}, \frac{p}{\zeta_{1}}, \frac{N_{2}}{\zeta_{2}}, N_{1}, N_{2}-1\right)\right]^{N_{R}} \tag{8}
\end{align*}
$$

where $F(z, a, b, c, d, u, v)$ is given by (9). In (9), $\alpha=\frac{\bar{\gamma}_{S} \bar{\gamma}_{R}}{\bar{\gamma}_{R}+\bar{\gamma}_{T}}$, $\beta=\frac{1}{\bar{\gamma}_{R}}, \phi(z)=\frac{1}{\mathcal{F}_{S} \bar{\gamma}_{R}} \sqrt{\left(\bar{\gamma}_{S}^{2}+\bar{\gamma}_{S} \bar{\gamma}_{R}+\bar{\gamma}_{R}^{2} / 4\right) z^{2}+\bar{\gamma}_{S} \bar{\gamma}_{R} z}+$ $\frac{z}{2 \bar{\gamma}_{S}}$. Further, $\mathcal{J}(z)$ in (9) can be given in two forms as follows: (I) By using Gauss-Laguerre quadrature (GLQ) [18, Eq. (25.4.45)], $\mathcal{J}(z)$ can be evaluated as $\mathcal{J}(z)=$ $\sum_{t=1}^{T_{g}} w_{t} \mathrm{e}^{-\frac{a c z(\alpha \beta z+\eta)}{x_{t}+a \phi(z)}}+\mathcal{R}_{T_{g}}$, where $\eta=\frac{1}{\bar{\gamma}_{S} \bar{\gamma}_{S}}$. Here, $\left.x_{t}\right|_{t=1} ^{T_{g}}$ and $\left.w_{t}\right|_{t=1} ^{T_{g}}$ are the abscissas and weights of the GLQ, respectively, and they can be efficiently computed by using the classical algorithm in [19] (see Appendix A for more details). Moreover, $T_{g}$ is the number of terms used for the GLQ, and $\mathcal{R}_{T_{g}}$ is the remainder term, which diminishes as $T_{g}$ approaches as small as 10 [19]. (II) Alternatively, by using Taylor series expansion, $\mathcal{J}(z)$ can be derived as $\mathcal{J}(z)=\sum_{i=0}^{\infty} \frac{(-1)^{i}}{i!}(a c z(\alpha \beta z+\eta))^{i} \mathrm{e}^{a \phi(z)} \Gamma(1-i, a \phi(z))$. The convergence of the infinite series in $\mathcal{J}(x)$ is discussed in Appendix A.

Next, the overall outage probability can be derived readily by evaluating the CDF of $Z$ in (8) at the threshold $\gamma_{t h}$ as follows: $P_{o u t}=F_{Z}\left(\gamma_{t h}\right)$.
2) Overall outage probability of SS-2: The outage probability of the SS-2 (6) can be defined as the probability that the instantaneous sum-rate falls below a target rate $R_{t h}$, and given by
$P_{\text {out }}=\operatorname{Pr}\left[\underset{\substack{1 \leq j \leq N_{1}, 1 \leq l \leq N_{2} \\ 1 \leq m \leq N_{R}}}{\operatorname{argmax}} \mathcal{R}^{(j, l, m)} \leq R_{t h}\right]=\operatorname{Pr}\left[W \leq 2^{2 R_{\text {th }}}-1\right],(10 \mathrm{a})$
where $W$ is given by

$$
\begin{equation*}
W=\max _{\substack{1 \leq j \leq N_{1}, 1 \leq l \leq N_{2} \\ 1 \leq m \leq N_{R}}}\left\{\gamma_{S_{1}}^{(j, l, m)}+\gamma_{S_{2}}^{(j, l, m)}+\gamma_{S_{1}}^{(j, l, m)} \gamma_{S_{2}}^{(j, l, m)}\right\} . \tag{10b}
\end{equation*}
$$

The CDF of an asymptotically-exact upper bound of $W$ can be derived as (see Appendix B for the proof)

$$
\begin{align*}
F_{W^{u b}}(w) & =\sum_{a=0}^{N_{R}} \sum_{b=0}^{a} \sum_{c=0}^{a} \sum_{d=0}^{b N_{1}} \sum_{e=0}^{c N_{2}}(-1)^{a+b+c+d+e} \\
& \times\binom{ N_{R}}{a}\binom{a}{b}\binom{a}{c}\binom{b N_{1}}{d}\binom{c N_{2}}{e} \mathrm{e}^{-\xi \sqrt{\frac{w}{\nu}}} \tag{11}
\end{align*}
$$

where $\nu=\frac{\bar{\gamma}_{S} \bar{\gamma}_{R}^{2}}{\bar{\gamma}_{S}+\bar{\gamma}_{R}}$ and $\xi=\frac{d}{\zeta_{1}}+\frac{e}{\zeta_{2}}$. A lower bound for the overall outage probability of $\mathrm{SS}-2$ can now be obtained by evaluating (11) at $2^{2 R_{t h}}-1$.

## B. High SNR approximation of the overall outage probability

To obtain direct insights, the high SNR approximations of the overall outage probability for SS-1 and SS-2 are derived, and thereby, the corresponding diversity orders are quantified.

1) High SNR approximation of the overall outage probability for SS-1: The high SNR approximation of the overall outage probability is given by (see Appendix C for the proof)

$$
\begin{equation*}
P_{o u t}^{\infty}=\Omega\left(\frac{\gamma_{t h}}{\bar{\gamma}}\right)^{G_{d}}+o\left(\bar{\gamma}^{-\left(G_{d}+1\right)}\right) \tag{12a}
\end{equation*}
$$

where $G_{d}$ is the diversity order and given by

$$
\begin{equation*}
G_{d}=N_{R} \min \left(N_{1}, N_{2}\right) \tag{12b}
\end{equation*}
$$

Furthermore, the system-dependent parameter $\Omega$ is given by

$$
\Omega= \begin{cases}\left(\frac{C_{S}+C_{R}}{\zeta_{1} C_{S} C_{R}}\right)^{N_{1} N_{R}}, & N_{1}<N_{2}  \tag{12c}\\ \left(\frac{C_{S}+C_{R}}{\zeta_{2} C_{S} C_{R}}\right)^{N_{2} N_{R}}, & N_{1}>N_{2} \\ \left(\frac{1}{\zeta_{1}^{N}}+\frac{1}{\zeta_{2}^{N}}\right)^{N_{R}}\left(\frac{C_{S}+C_{R}}{C_{S} C_{R}}\right)^{N N_{R}}, & N_{1}=N_{2}=N\end{cases}
$$

where $C_{S}$ and $C_{R}$ are the ratios of the source and relay average transmit SNR to the reference average transmit SNR $(\bar{\gamma})$, respectively; i.e., $C_{S}=\frac{\bar{\gamma}_{S}}{\bar{\gamma}}$ and $C_{R}=\frac{\bar{\gamma}_{R}}{\bar{\gamma}}$.
2) High SNR approximation of the overall outage probability for SS-2: The high SNR approximation of the outage probability can be derived as (see Appendix D for the proof)

$$
\begin{equation*}
P_{o u t}^{\infty}=\Delta\left(\frac{\sqrt{2^{2 R_{t h}-1}}}{\bar{\gamma}}\right)^{G_{d}}+o\left(\bar{\gamma}^{-\left(G_{d}+1\right)}\right) \tag{13a}
\end{equation*}
$$

where the diversity order of SS-2 is the same as that of SS-1 given in (12b). Moreover, $\Delta$ is given by

$$
\Delta= \begin{cases}\left(\frac{2\left[C_{S}+C_{R}\right]}{\zeta_{1}^{2} C_{S} C_{R}^{2}}\right)^{\frac{N_{1} N_{R}}{2}}, & N_{1}<N_{2}  \tag{13b}\\ \left(\frac{2\left[C_{S}+C_{R}\right]}{\zeta_{2}^{2} C_{S} C_{R}^{2}}\right)^{\frac{N_{2} N_{R}}{2}}, & N_{1}>N_{2} \\ \left(\frac{1}{\zeta_{1}^{N}}+\frac{1}{\zeta_{2}^{N}}\right)^{N_{R}}\left(\frac{2\left[C_{S}+C_{R}\right]}{C_{S} C_{R}^{2}}\right)^{\frac{N N_{R}}{2}} & , N_{1}=N_{2}=N\end{cases}
$$

where $C_{S}$ and $C_{R}$ are defined in (12c).

## V. Joint relay and antenna selection

In this section, our proposed antenna selection strategies are extended to two-way MIMO AF multi-relay networks. Here, we consider a MIMO AF TWRN having two source nodes, $S_{1}$ and $S_{2}$, and $K$ number of potential relays $\left(\left.R_{k}\right|_{k=1} ^{K}\right)$, each equipped with $N_{1}, N_{2}$ and $\left.N_{R_{k}}\right|_{k=1} ^{K}$ antennas, respectively. The key design criterion is the joint selection of the best relay ( $R_{K^{*}}$ ), and the best antenna indices, $J, K$, and $M_{K^{*}}$ of $S_{1}$, $S_{2}$ and $R_{K^{*}}$, respectively, (i) to minimize the overall outage probability, and (ii) to maximize the sum-rate.

## A. Joint relay and antenna selection for SS-1

The joint relay and antenna selection criterion for maximizing the e2e SNR of the worst source, and thereby, for minimizing the overall outage probability is given by

$$
\begin{equation*}
\left\{J, L, K^{*}, M_{K^{*}}\right\}=\underset{\substack{1 \leq j \leq N_{1}, 1 \leq l \leq N_{2} \\ 1 \leq k \leq \bar{K}, 1 \leq m_{k} \leq N_{R_{l}}}}{\operatorname{argmax}}\left[\min \left(\gamma_{S_{1}}^{\left(j, l, m_{k}\right)}, \gamma_{S_{2}}^{\left(j, l, m_{k}\right)}\right)\right]( \tag{14}
\end{equation*}
$$

Next, the corresponding overall outage probability can be readily derived by using (8) as follows:

$$
\begin{align*}
P_{o u t} & =\prod_{k=1}^{K}\left\{\left[F\left(\gamma_{t h}, \frac{p+1}{\zeta_{1, k}}, \frac{q+1}{\zeta_{2, k}}, \frac{q}{\zeta_{2, k}}, \frac{N_{1}}{\zeta_{1, k}}, N_{1}-1, N_{2}\right)\right.\right. \\
& \left.\left.+F\left(\gamma_{t h}, \frac{q+1}{\zeta_{2, k}}, \frac{p+1}{\zeta_{1, k}}, \frac{p}{\zeta_{1, k}}, \frac{N_{2}}{\zeta_{2, k}}, N_{1}, N_{2}-1\right)\right]^{N_{R_{k}}}\right\} \tag{15}
\end{align*}
$$

where $F(\cdot, \cdot, \cdot, \cdot, \cdot)$ is given by (9) after replacing $\zeta_{1}, \zeta_{2}, N_{R}$, $\alpha, \beta$, and $\phi(z)$ with $\zeta_{1, k}, \zeta_{2, k}, N_{R_{k}}, \alpha_{k}=\frac{\bar{\gamma}_{S}+\bar{\gamma}_{R_{k}}}{\bar{\gamma}_{S} \bar{\gamma}_{R_{k}}}, \beta_{k}=\frac{1}{\bar{\gamma}_{R_{k}}}$ and $\phi_{k}(z)=\frac{1}{\bar{\gamma}_{S} \bar{\gamma}_{R_{k}}} \sqrt{\left(\bar{\gamma}_{S}^{2}+\bar{\gamma}_{S} \bar{\gamma}_{R_{k}}+\bar{\gamma}_{R_{k}}^{2} / 4\right) z^{2}+\bar{\gamma}_{S} \bar{\gamma}_{R_{k}} z}+$ $\frac{z}{2 \bar{\gamma}_{S}}$, respectively.

The asymptotic outage probability at high SNRs for the joint antenna and relay selection can be derived by using (12a) as follows:

$$
\begin{equation*}
P_{o u t}^{\infty}=\left(\prod_{k=1}^{K} \Omega_{k}\right)\left(\frac{\gamma_{t h}}{\bar{\gamma}}\right)^{\sum_{k=1}^{K} G_{d_{k}}}+o\left(\bar{\gamma}^{-\left(\sum_{k=1}^{K} G_{d_{k}}+1\right)}\right) \tag{16a}
\end{equation*}
$$

where the diversity order $G_{d}$ is given by

$$
\begin{equation*}
G_{d}=\sum_{k=1}^{K} G_{d_{k}}=\min \left(N_{1}, N_{2}\right) \sum_{k=1}^{K} N_{R_{k}} \tag{16b}
\end{equation*}
$$

In (16a), $\Omega_{k}$ is obtained again by replacing $\zeta_{1}, \zeta_{2}$ and $C_{R}$ of (12c) with $\zeta_{1, k}, \zeta_{2, k}$ and $C_{R_{k}}=\frac{\bar{\gamma}_{R_{k}}}{\bar{\gamma}}$, respectively.

## B. Joint relay and antenna selection for SS-2

The joint relay and antenna selection criterion for maximizing the sum-rate is given by

$$
\begin{align*}
& \left\{J, L, K^{*}, M_{K^{*}}\right\}= \\
& \underset{\substack{1 \leq j \leq N_{1}, 1 \leq l \leq N_{2} \\
1 \leq k \leq K, 1 \leq m_{k} \leq N_{R_{k}}}}{\operatorname{argmax}}\left[\gamma_{S_{1}}^{\left(j, l, m_{k}\right)}+\gamma_{S_{2}}^{\left(j, l, m_{k}\right)}+\gamma_{S_{1}}^{\left(j, l, m_{k}\right)} \gamma_{S_{2}}^{\left(j, l, m_{k}\right)}\right] . \tag{17}
\end{align*}
$$

The resulting outage probability upper bound can be obtained readily by using (11) as follows:

$$
\begin{align*}
P_{o u t}^{u b} & =\left[\sum_{a=0}^{N_{R_{k}}} \sum_{b=0}^{a} \sum_{c=0}^{a} \sum_{d=0}^{b N_{1}} \sum_{e=0}^{c N_{2}}(-1)^{a+b+c+d+e}\right. \\
& \left.\times\binom{ N_{R}}{a}\binom{a}{b}\binom{a}{c}\binom{b N_{1}}{d}\binom{c N_{2}}{e} \mathrm{e}^{-\xi_{k} \sqrt{\frac{w}{\nu_{k}}}}\right]^{N_{R_{k}}}, \tag{18}
\end{align*}
$$

where $\nu_{k}=\frac{\bar{\gamma}_{S} \bar{\gamma}_{R_{k}}^{2}}{\bar{\gamma}_{S}+\bar{\gamma}_{R_{k}}}$ and $\xi_{k}=\frac{d}{\zeta_{1, k}}+\frac{e}{\zeta_{k, 2}}$.
The asymptotic outage probability of (18) at high SNRs can be derived by using (13a) as

$$
\begin{equation*}
P_{o u t}^{\infty}=\left(\prod_{k=1}^{K} \Delta_{k}\right)\left(\frac{\sqrt{2^{2 R_{t h}}}}{\bar{\gamma}}\right)^{\sum_{k=1}^{K} G_{d_{k}}}+o\left(\bar{\gamma}^{-\left(\sum_{k=1}^{K} G_{d_{k}}+1\right)}\right) \tag{19}
\end{equation*}
$$

where the diversity order is the same as that of joint relay and antenna selection for SS-1 and given by (16b). Further, $\Delta_{k}$ in (19) can be obtained by replacing $\zeta_{1}, \zeta_{2}$ and $C_{R}$ of (13b) with $\zeta_{1, k}, \zeta_{2, k}$ and $C_{R_{k}}$, respectively.

## VI. Multi-user MIMO AF TWRNs with antenna SELECTION

In this section, our selection strategies are extended to treat multiuser multi-relay TWRNs. To this end, we consider a MIMO AF TWRN with two groups of users $(\mathcal{U}$ and $\mathcal{V})$ communicating opportunistically over multiple relays $\left(\left.R_{k}\right|_{k=1} ^{K}\right)$. Specifically, the user groups $\mathcal{U}$ and $\mathcal{V}$ consist of $U$ and $V$ users and are denoted as $\left.S_{1, u}\right|_{u=1} ^{U}$ and $\left.S_{2, v}\right|_{v=1} ^{V}$, respectively. In this context, two joint user, relay and antenna selection strategies based on the overall outage probability minimization and sumrate maximization are developed.

## A. Joint user, relay and antenna selection for SS-1

The joint user, relay and antenna selection criterion for minimizing the overall outage probability is given by

$$
\left.\begin{array}{l}
\left\{J, L, K^{*}, M_{K^{*}}, U^{*}, V^{*}\right\}= \\
\underset{\substack{1 \leq j \leq N_{1}, 1 \leq l \leq N_{2}, 1 \leq k \leq K \\
1 \leq m_{k} \leq N_{R_{k}}, 1 \leq u \leq U, 1 \leq v \leq V}}{\operatorname{argmax}} \tag{20}
\end{array} \min \left(\gamma_{S_{1}}^{\left(j, l, m_{k}, u, v\right)}, \gamma_{S_{2}}^{\left(j, l, m_{k}, u, v\right)}\right)\right]
$$

## B. Joint user, relay and antenna selection for SS-2

The joint user, relay and antenna selection criterion for maximizing the sum-rate is given by

$$
\begin{array}{r}
\left\{J, L, K^{*}, M_{K^{*}}, U^{*}, V^{*}\right\}=\underset{\substack{1 \leq j \leq N_{1}, 1 \leq l \leq N_{2}, 1 \leq k \leq K \\
1 \leq m_{k} \leq N_{R_{k}}, 1 \leq u \leq U, 1 \leq v \leq V}}{\operatorname{argmax}}\left[\gamma_{S_{1}}^{\left(j, l, m_{k}, u, v\right)}\right. \\
\left.+\gamma_{S_{2}}^{\left(j, l, m_{k}, u, v\right)}+\gamma_{S_{1}}^{\left(j, l, m_{k}, u, v\right)} \gamma_{S_{2}}^{\left(j, l, m_{k}, u, v\right)}\right] .(21 \tag{21}
\end{array}
$$

Remark IV.1: The overall outage probability for both SS1 and SS-2 strategies can readily be derived by replacing $N_{1}$ and $N_{2}$ by $U N_{1}$ and $V N_{2}$ in (15) and (18), respectively ${ }^{12}$. Moreover, the corresponding high SNR approximations can be similarly obtained first by performing the aforementioned substitution and then replacing $G_{d}$ by $G_{d}=$ $\min \left(U N_{1}, V N_{2}\right) \sum_{k=1}^{K} N_{R_{k}}$ in (16a) and (19).

## VII. IMPACT OF PRACTICAL TRANSMISSION IMPAIRMENTS

In this section, the impact of practical transmission impairments on $T x / R x$ antenna selection for MIMO AF TWRNs is studied. Specifically, the detrimental impact of the feedback delays, spatially-correlated fading, and non-identically distributed fading on the system performance is studied by deriving important performance metrics, which provide valuable insights into practical system-designs. Moreover, a channel prediction strategy is proposed and analyzed to mitigate the adverse effect of outdated CSI due to feedback delays.

[^4]\[

$$
\begin{align*}
& G(z, a, b, c, d)=\sum_{p=0}^{N_{1}-1} \sum_{q=0}^{N_{2}-1} N_{1} N_{2}\binom{N_{1}-1}{p}\binom{N_{2}-1}{q}(-1)^{p+q}\left[\frac{1}{b \hat{\zeta}_{1, p} \hat{\zeta}_{2, q}}\left(\frac{1-\mathrm{e}^{-a \beta z}}{a}-\frac{1-\mathrm{e}^{-(a+b) \beta z}}{a+b}\right)\right. \\
& \left.-c\left(\frac{\mathrm{e}^{-(a+b) \beta z}\left(1-\mathrm{e}^{-(a+b) \phi(z)}\right)}{a+b}-\frac{\mathrm{e}^{-(a \phi(z)+(a \beta+b \alpha) z)}}{a} \mathcal{J}(z)\right)\right]+\sum_{p=0}^{d-1}(-1)^{p}\binom{d}{p+1} \mathrm{e}^{-a \beta z} \tag{24}
\end{align*}
$$
\]

## A. Impact of feedback delays on $T x / R x$ antenna selection

In practical wireless systems, antennas selection could be performed by using outdated CSI due to feedback delays. In this subsection, the feedback delay effect on the performance of $\mathrm{Tx} / \mathrm{Rx}$ antenna selection for MIMO AF TWRNs is studied.

In particular, the feedback channel from the receiver to the transmitter experiences delays. We thus assume that $\mathrm{Tx} / \mathrm{Rx}$ antennas at $S_{1}, S_{2}$ and $R$ are selected based on the outdated CSI received via the feedback channels of $S_{1} \rightarrow R$, and $S_{2} \rightarrow R$ having $\tau_{1}$ and $\tau_{2}$ time delays, respectively. These two channels can be modeled as [20]

$$
\begin{equation*}
\left.\mathbf{H}_{S_{i} R}(t)\right|_{i=1} ^{2}=\rho_{i} \mathbf{H}_{S_{i} R}\left(t-\tau_{i}\right)+\mathbf{E}_{i} \tag{22}
\end{equation*}
$$

where $\rho_{i}$ is the normalized correlation coefficients between $h_{S_{i} R}^{k, l}(t)$ and $h_{S_{i} R}^{k, l}\left(t-\tau_{i}\right)$. For Clarke's fading spectrum, $\rho_{i}=\mathcal{J}_{0}\left(2 \pi f_{i} \tau_{i}\right)$, where $f_{i}$ is the Doppler fading bandwidth ${ }^{13}$. Further, $\mathbf{E}_{i}$ is the error matrix incurred by the feedback delay, and is having mean zero and variance $\left(1-\rho_{i}^{2}\right)$ Gaussian entries.

For the sake of mathematical tractability, we consider single-antenna relays only. Nevertheless, both $S_{1}$ and $S_{2}$ are equipped with multiple-antennas. Under this channel and system model, the overall outage probability of Tx/Rx antenna selection for MIMO AF TWRNs based on minimizing the overall outage probability is derived as ${ }^{14}$ (see Appendix E for the proof)

$$
\begin{align*}
P_{o u t}=F_{Z}\left(\gamma_{t h}\right) & =G\left(\gamma_{t h}, \frac{p+1}{\hat{\zeta}_{1, p}}, \frac{q+1}{\hat{\zeta}_{2, q}}, \frac{1}{(q+1) \hat{\zeta}_{1, p}}, N_{1}\right) \\
& +G\left(\gamma_{t h}, \frac{q+1}{\hat{\zeta}_{2, q}}, \frac{p+1}{\hat{\zeta}_{1, p}}, \frac{1}{(p+1) \hat{\zeta}_{2, q}}, N_{2}\right) \tag{23}
\end{align*}
$$

where the function $G$ is given by (24). In (24), $\alpha, \zeta, \phi(z)$, and $\mathcal{J}(z)$ are defined as in (9). Further, $\hat{\zeta}_{1, p}$ and $\hat{\zeta}_{2, q}$ are given by $\hat{\zeta}_{1, p}=\zeta_{1}\left(1+p\left(1-\rho_{1}^{2}\right)\right)$ and $\hat{\zeta}_{2, q}=\zeta_{2}\left(1+q\left(1-\rho_{2}^{2}\right)\right)$, respectively.

Further insights into the detrimental effect of feedback delays on the performance for antenna selection can be obtained by deriving the asymptotic outage probability at high SNRs as follows (see Appendix E for the proof):

$$
\begin{equation*}
P_{o u t}^{\infty}=\hat{\Omega}\left(\frac{\gamma_{t h}}{\bar{\gamma}}\right)+o\left(\bar{\gamma}^{-2}\right) \tag{25a}
\end{equation*}
$$

[^5]where $\hat{\Omega}$ is given by
\[

\hat{\Omega}=\left\{$$
\begin{array}{l}
\left(\frac{C_{S}+C_{R}}{C_{S} C_{R}}\right) \sum_{q=0}^{N_{2}-1} \frac{(-1)^{q} N_{2}\binom{N_{2}-1}{q}}{\hat{\zeta}_{2, q}}, \quad \rho_{1}=1,0 \leq \rho_{2}<1  \tag{25b}\\
\left(\frac{C_{S}+C_{R}}{C_{S} C_{R}}\right) \sum_{p=0}^{N_{1}-1} \frac{(-1)^{p} N_{1}\binom{N_{1}-1}{p}}{\hat{\zeta}_{1, p}}, \quad \rho_{2}=1,0 \leq \rho_{1}<1 \\
\left(\frac{C_{S}+C_{R}}{C_{S} C_{R}}\right)\left(\sum_{p=0}^{N_{1}-1} \frac{(-1)^{p} N_{1}\binom{N_{1}-1}{p}}{\hat{\zeta}_{1, p}}\right. \\
\left.+\sum_{q=0}^{N_{2}-1} \frac{(-1)^{q} N_{2}\binom{N_{2}-1}{q}}{\hat{\zeta}_{2, q}}\right), \quad 0 \leq \rho_{1}<1,0 \leq \rho_{2}<1
\end{array}
$$\right.
\]

By using (25a), the diversity order can be quantified to be unity. Thus, the outdated CSI has a severely detrimental effect on the outage probability, in effect, the achievable diversity order diminishes from $\min \left(N_{1}, N_{2}\right)$ to one.

## B. Channel prediction strategy to circumvent feedback delay effect for $T x / R x$ antenna selection

Linear channel prediction can be employed to circumvent outdated CSI due to feedback delays in time varying channels [22], [23]. Thus, in this subsection, such a linear channel prediction strategy is used to minify the adverse effects of feedback delay for $\mathrm{Tx} / \mathrm{Rx}$ antenna selection in MIMO TWRNs.
For each block-length ( $L_{b}$ symbols of each with symbol duration $T_{s}$ ), the ( $k, l$ )th entry of the estimated channel matrix $\left.\hat{H}_{S_{i} R}(t)\right|_{i=1} ^{2}$ is given by

$$
\begin{equation*}
\hat{h}_{S_{i} R}^{k, l}(t)=h_{S_{i} R}^{k, l}(t)+e_{S_{i} R}^{k, l}(t), \text { for } i \in\{1,2\} \tag{26}
\end{equation*}
$$

where $h_{S_{i} R}^{k, l}(t)$ is the $(k, l)$ th entry of the actual channel matrix $\left.H_{S_{i} R}(t)\right|_{i=1} ^{2}$ and $e_{S_{i} R}^{k, l}(t) \sim \mathcal{C N}\left(0, \sigma_{e, i}^{2}\right)$ is the Gaussian channel estimation error ${ }^{15}$. Moreover, $h_{S_{i} R}^{k, l}(t)$ and $e_{S_{i} R}^{k, l}(t)$ are statistically independent.

By employing classical theory of linear FIR channel prediction [22], [23], the $L$-block ahead predicted channel entry is derived as ${ }^{16}$

$$
\begin{equation*}
\tilde{h}_{S_{i} R}^{k, l}\left(t+L L_{b} T_{s}\right)=\mathbf{w}_{\mathrm{opt}, i}^{H} \hat{\mathbf{h}}_{S_{i} R}^{k, l}, \quad \text { for } \quad i \in\{1,2\} \tag{27}
\end{equation*}
$$

where $\hat{\mathbf{h}}_{S_{i} R}^{k, l}=\left[\hat{h}_{S_{i} R}^{k, l}(t), \hat{h}_{S_{i} R}^{k, l}\left(t-L_{b} T_{s}\right), \cdots \hat{h}_{S_{i} R}^{k, l}(t-(L-\right.$ 1) $\left.\left.L_{b} T_{s}\right)\right]^{T}$ is the vector of estimated fading amplitudes corresponding to the prediction length $L$. Further, $\mathbf{w}_{\mathrm{opt}, i}^{H}$ is the optimal weighting vector corresponding to Wiener-Hopf equation [22], [23] and is derived ${ }^{17}$ as $\mathbf{w}_{\mathrm{opt}}=\mathbf{R}_{i}^{-1} \mathbf{r}_{i}$,

[^6]\[

$$
\begin{align*}
& F(z, n, N, a, b, \tau, \sigma, \epsilon)=\sum_{p=1}^{N_{1}} \sum_{q=1}^{N_{2}} \sum_{\sigma_{1}} \sum_{\sigma_{2}} \frac{\operatorname{sign}\left(\sigma_{1}\right) \operatorname{sign}\left(\sigma_{2}\right)}{b \zeta_{1, p, m, k} \zeta_{2, q, m, k}}\left(\frac{1}{a}\left[1-\mathrm{e}^{-a \beta_{k} z}\right]-\frac{1}{\mathcal{C}}\left[1-\mathrm{e}^{-\mathcal{C} \beta_{k} z}\right]\right)+ \\
& \sum_{n=1}^{N} \sum_{\sigma} \sum_{\tau} \operatorname{sign}(\sigma) \operatorname{sign}(\tau) \epsilon\left\{\frac{\mathrm{e}^{-(a+\tau) \beta_{k} z}\left[1-\mathrm{e}^{-(a+\tau) \phi(z)}\right]}{a+\tau}+\frac{\mathrm{e}^{-\left[\left(a \beta_{k}+\alpha_{k} \tau\right) z+a \phi(z)\right]}}{a} \sum_{t=1}^{T_{g}} w_{t} \mathrm{e}^{-\frac{a \tau z\left(\alpha_{k} \beta_{k} z+\eta\right)}{x_{t}+a \phi(z)}}\right\} \tag{33}
\end{align*}
$$
\]

where the $(m, n)$ th entry of $L \times L$ matrix $\mathbf{R}_{i}$ is given by $\left[\mathbf{R}_{i}\right]_{m, n}=\mathcal{J}_{0}\left(2 \pi f_{i}|m-n| L_{b} T_{s}\right)+\sigma_{e, i}^{2} \delta(m-n)$, and $l$ th entry of $L \times 1$ vector $\mathbf{r}_{i}$ is given by $\left[\mathbf{r}_{i}\right]_{l}=\mathcal{J}_{0}\left(2 \pi f_{i}|L+l-1| L_{b} T_{s}\right)$.

Next, it can readily be seen that the normalized correlation coefficient between the true and the predicted fading amplitude is given by $\hat{\rho}_{i}=\sqrt{\mathbf{r}_{i}^{H} \mathbf{R}_{i}^{-1} \mathbf{r}_{i}}$. Consequently, the $(k, l)$ th entry of the $L$-block ahead true channel matrix $\left.H_{S_{i} R}\right|_{i=1} ^{2}$ can be written as

$$
\begin{equation*}
h_{S_{i} R}^{k, l}=\hat{\rho}_{i} \tilde{h}_{S_{i} R}^{k, l}+\sqrt{1-\hat{\rho}_{i}^{2}} n_{S_{i} R}^{k, l}, \quad \text { for } \quad \in\{1,2\} \tag{28}
\end{equation*}
$$

where $n_{S_{i} R}^{k, l}$ is the Gaussian residue error with zero mean and unit variance. It is worth noticing that (22) is in fact the special case of the unit tap form of (28). Thus, the exact overall outage probability and its high SNR approximation of Tx/Rx antenna selection with channel prediction for MIMO TWRNs can be derived by simply replacing $\rho_{i}$ in (23) and (25a), respectively, by $\hat{\rho}_{i}=\sqrt{\mathbf{r}_{i}^{H} \mathbf{R}_{i}^{-1} \mathbf{r}_{i}}$.

## C. Impact of spatially-correlated fading

In this subsection, the impact of spatially-correlated fading among multiple antenna elements is studied. To this end, the exact amount of asymptotic performance degradation due to correlated fading is quantified in closed-form. The system model in interest is same as that of Section VII-A and the corresponding channel model is presented as follows:

1) Correlated fading channel model: The channel vector from $S_{i}$ to the $m$ th antenna at $R$ is assumed to be spatiallycorrelated flat Rayleigh fading and is given by $\boldsymbol{\Psi}_{i}^{\frac{1}{2}} \mathbf{h}_{S_{i} R}$ for $i \in\{1,2\}$, where $\boldsymbol{\Psi}_{i}$ is the $N_{i} \times N_{i}$ covariance matrix at $S_{i}$ and $\mathbf{h}_{S_{i} R}$ is a $N_{i} \times 1$ vector with independent Rayleigh fading entries. The $(p, q)$ th element of $\boldsymbol{\Psi}_{i}$ for $i \in\{1,2\}$ is given by [24, Eq. (8.1.5)]

$$
\boldsymbol{\Psi}_{i}^{p, q}=\left\{\begin{array}{ll}
\rho_{i, p} \rho_{i, q}, & p \neq q  \tag{29}\\
1, & p=q
\end{array} \text { where } 0 \leq\left(\rho_{i, p}, \rho_{i, q}\right)<1\right.
$$

Consequently, $\boldsymbol{\Psi}_{i}$ can be parameterized by an $1 \times N_{i}$ vector $\rho_{i}$ with the $p$ th element $\rho_{i, p}$.
2) Asymptotic overall outage probability at high SNRs: The asymptotic overall outage probability at high SNRs for Tx/Rx antenna selection based SS-1 for MIMO TWRNs over correlated Rayleigh fading is derived as (see Appendix F for the proof)

$$
\begin{equation*}
P_{o u t, C o r r}^{\infty}=\Omega_{C o r r}\left(\frac{\gamma_{t h}}{\bar{\gamma}}\right)^{G_{d, C o r r}}+o\left(\bar{\gamma}^{-\left(G_{d, C o r r}+1\right)}\right) \tag{30a}
\end{equation*}
$$

where the diversity order is given by

$$
\begin{equation*}
G_{d, C o r r}=\min \left(N_{1}, N_{2}\right) \tag{30b}
\end{equation*}
$$

Further, the system dependent coefficient, $\Omega_{\text {Corr }}$, is given by

$$
\Omega_{C o r r}= \begin{cases}\omega_{1}\left(\frac{C_{S}+C_{R}}{\zeta_{1} C_{S} C_{R}}\right)^{N_{1}}, & N_{1}<N_{2} \\ \omega_{2}\left(\frac{C_{S}+C_{R}}{\zeta_{2} C_{S} C_{R}}\right)^{N_{2}}, & N_{1}>N_{2} \quad \text { (30c) } \\ \left(\omega_{1} / \zeta_{1}^{N}+\omega_{2} / \zeta_{2}^{N}\right)\left(\frac{C_{S}+C_{R}}{C_{S} C_{R}}\right)^{N}, & N_{1}=N_{2}=N,\end{cases}
$$

where $\omega_{1}$ and $\omega_{2}$ are given by

$$
\begin{align*}
& \omega_{1}=\left(\left[1+\sum_{n=1}^{N_{1}} \frac{\rho_{1, n}}{1-\rho_{1, n}}\right] \prod_{n=1}^{N_{1}}\left[1-\rho_{1, n}\right]\right)^{-1} \quad \text { and }  \tag{30d}\\
& \omega_{2}=\left(\left[1+\sum_{n=1}^{N_{2}} \frac{\rho_{2, n}}{1-\rho_{2, n}}\right] \prod_{n=1}^{N_{2}}\left[1-\rho_{2, n}\right]\right)^{-1} \tag{30e}
\end{align*}
$$

3) Amount of performance degradation due to correlated fading: In this subsection, the amount of performance degradation due to correlated fading is quantified analytically. It is worth noticing that the achievable diversity order (30b) of Tx/Rx antenna selection for MIMO TWRNs remains the same even over the correlated Rayleigh fading. However, the array gain is severely affected. In this context, the asymptotic average transmit SNR gap at high SNRs $\left(\bar{\gamma}_{\text {gap }}^{\infty}\right)$, which is defined as the ratio of the average transmit SNRs of uncorrelated and correlated cases at a fixed outage probability for a given threshold SNR, is derived as

$$
\bar{\gamma}_{\text {gap }}^{\infty}= \begin{cases}\left(\omega_{1}\right)^{-1 / G_{d}}, & N_{1}<N_{2}  \tag{31}\\ \left(\omega_{2}\right)^{-1 / G_{d}}, & N_{1}>N_{2} \\ {\left[\left(\zeta_{1}^{N}+\zeta_{2}^{N}\right) /\left(\zeta_{1}^{N} \omega_{2}+\zeta_{2}^{N} \omega_{1}\right)\right]^{-1 / G_{d}},} & N_{1}=N_{2}=N\end{cases}
$$

It is worth noticing that $\bar{\gamma}_{\text {gap }}^{\infty}$ can now be used to design the required fade-margins to countermeasure the SNR loss due to spatially-correlated fading in practical MIMO TWRNs set-ups.

## D. Impact of non-identically distributed fading

In this subsection, the effect of non-identically and independently distributed (n.i.i.d.) Rayleigh fading on the performance of joint relay and $\mathrm{Tx} / \mathrm{Rx}$ antenna selection is investigated. To this end, the overall outage probability of joint relay and $\mathrm{Tx} / \mathrm{Rx}$ antenna selection based on SS-1 for MIMO AF two-way multi-relay networks over n.i.i.d. Rayleigh fading is derived as (see Appendix G for the proof).

$$
\begin{equation*}
P_{o u t}=\prod_{k=1}^{K} \prod_{m=1}^{N_{R_{k}}}\left(\mathcal{A}_{k, m}+\mathcal{B}_{k, m}\right) \tag{32}
\end{equation*}
$$

where $\mathcal{A}_{k, m}$ and $\mathcal{B}_{k, m}$ are given by
$\mathcal{A}_{k, m}=F\left(\gamma_{t h}, p, N_{1}, \sigma_{1}+\zeta_{1, p, m, k}^{-1}, \sigma_{2}+\zeta_{2, q, m, k}^{-1}, \tau_{2}, \sigma_{1}, \zeta_{1, p, m, k}^{-1}\right)$, $\mathcal{B}_{k, m}=F\left(\gamma_{t h}, q, N_{2}, \sigma_{2}+\zeta_{2, q, m, k}^{-1}, \sigma_{1}+\zeta_{1, p, m, k}^{-1}, \tau_{1}, \sigma_{2}, \zeta_{2, q, m, k}^{-1}\right)$.
In (32), the function $F(z, n, N, a, b, c, d, \epsilon)$ is defined as (33). Further, in (33), the variables $\mathcal{C}, \sigma_{i}$ and $\tau_{i}$ for $i \in\{1,2\}$ are defined as $\mathcal{C}=\sigma_{1}+\sigma_{2}+\frac{\zeta_{1, p, m, k}+\zeta_{2, q, m, k}}{\zeta_{1, p, m, k} \zeta_{2, q, m, k}}, \sigma_{1} \in \mathcal{S}_{p, u, k}^{N_{1}}$,


Fig. 2. The overall outage probability of $T x / R x$ antenna selection strategy based on minimizing the outage probability for a MIMO AF TWRN with a single relay. The target rate of the whole system is $R_{t h}$ $=2 \mathrm{bits} / \mathrm{Hz} / \mathrm{s}$. Since the two source nodes are identical, their individual target rates are considered as $\frac{R_{t h}}{2}$. The hop distances are $d_{S_{1} R}=$ $d_{S_{2} R}$ and the path-loss exponent is $\varpi=3.5$.
$\sigma_{2} \in \mathcal{S}_{q, v, k}^{N_{2}}, \tau_{1} \in \mathcal{T}_{p, k}^{N_{1}}$, and $\tau_{2} \in \mathcal{T}_{q, k}^{N_{2}}$, respectively. Moreover, the sets $\mathcal{S}_{a, b, k}^{N_{i}}$ and $\mathcal{T}_{a, k}^{N_{i}}$ are defined as [25]

$$
\begin{align*}
& \mathcal{S}_{a, b, c}^{N_{i}}=\left\{\sigma_{i}: \prod_{a=1, b \neq a}^{N_{i}}\left(1-\mathrm{e}^{-\frac{x}{\zeta_{i, a, m, k}}}\right)=\sum_{\sigma_{i} \in \mathcal{S}_{a, b, c}^{N_{i}}} \operatorname{sign}\left(\sigma_{i}\right) \mathrm{e}^{-\sigma_{i} x}\right\},  \tag{34}\\
& \mathcal{T}_{a, k}^{N_{i}}=\left\{\tau_{i}: \prod_{a=1}^{N_{i}}\left(1-\mathrm{e}^{-\frac{x}{\zeta_{i, a, m, k}}}\right)=\sum_{\tau_{i} \in \mathcal{T}_{a, k}^{N_{i}}} \operatorname{sign}\left(\tau_{i}\right) \mathrm{e}^{-\tau_{i} x}\right\} . \tag{35}
\end{align*}
$$

where $\operatorname{sign}\left(\sigma_{i}\right)$ and $\operatorname{sign}\left(\tau_{i}\right)$ correspond to the sign of each term in the expansion of the product terms. The corresponding asymptotic high SNR approximation of the overall outage probability (32) can readily be obtained by replacing $\Omega_{k}$ in (16a) by
$\Omega_{k}^{\prime}= \begin{cases}\left(\frac{C_{S}+C_{R}}{C_{S} C_{R}}\right)^{N_{1} N_{R_{k}}} \prod_{m=1}^{N_{R_{k}}} \prod_{p=1}^{N_{1}} \zeta_{1, p, m, k}^{-1}, & N_{1}<N_{2} \\ \left(\frac{C_{S}+C_{R}}{N_{R}}\right)^{N_{2} N_{R_{k}}} \prod_{m=1}^{N_{R_{k}}} \prod_{q=1}^{N_{2}} \zeta_{2, q, m, k}^{-1}, & N_{1}>N_{2} \\ \left(\frac{C_{S}+C_{R}}{C_{S} C_{R}}\right)^{N N_{R_{k}}} \prod_{m=1}^{N_{R_{k}}}\left(\prod_{p=1}^{N_{1}} \zeta_{1, p, m, k}^{-1}\right. & \\ \left.+\prod_{q=1}^{N_{2}} \zeta_{1, q, m, k}^{-1}\right), & N_{1}=N_{2}=N .\end{cases}$

## VIII. Numerical Results

This section presents the numerical results and MonteCarlo simulations for the performance of the proposed $\mathrm{Tx} / \mathrm{Rx}$ antenna selection strategies.

## A. Outage probability of MIMO AF single-relay TWRNs based on SS-1 and SS-2

Fig. 2 shows the overall outage probability of the $\mathrm{Tx} / \mathrm{Rx}$ antenna selection strategy based on minimizing the outage


Fig. 3. The overall outage probability of $T x / R x$ antenna selection based on the maximization of the sum-rate. The target sum-rate of the whole system is $R_{t h}=2 \mathrm{bits} / \mathrm{Hz} / \mathrm{s}$. The hop distances are $d_{S_{1} R}=d_{S_{2} R}$ and the path-loss exponent is $\varpi=3.5$.
probability (SS-1) for single-relay MIMO AF TWRNs. The analytical outage curves are plotted for several antenna setups by using (8) and (12a). In particular, the outage curve corresponding to the single-antenna TWRN is plotted as a benchmark. Fig. 2 clearly reveals that the multi-antenna TWRNs with SS-1 provide significant gains over the singleantenna TWRNs. In fact, at $10^{-2}$ outage probability, the tripleantenna TWRN provides a 20.34 dB gain over the singleantenna TWRN. The asymptotic outage curves, which are exact at high SNRs, clearly reveal the diversity order of the system and provide insights into practical two-way relay system designing. The exact match between Monte-Carlo simulations and analytical curves verifies the accuracy of our derivations.

Similarly, Fig. 3 shows the outage probability of the Tx/Rx antenna selection strategy based on maximizing the sumrate (SS-2) for single-antenna MIMO AF TWRNs. The exact outage curves are Monte-Carlo simulations whereas the lower bounds and the asymptotic curves are plotted by using (11) and (19), respectively. Fig. 3 clearly reveals the performance gains of the $\mathrm{Tx} / \mathrm{Rx}$ antenna selection for multi-antenna TWRNs over the single-antenna TWRNs. The outage probability lower bound in (11) is asymptotically exact, and hence, the high SNR approximation of the outage probability yields this asymptotic exactness. Thus, our bounds and approximations provide an accurate assessment of the system performance and, hence, are useful as benchmarks for practical system designing.

## B. Outage probability of joint relay and $T x / R x$ antenna selection for MIMO AF multi-relay TWRNs

In Fig. 4, the overall outage probability of multi-relay MIMO AF TWRNs with a common antenna configuration (i.e., $N_{1}=2, N_{R}=2, N_{2}=2$ ) is plotted for several relay setups. Specifically, the $\mathrm{Tx} / \mathrm{Rx}$ antenna selection is performed


Fig. 4. The overall outage probability of joint relay and $\mathrm{Tx} / \mathrm{Rx}$ antenna selection for MIMO AF TWRNs based on the minimizing the outage probability. The target rate of the whole system and individual sources are $2 \mathrm{bits} / \mathrm{Hz} / \mathrm{s}$ and $1 \mathrm{bits} / \mathrm{Hz} / \mathrm{s}$, respectively. The hop distances are $d_{S_{1} R}=$ $d_{S_{2} R}$ and the path-loss exponent is $\varpi=3.5$.
based on minimizing the overall outage probability (SS-1) ${ }^{18}$. The analytical curves are plotted by using (15) and (16a). The outage curves corresponding to the single-relay TWRN is plotted as a benchmark. Fig. 4 clearly illustrates the performance gains of joint relay and $T x / R x$ antenna selection of the multi-relay TWRNs over that of their single-relay counterpart. For example, at $10^{-5}$ outage probability, the quadruple-relay TWRN provides a gain of 9.5 dB over that of its singlerelay counterpart. Further, the asymptotic outage curves verify our diversity order analysis. Monte-Carlo simulations agree exactly with analytical outage curves, validating our analysis.

## C. The effect of relay location on the outage probability

In Fig. 5, the effect of the relay location on the overall outage probability for $\mathrm{SS}-1$ is studied ${ }^{19}$. Specifically, the outage probability is plotted against the distance between $S_{1}$ and $R$ by modeling the path-loss dependent parameters $\zeta_{1}$ and $\zeta_{2}$ in (8) and (15) as $\zeta_{1}=\left(d_{S_{1} R}\right)^{-\infty}$ and $\zeta_{2}=\left(d_{S_{2} R}\right)^{-\infty}$ where $\varpi=3.5$ is the path-loss exponent. Here, $d_{S_{1} R}$ and $d_{S_{1} R}$ are the distances between $S_{1} \rightarrow R$ and $S_{2} \rightarrow R$, respectively and they satisfy $d_{S_{1} R}+d_{S_{1} R}=1$. Fig. 5 provides the following valuable insights: (i) when the antenna configuration at $S_{1}$, $R$ and $S_{2}$ is symmetric (i.e., $N_{1}=N, N_{R}=M, N_{2}=N$ ), the optimal relay location, which minimizes the overall outage probability, is the half-way point between $S_{1}$ and $S_{2}$, and (ii) when the antenna configuration at each terminal is asymmetric, this optimal relay location shifts toward the source, which has the lowest number of antennas.

[^7]

Fig. 5. The overall outage probability of verses the relay location. Here, $\zeta_{1}$ and $\zeta_{2}$ are modeled as $\zeta_{1}=\left(d_{S_{1} R}\right)^{-\varpi}$ and $\zeta_{2}=\left(d_{S_{2} R}\right)^{-\varpi}$, where $\varpi=3.5$. The transmit SNRs at each terminal is 10.79 dB . The target rate of the whole system and individual sources are $2.5 \mathrm{bits} / \mathrm{Hz} / \mathrm{s}$ and $1.25 \mathrm{bits} / \mathrm{Hz} / \mathrm{s}$, respectively.


Fig. 6. The comparison of the overall outage probability of $\mathrm{Tx} / \mathrm{Rx}$ antenna selection based on the two proposed design criteria i.e., (i) minimizing the outage probability and (ii) maximizing the sum-rate. The target sum-rate of the whole system is $R_{t h}=2 \mathrm{bits} / \mathrm{Hz} / \mathrm{s}$ and the target rate of both $S_{1}$ and $S_{2}$ is $1 \mathrm{bits} / \mathrm{Hz} / \mathrm{s}$. The hop distances are $d_{S_{1} R}=0.20 d_{S_{2} R}$ and the path-loss exponent is $\varpi=3.5$.

## D. Comparison of the outage probability of SS-1 and SS-2

Fig. 6 compares the outage probability of two $\mathrm{Tx} / \mathrm{Rx}$ selection strategies; (i) minimizing the overall outage probability (SS-1) and (ii) maximizing the sum-rate (SS-2) defined in (4) and (6), respectively. Specifically, the outage probability of the worst source terminal, which has the lowest end-to-end SNR, is plotted for several antenna set-ups by using Monte-Carlo simulations. Here, the relay node is situated in an asymmetric


Fig. 7. The comparison of the average sum-rate of $T x / R x$ antenna selection based on the two proposed design criteria i.e., (i) minimizing the outage probability (SS-1) and (ii) maximizing the sum-rate (SS-2). The hop distances are $d_{S_{1} R}=1.25 d_{S_{2} R}$ and the path-loss exponent is $\varpi=4.0$.
position between two sources, i.e., $d_{S_{1} R}=0.20 d_{S_{2} R}$. Fig. 6 clearly reveals that both selection strategies perform equally well in terms of the outage probability for lower number of antennas at each terminals. However, as the number of antennas at each terminal increases, SS-1 outperforms SS-2 in terms of the outage probability. For example, at $10^{-4}$ outage probability, SS-1 achieves about 1.5 dB SNR gain over SS-2. This behavior is expected as $\mathrm{SS}-1$ is designed to maximize the e2e SNR of the worst source terminal, and hence, to minimize the overall outage probability.

## E. Comparison of the average sum-rate of $S S-1$ and $S S-2$

Similarly, Fig. 7 compares the average sum-rate of two Tx/Rx selection strategies, SS-1 and SS-2 in (4) and (6), respectively. Several average sum-rate curves are plotted against the average transmit SNR by using Monte-Carlo simulations. Specifically, several antenna set-ups are used to compare the effect of the number of $\mathrm{Tx} / \mathrm{Rx}$ antennas on the average sum-rate by locating the relay in a slightly asymmetric position between two sources as $d_{S_{1} R}=1.25 d_{S_{2} R}$. Both selection strategies perform equally well for each antenna set-up. Nevertheless, when the number of antennas at each terminal increases, SS-2 slightly outperforms SS-1 in terms of the average sum-rate as depicted in the magnified portion of the figure. This behavior is expected as SS-2 is designed to maximize the sum-rate of the whole system. Moreover, Fig. 7 and Fig. 6 provide the important insight that the both selection strategies perform almost identically in terms of the outage probability and the average sum-rate whenever the relay is located symmetrically between two sources, however, this performance gap increases whenever the relay is positioned asymmetrically.


Fig. 8. The feedback delay effect on the outage probability of $T x / R x$ antenna selection based on minimizing the outage probability (SS-1). The hop distances are $d_{S_{1} R}=d_{S_{2} R}$ and the path-loss exponent is $\varpi=3.5$.

## F. Impact of feedback delays on the outage probability of SS-1

Fig. 8 shows the impact of feedback delays on the outage probability for $\mathrm{Tx} / \mathrm{Rx}$ antenna pair selection of $\mathrm{SS}-1$ by considering a MIMO AF TWRN with $N_{1}=3, N_{R}=1$ and $N_{2}=3$. The outage probability is plotted for several feedback delay scenarios by changing $\rho_{1}$ and $\rho_{2}$. The outage curve with $\rho_{1}=\rho_{2}=1$ corresponds to the perfect CSI case (i.e., antenna selection with perfect CSI) whereas the curve with $0 \leq \rho_{1}, \rho_{2}<1$ corresponds to the imperfect CSI case. As $\rho_{1}$ and $\rho_{2}$ decrease from 1 to 0 (i.e., as the feedback delay increases), the performance of $\mathrm{Tx} / \mathrm{Rx}$ antenna selection degrades significantly. In particular, Fig. 8 shows that even a slight feedback delay in either hop results in severe degradation of the diversity order. This result is clearly revealed by the curves corresponding to ( $\rho_{1}=1, \rho_{2}=0.95$ ) and ( $\rho_{1}=0.82, \rho_{2}=1$ ), respectively, where one hop has no feedback delays, and the other hop has a slight feedback delay. Specifically, our asymptotic analysis clearly reveals that the $T x / R x$ antenna selection based on the perfect CSI achieves the full diversity available in the MIMO two-way relay channel; $G_{d}=\min \left(N_{1}, N_{2}\right)$. However, when the antennas are selected based on the outdated CSI, this diversity gain decreases to one. Specifically, at $10^{-3}$ outage probability, a 15.76 dB performance loss is incurred when the antenna selection is based on CSI related to $\rho_{1}=1$ and $\rho_{2}=0.5$ over the perfect CSI case. The exact match between the Monte-Carlo simulation points and the analytical results verifies the accuracy of our analysis.

## G. Channel prediction to circumvent feedback delay effect

In Fig. 9, the effect of linear channel prediction to circumvent detrimental impact of outdated CSI due to feedback delay for $\mathrm{Tx} / \mathrm{Rx}$ antenna selection based on SS-1 is studied for a MIMO TWRN with $\left(N_{1}=3, N_{R}=1, N_{2}=3\right)$ antenna configuration. A set of outage curves are plotted by


Fig. 9. Channel prediction to circumvent the feedback delay effect on the outage probability of $\mathrm{Tx} / \mathrm{Rx}$ antenna selection based on minimizing the outage probability (SS-1). The FIR channel predictor length for each individual hop is denoted by $L$. The hop distances are $d_{S_{1} R}=d_{S_{2} R}$ and the path-loss exponent is $\varpi=3.5$.
varying the the FIR channel predictor length $L$. Our results clearly reveal that a significant performance improvement can be obtained by increasing the predictor length. For example, at $10^{-3}$ outage probability, a FIR predictor with 20 taps provides almost 21 dB SNR gain over a single-tap predictor. It is also worth noticing that the diversity order loss can not be recovered completely by FIR linear prediction. However, a significant fraction of outage probability loss resulted from the outdated CSI can be recovered by using causal FIR prediction. For instance, at $10^{-5}$ outage probability, a 25 tap FIR predictor only looses 1.3 dB compared to the perfect CSI case. Intuitively, it can be concluded that an infinite impulse response (IIR) predictor would fully recover the diversity order loss resulted from feedback delay effect.

## H. Impact of correlated fading

Fig. 10 shows the impact of correlated fading on the overall outage probability of $\mathrm{Tx} / \mathrm{Rx}$ antenna selection based on SS-1 for a MIMO TWRN with ( $N_{1}=4, N_{R}=1, N_{2}=4$ ) antenna setup. Four specific spatial correlation effects are considered as (i) independent fading (ii) low correlation, (iii) medium correlation and (iv) high correlation by varying relative antenna spacing, angle of arrival/departure and angular spread. Our asymptotic outage curves clearly reveal that the spatial correlation degrades the outage probability significantly. It is also worth noticing that while spatial correlation does not degrade the achievable diversity order, it does degrade the array gain. For instance, at $10^{-5}$ outage probability, high correlation results in almost 5 dB outage loss with respective to independent fading case. This asymptotic outage loss agrees well with our analytical results presented in Section VII-C, and hence render themselves useful for obtaining valuable insights into practical MIMO TWRN system designing.


Fig. 10. Impact of correlated fading on the outage probability of $\mathrm{Tx} / \mathrm{Rx}$ antenna selection based on minimizing the outage probability (SS-1). The hop distances are $d_{S_{1} R}=d_{S_{2} R}$ and the path-loss exponent is $\varpi=3.5$.


Fig. 11. The overall outage probability of joint user, relay and antenna selection based on (SS-1) for MIMO multi-user/multi-relay TWRNs over n.i.i.d. fading. The n.i.i.d. fading parameter $\zeta_{i, p, m, u}, i \in\{1,2\}$, $p \in\left\{1 \cdots N_{i}\right\}, m \in\left\{1 \cdots N_{R}\right\}$ and $u_{i} \in\left\{1 \cdots U_{i}\right\}$ are defined as $\zeta_{i, p, m, u}=\left(d_{S_{i, u} R_{m}}\right)^{-\varpi_{i, m, u}}$. Further, $d_{S_{1, u} R_{m}}=1.5 d_{S_{2, u} R_{m}}$ and $\varpi_{2, m, u}=0.75 \varpi_{1, m, u}$.

## I. Multi-user MIMO TWRNs over n.i.i.d. Rayleigh fading

In Fig. 11, the overall outage probability is plotted for the joint user, relay and antenna selection based on SS-1 for MIMO multi-user multi-relay TWRNs over n.i.i.d. Rayleigh fading. Our results clearly reveal that the joint user, relay and antenna selection provides significant outage probability gains over the single-antenna single-user pair counterparts. Specifically, at $10^{-5}$ outage probability, a SNR gain of 4.1 dB can be obtained by going from the single-user pair configuration to the dual-user pair configuration for the dual-antenna dual-


Fig. 12. Performance comparison of $\mathrm{Tx} / \mathrm{Rx}$ antenna selection versus zero-forcing based spatial multiplexing transmission strategy for MIMO AF TWRNs. The hop distances are $d_{S_{1} R}=2 d_{S_{2} R}$ and the path-loss exponent is $\varpi=4.1$.
relay MIMO TWRN. Moreover, our analytical outage curves agrees well with the simulation points, and thus, verifying our analysis in (32) and (36).

## J. Performance comparison: Antenna selection vs zero-forcing based spatial multiplexing transmission

In Fig. 12, the performance of the proposed Tx/RX antenna selection versus zero-forcing based spatial multiplexing (ZFSM) transmission strategy [26] for MIMO TWRNs is compared in terms of the outage probability and average sum-rate. Specifically, the former transmission strategy employs only one antenna/RF chain at each terminal, whereas the latter strategy employs all available antenna/RF chains. Interestingly, as per Fig. 12a, the proposed antenna selection strategy based on SS-1 significantly outperforms the ZF-SM strategy in terms of the overall outage probability. Moreover, the achievable diversity order of antenna selection is considerably higher than that of the ZF-SM. On the other hand, according to Fig. 12b, the ZF-SM achieves significant performance gains over antenna selection based on SS-2 in terms of the average sum-rate. In fact, the average sum-rate of ZF-SM increases linearly with the number of antennas at the relay. The behaviors of Fig. 12a and Fig. 12b are resulted from fundamental diversity-multiplexing trade-off (DMT) of wireless systems. In this context, the DMTs of the proposed antenna selection strategy and ZF-SM [26] can be quantified as $d_{\mathrm{AS}}(r)=N_{R} \min \left(N_{1}, N_{2}\right)(1-r)$ and $d_{\mathrm{ZF}-\mathrm{SM}}(r)=\left(\min \left(N_{1}, N_{2}\right)-N_{R}+1\right)\left(1-\frac{r}{N_{R}}\right)$, respectively.

## IX. Conclusion

Two new $\mathrm{Tx} / \mathrm{Rx}$ antenna selection strategies were proposed and analyzed for MIMO AF TWRNs based on (i) the minimization of the overall outage probability and (ii)
the maximization of the sum-rate. The performance of these strategies was quantified by deriving the overall outage probability. Specifically, the diversity orders were derived by using the high SNR approximations of the outage probability. In particular, we treated the multi-relay, and multi-relay/multiuser generalizations of MIMO AF TWRNs by proposing and analyzing the corresponding joint relay and $T x / R x$ antenna selection strategies. The detrimental effects of three practical transmission impairments; (i) feedback delays, (ii) spatiallycorrelated fading, and (iii) n.i.i.d. fading are quantified to obtain useful insights into practical TWRN system-design. Moreover, linear FIR channel prediction was studied to circumvent the adverse effects of outdated CSI. Numerical results were provided to show the system performance, and thereby, to obtain valuable insights into practical two-way MIMO relay system designing. Notably, our proposed selection strategies are optimal in the sense of outage probability, and hence, in the sense of diversity order as well. Importantly, the joint relay and antenna selection strategies improve the diversity gains over the single-relay counterparts by a factor equal to the total number of all available antennas at the relays. In fact, these strategies achieve full diversity gains while minimizing the cost of implementing multiple Tx/Rx RF chains.

## Appendix A

Proof of the CDF of the effective e2e SNR of SS-1

$$
\begin{align*}
F_{Z}(z) & =\operatorname{Pr}\left[Z=\max _{\substack{1 \leq j \leq N_{1}, 1 \leq l \leq N_{2} \\
1 \leq m \leq N_{R}}}\left\{\min \left(\gamma_{S_{1}}^{(j, l, m)}, \gamma_{S_{2}}^{(j, l, m)}\right)\right\} \leq z\right] \\
& =\operatorname{Pr}\left[\max _{1 \leq m \leq N_{R}}\left\{\min \left(\gamma_{S_{1}}^{(J, L, m)}, \gamma_{S_{2}}^{(J, L, m)}\right)\right\} \leq z\right] \tag{37}
\end{align*}
$$

$$
\begin{align*}
P_{1}(z) & =\operatorname{Pr}\left[\left\{X_{m} \leq \beta z\right\} \cap\left\{Y_{m} \leq X_{m}\right\}\right]+\operatorname{Pr}\left[\left\{Y_{m} \leq \frac{z\left(\alpha X_{m}+\eta\right)}{X_{m}-\beta z}\right\} \cap\left\{Y_{m} \leq X_{m}\right\}\right] \\
& =\underbrace{\int_{x=0}^{\beta z} \int_{y=0}^{x} f_{X_{m}}(x) f_{Y_{m}}(y) \mathrm{d} y \mathrm{~d} x}_{\mathcal{I}_{1}(z)}+\underbrace{\int_{t=0}^{\infty} \operatorname{Pr}\left[Y_{m} \leq \min \left(\frac{z(\alpha(t+\beta z)+\eta)}{t}, t+\beta z\right)\right] f_{X_{m}}(t+\beta z) \mathrm{d} t}_{\mathcal{I}_{1}^{\prime}(z)} . \tag{41}
\end{align*}
$$

$$
\begin{align*}
\mathcal{I}_{1}^{\prime}(z) & =\underbrace{\int_{t=0}^{\phi(z)} F_{Y_{m}}(t+\beta z) f_{X_{m}}(t+\beta z) \mathrm{d} t}_{\mathcal{I}_{2}(z)}+\underbrace{\int_{t=\phi(z)}^{\infty} F_{Y_{m}}\left(\frac{z(\alpha(t+\beta z)+\eta)}{t}\right) f_{X_{m}}(t+\beta z) \mathrm{d} t}_{\mathcal{I}_{3}(z)} .  \tag{43}\\
& =+{ }^{\left(\frac{z}{2}\right.} .
\end{align*}
$$

where $\gamma_{S_{1}}^{(j, l, m)}$ and $\gamma_{S_{2}}^{(j, l, m)}$ are defined in (3). Further, $\gamma_{S_{2}}^{(J, L, m)}$ and $\gamma_{S_{2}}^{(J, L, m)}$ are given by
$\gamma_{S_{1}}^{(J, L, m)}=\max _{1 \leq j \leq N_{1}, 1 \leq l \leq N_{2}}\left(\gamma_{S_{1}}^{(j, l, m)}\right)=\frac{X_{m} Y_{m}}{\alpha X_{m}+\beta Y_{m}+\eta}$ and
$\gamma_{S_{2}}^{(J, L, m)}=\max _{1 \leq j \leq N_{1}, 1 \leq l \leq N_{2}}\left(\gamma_{S_{2}}^{(j, l, m)}\right)=\frac{X_{m} Y_{m}}{\beta X_{m}+\alpha Y_{m}+\eta}$,
where $X_{m}=\left|h_{S_{1} R}^{(m, J)}\right|^{2}=\max _{1 \leq j \leq N_{1}}\left(\left|h_{S_{1} R}^{(m, j)}\right|^{2}\right)$, and $Y_{m}=$ $\left|h_{S_{2} R}^{(m, L)}\right|^{2}=\max _{1 \leq l \leq N_{2}}\left(\left|h_{S_{2} R}^{(m, l)}\right|^{2}\right)$. Here, $\alpha=\frac{\bar{\gamma}_{S}+\bar{\gamma}_{R}}{\bar{\gamma}_{S} \bar{\gamma}_{R}}, \beta=\frac{1}{\bar{\gamma}_{R}}$ and $\eta=\frac{1}{\bar{\gamma}_{S} \bar{\gamma}_{R}}$, where $\bar{\gamma}_{S}=\frac{\mathcal{P}_{S}}{\sigma_{S}^{2}}$ and $\bar{\gamma}_{R}=\frac{\mathcal{P}_{R}}{\sigma_{R}^{2}}$ are the average transmit SNRs at the source nodes and the relay ${ }^{20}$.

Now, we define $Z_{m}=\min \left(\gamma_{S_{1}}^{(J, L, m)}, \gamma_{S_{2}}^{(J, L, m)}\right)$ and simplify it as follows ${ }^{21}$ :

$$
Z_{m}= \begin{cases}\gamma_{S_{1}}^{(J, L, m)}, & Y_{m} \leq X_{m}  \tag{39}\\ \gamma_{S_{2}}^{(J, L, m)}, & Y_{m}>X_{m}\end{cases}
$$

Next, the CDF of $Z_{m}$ can be derived as

$$
\begin{equation*}
F_{Z_{m}}(z)=\operatorname{Pr}\left[Z_{m} \leq z\right]=P_{1}(z)+P_{2}(z) \tag{40a}
\end{equation*}
$$

where $P_{1}(z)$ and $P_{2}(z)$ are given by

$$
\begin{align*}
& P_{1}(z)=\operatorname{Pr}\left[\left\{\gamma_{S_{1}}^{(J, L, m)} \leq z\right\} \cap\left\{Y_{m} \leq X_{m}\right\}\right] \text { and }  \tag{40b}\\
& P_{2}(z)=\operatorname{Pr}\left[\left\{\gamma_{S_{2}}^{(J, L, m)} \leq z\right\} \cap\left\{X_{m}<Y_{m}\right\}\right] . \tag{40c}
\end{align*}
$$

After some manipulations, the probability $P_{1}(z)$ can be expressed in a more mathematically tractable form as (41). The $\min (\cdot, \cdot)$ in $\mathcal{I}_{1}^{\prime}(z)$ can be simplified as

$$
\begin{align*}
& \min \left(\frac{z(\alpha(t+\beta z)+\eta)}{t}, t+\beta z\right) \\
& = \begin{cases}t+\beta z, & 0 \leq t \leq \phi(z) \\
\frac{z}{t}[\alpha(t+\beta z)+\eta], & t \geq \phi(z),\end{cases} \tag{42}
\end{align*}
$$

where $\phi(z)$ is derived by solving the quadratic equation $t^{2}+$ $(\beta-\alpha) z t-z(\alpha \beta z+\eta)=0$, and taking the viable root

[^8]as $\phi(z)=0.5(\alpha-\beta) z+0.5 \sqrt{(\alpha-\beta)^{2} z^{2}+4 z(\alpha \beta z+\eta)}$. Consequently, $\mathcal{I}_{1}^{\prime}(z)$ can be simplified as in (43).

Next, $P_{1}(z)$ in (40b) is derived as

$$
\begin{equation*}
P_{1}(z)=\mathcal{I}_{1}(z)+\mathcal{I}_{2}(z)+\mathcal{I}_{3}(z) \tag{44}
\end{equation*}
$$

In (41), $F_{X_{m}}(x)$ and $F_{Y_{m}}(y)$ are the CDFs of $X_{m}$ and $Y_{m}$ (38), respectively, and given by [27]

$$
\begin{align*}
& F_{X_{m}}(x)=\left[F_{\left|h^{(m, j)}\right|^{2}}(x)\right]^{N_{1}}=\sum_{p=0}^{N_{1}}\binom{N_{1}}{p}(-1)^{p} \mathrm{e}^{-\frac{p x}{\zeta_{1}}} \text { and } \\
& F_{Y_{m}}(y)=\left[F_{\left|h^{(m, l)}\right|^{2}}(y)\right]^{N_{2}}=\sum_{q=0}^{N_{2}}\binom{N_{2}}{q}(-1)^{q} \mathrm{e}^{-\frac{q y}{\zeta_{2}}} . \tag{45}
\end{align*}
$$

Moreover, $f_{X_{m}}(x)$ and $f_{Y_{m}}(y)$ are the PDFs of $X_{m}$ and $Y_{m}$, respectively, and given by

$$
\begin{align*}
f_{X_{m}}(x) & =\sum_{p=0}^{N_{1}-1} \frac{N_{1}\binom{N_{1}}{p}(-1)^{p}}{\zeta_{1}} \mathrm{e}^{-\frac{(p+1) x}{\zeta_{1}}} \text { and } \\
f_{Y_{m}}(y) & =\sum_{q=0}^{N_{2}-1} \frac{N_{2}\binom{N_{2}}{q}(-1)^{q}}{\zeta_{2}} \mathrm{e}^{-\frac{(q+1) y}{\zeta_{2}}} \tag{46}
\end{align*}
$$

By substituting (45) and (46) into (41), $\mathcal{I}_{1}(z)$ and $\mathcal{I}_{2}(z)$ can be evaluated exactly in closed-form as given in the first and second terms of (9). Specifically, $\mathcal{I}_{3}(z)$ is too mathematically intractable to be exactly solved, and thus, two efficient evaluation techniques are provided as follows:

## A. By using GLQ [18, Eq. (25. 4. 45)]

The integral $\mathcal{I}_{3}$ is given by

$$
\begin{align*}
\mathcal{I}_{3}(z) & =\sum_{p=0}^{N_{1}-1} \sum_{q=0}^{N_{2}} \frac{N_{1}\binom{N_{1}-1}{p}\binom{N_{2}}{q}(-1)^{p+q}}{\zeta_{1}} \mathrm{e}^{-z\left(\frac{(p+1) \beta}{\zeta_{1}}+\frac{q \alpha}{\zeta_{2}}\right)} \\
& \times \int_{\phi(z)}^{\infty} \mathrm{e}^{-\left(\frac{(p+1) t}{\zeta_{1}}+\frac{p z(\alpha \beta z+\eta)}{\zeta_{2} t}\right)} \mathrm{d} t \tag{47a}
\end{align*}
$$

where $\alpha, \beta, \eta$, and $\phi(z)$ are defined in (9). Now, (47a) is re-arranged to obtain GLQ form as

$$
\begin{align*}
\mathcal{I}_{3}(z) & =\sum_{p=0}^{N_{1}-1} \sum_{q=0}^{N_{2}} \frac{N_{1}\binom{N_{1}-1}{p}\binom{N_{2}}{q}(-1)^{p+q}}{p+1} \\
& \times \mathrm{e}^{-\left[z\left(\frac{(p+1) \beta}{\zeta_{1}}+\frac{q \alpha}{\zeta_{2}}\right)+\frac{(p+1) \phi(z)}{\zeta_{1}}\right]} \int_{0}^{\infty} \Psi(x) \mathrm{e}^{-x} \mathrm{~d} x \tag{47b}
\end{align*}
$$

where $\Psi(x)=\mathrm{e}^{-\left(\frac{q z(p+1)(\alpha \beta z+\eta)}{\zeta_{2} \mid \zeta_{1} x+(p+1) \phi(z)}\right)}$. The integral in (47b) can be readily evaluated by using the GLQ rule as $\int_{0}^{\infty} \Psi(x) \mathrm{e}^{-x} \mathrm{~d} x=\sum_{t=1}^{T_{g}} w_{t} \Psi\left(x_{t}\right)+\mathcal{R}_{T_{g}}$, where $\left.x_{t}\right|_{t=1} ^{T_{g}}$ and $\left.w_{t}\right|_{t=1} ^{T_{g}}$ are the abscissas and weights of the GLQ, respectively [18, Eq. (25.4.45)]. Specifically, $x_{t}$ is the $t$ th root of the Laguerre polynomial $\mathcal{L}_{n}(x)$ [18, Chap. 22], and the corresponding $t$ th weight is given by $w_{t}=\frac{(t!)^{2} x_{t}}{(t+1)^{2}\left[\mathcal{L}_{t+1}\left(x_{t}\right)\right]^{2}}$. Both $x_{t}$ and $w_{t}$ can be efficiently computed by using the classical algorithm proposed in [19]. Further, $T_{g}$ is the number of terms used in the GLQ summation, and $\mathcal{R}_{T_{g}}$ is the remainder term, which readily diminishes as $T_{g}$ approaches as small as 10 [19].

## B. By using the Taylor series expansion

The integral in (47a) can be written by applying the Taylor series to $\mathrm{e}^{-\frac{p z(\alpha \beta z+\eta)}{\zeta_{2}{ }^{t}}}$ as follows:
$\mathcal{J}(z)=\sum_{i=0}^{\infty} \frac{(-1)^{i}}{i!}[a c z(\alpha \beta z+\eta)]^{i} \mathrm{e}^{a \phi(z)} \int_{a \phi(z)}^{\infty} \frac{\mathrm{e}^{-t}}{t^{i}} \mathrm{~d} t$,
where $\alpha, \beta$ and $\phi(z)$ are defined in (9), and $a=\frac{p+1}{\zeta_{1}}, c=$ $\frac{q}{\zeta_{2}}$. The integral in (48a) can be evaluated by using [21, Eq. (3.381.6)] as

$$
\begin{equation*}
\mathcal{J}(z)=\sum_{i=0}^{\infty} \frac{(-1)^{i}[a c z(\alpha \beta z+\eta)]^{i} \mathrm{e}^{\frac{a \phi(z)}{2}} \mathcal{W}_{\frac{-i}{2}, \frac{1-i}{2}}(a \phi(z))}{(i)![a \phi(z)]^{\frac{i}{2}}} \tag{48b}
\end{equation*}
$$

where $\mathcal{W}_{\nu, \mu}(z)$ is the Whittaker function [21, Eq. (9.220.4)]. Eq. (48b) can be further simplified by using [28] as

$$
\begin{equation*}
\mathcal{J}(z)=\sum_{i=0}^{\infty} \frac{(-1)^{i}}{i!}[a c z(\alpha \beta z+\eta)]^{i} \mathrm{e}^{a \phi(z)} \Gamma(1-i, a \phi(z)) \tag{48c}
\end{equation*}
$$

where $\Gamma(\mu, z)$ is the complementary incomplete gamma function [18, Eq. (8.350.2)].

Next, we test the convergence of the infinite series expansion in (48c) as follows: To this end, we denote the summand of (48c) by $\mathcal{A}_{i}(z)$.

$$
\begin{equation*}
\lim _{i \rightarrow \infty} \frac{\mathcal{A}_{i+1}}{\mathcal{A}_{i}}=\lim _{i \rightarrow \infty} \frac{-[a c z(\alpha \beta z+\eta)]}{i+1} \frac{\Gamma(-i, a \phi(z))}{\Gamma(-i+1, a \phi(z))} \rightarrow 0 \tag{49}
\end{equation*}
$$

Equation (49) follows from the fact that $\Gamma(-i, z)$ is monotonically decreasing with $i \geq 0$ and for a given $z$, and thus the ratio $\frac{\Gamma(-i, a \phi(z))}{\Gamma(-i+1, a \phi(z))}$ is bounded as $i \rightarrow \infty$. Since $\lim _{i \rightarrow \infty} \frac{\mathcal{A}_{i+1}}{\mathcal{A}_{i}}<1$, by using the Ratio test, it can be shown that the infinite series in (48c) is convergent.

Now, by following similar steps to those of $P_{1}$, the second part of (40b) (i.e., $P_{2}$ ) can be evaluated readily. Then the CDF of $Z_{m}$ can be derived as $F_{Z_{m}}(z)=P_{1}+P_{2}$.

By identifying that the $\left.Z_{m}\right|_{m=1} ^{N_{R}}$ are statistically independent and identically distributed random variables, the CDF of $Z$ in (37) can be derived readily as $F_{Z}(z)=\left(F_{Z_{m}}(z)\right)^{N_{R}}$ (8).

## Appendix B

## Proof of the CDF of The effective e2e SNR of SS-2

The instantaneous sum-rate of MIMO AF TWRNs in (5) can be approximated at high SNRs as follows [14], [15]:
$\mathcal{R}^{(j, l, m)}=\frac{1}{2} \sum_{i=1}^{2} \log \left(\gamma_{S_{i}}^{(j, l, m)}\right) \approx \frac{1}{2} \log \left(\gamma_{S_{1}}^{(j, l, m)} \gamma_{S_{2}}^{(j, l, m)}\right)$

The CDF of approximated effective SNR for the SS-2 can be derived as

$$
\begin{align*}
F_{W^{\prime}}(w) & =\operatorname{Pr}\left[W^{\prime}=\max _{\substack{1 \leq j \leq N_{1}, 1 \leq l \leq N_{2} \\
1 \leq m \leq N_{R}}}\left\{\gamma_{S_{1}}^{(j, l, m)} \gamma_{S_{2}}^{(j, l, m)}\right\} \leq w\right] \\
& =\operatorname{Pr}\left[\max _{1 \leq m \leq N_{R}}\left\{\gamma_{S_{1}}^{(J, L, m)} \gamma_{S_{2}}^{(J, L, m)}\right\} \leq z\right] \tag{51}
\end{align*}
$$

where $\gamma_{S_{1}}^{(J, L, m)}$ and $\gamma_{S_{2}}^{(J, L, m)}$ are defined in (38). Next we define and expand $W_{m}^{\prime}$ as follows:
$W_{m}^{\prime}=\gamma_{S_{1}}^{(J, L, m)} \gamma_{S_{2}}^{(J, L, m)}=\frac{\beta^{-2} X_{m}^{2} Y_{m}^{2}}{\left(\mu X_{m}+Y_{m}+\frac{1}{\bar{\gamma}_{S}}\right)\left(X_{m}+\mu Y_{m}+\frac{1}{\bar{\gamma}_{S}}\right)}$,
where $X_{m}$ and $Y_{m}$ are defined in (38), and $\mu=\frac{\bar{\gamma}_{S}+\bar{\gamma}_{R}}{\bar{\gamma}_{S}}$ and $\beta=\frac{1}{\bar{\gamma}_{R}}$. Further, $W_{m}^{\prime}$ can be upper bounded as

$$
\begin{align*}
W_{m}^{\prime} & \leq \frac{\beta^{-2} X_{m}^{2} Y_{m}^{2}}{\left(\mu X_{m}+Y_{m}\right)\left(X_{m}+\mu Y_{m}\right)} \\
& =\left(\frac{X_{m} Y_{m}}{X_{m}+Y_{m}}\right)^{2}\left(\frac{\left(X_{m}+Y_{m}\right)^{2}}{\beta^{2}\left(\mu X_{m}+Y_{m}\right)\left(X_{m}+\mu Y_{m}\right)}\right) \\
& \leq \frac{1}{\mu \beta^{2}}\left(\min \left(X_{m}, Y_{m}\right)\right)^{2}=W_{m}^{u b} \tag{53}
\end{align*}
$$

The last step in (53) follows from the well-known inequality between the harmonic mean and the minimum of two positive variables; i.e., $\frac{X_{m} Y_{m}}{X_{m}+Y_{m}} \leq \min \left(X_{m}, Y_{m}\right)$ and $\frac{\left(X_{m}+Y_{m}\right)^{2}}{\left(\mu X_{m}+Y_{m}\right)\left(X_{m}+\mu Y_{m}\right)} \leq \frac{1}{\mu}$, which follows from $\left(\mu X_{m}+\right.$ $\left.Y_{m}\right)\left(X_{m}+\mu Y_{m}\right)=\mu\left(X_{m}^{2}+Y_{m}^{2}\right)+\left(1+\mu^{2}\right) X_{m} Y_{m} \geq$ $\mu\left(X_{m}^{2}+Y_{m}^{2}\right)+2 \mu X_{m} Y_{m}=\mu\left(X_{m}+Y_{m}\right)^{2}$, for $\mu \geq 1$ [15].

The CDF of $W_{m}^{u b}$ in (53) can be derived as follows:

$$
\begin{align*}
& F_{W_{m}}(w) \geq F_{W_{m}^{u b}}(w)=\operatorname{Pr}\left(W_{m}^{u b}=\frac{\left(\min \left(X_{m}, Y_{m}\right)\right)^{2}}{\mu \beta^{2}} \leq w\right) \\
& =\left[1-\left(1-F_{X_{m}}(\beta \sqrt{\mu w})\right)\left(1-F_{Y_{m}}(\beta \sqrt{\mu w})\right)\right] \tag{54}
\end{align*}
$$

where $F_{X_{m}}(x)$ and $F_{Y_{m}}(x)$ are the CDFs of $X_{m}$ and $Y_{m}$, which are defined in (45). Next, the CDF of $W^{u b}=$ $\max _{1 \leq m \leq N_{R}}\left\{W_{m}^{u b}\right\}$ can be derived as follows:

$$
\begin{align*}
& F_{W^{u b}}(w)=\left[1-\left(1-F_{X_{m}}(\beta \sqrt{\mu w})\right)\left(1-F_{Y_{m}}(\beta \sqrt{\mu w})\right)\right]^{N_{R}} \\
& =\left[1-\left(1-\left[1-\mathrm{e}^{-\frac{\beta \sqrt{\mu w}}{\zeta_{1}}}\right]^{N_{1}}\right)\left(1-\left[1-\mathrm{e}^{-\frac{\beta \sqrt{\mu w}}{\zeta_{2}}}\right]^{N_{2}}\right)\right]^{N_{R}} \cdot(55) \tag{55}
\end{align*}
$$

By using binomial expansion, $F_{W^{u b}}(w)$ can be derived in closed-form as given in (11).

## Appendix C

## Proof of the high SNR approximation of the OUTAGE PROBABILITY FOR SS-1

The single polynomial approximation of the CDFs of $X_{m}$ and $Y_{m}$ in (45) at the origin can be derived as [33]
$F_{X_{m}}^{\infty}(x)=\frac{x^{N_{1}}}{\zeta_{1}^{N_{1}}}+o\left(x^{N_{1}+1}\right)$ and $F_{Y_{m}}^{\infty}(y)=\frac{y^{N_{2}}}{\zeta_{2}^{N_{2}}}+o\left(y^{N_{2}+1}\right)$
Similarly, single polynomial approximations of the PDFs of $X_{m}$ and $Y_{m}$ at the origin are given by [33]
$f_{X_{m}}^{\infty}(x)=\frac{N_{1} x^{N_{1}-1}}{\zeta_{1}^{N_{1}}}+o\left(x^{N_{1}}\right)$ and $f_{Y_{m}}^{\infty}(y)=\frac{N_{2} y^{N_{2}-1}}{\zeta_{2}^{N_{2}}}+o\left(y^{N_{2}}\right)$

First, we consider $P_{1}(z)$ in (41). By substituting (57) and (56) into (41), the single polynomial approximations of $\mathcal{I}_{1}(z)$ and $\mathcal{I}_{2}(z)$ at the origin can be derived readily as follows:

$$
\begin{align*}
& \mathcal{I}_{1}^{\infty}(z)=\frac{N_{1}(\beta z)^{N_{1}+N_{2}}}{\left(N_{1}+N_{2}\right) \zeta_{1}^{N_{1}} \zeta_{2}^{N_{2}}}+o\left(z^{N_{1}+N_{2}+1}\right) \text { and } \\
& \mathcal{I}_{2}^{\infty}(z)=\frac{N_{1}(\alpha z)^{N_{1}+N_{2}}}{\left(N_{1}+N_{2}\right) \zeta_{1}^{N_{1}} \zeta_{2}^{N_{2}}}+o\left(z^{N_{1}+N_{2}+1}\right) \tag{58}
\end{align*}
$$

Next, the single polynomial approximations of $\mathcal{I}_{3}(z)$ at the origin can be derived follows: The Integral $\mathcal{I}_{3}(z)$ in (41) can be re-written by applying a change of variable; $t+\beta z \rightarrow t$ as

$$
\begin{equation*}
\mathcal{I}_{3}(z)=\int_{t=\phi(z)+\beta z}^{\infty} \operatorname{Pr}\left[Y_{m} \leq \frac{z(\alpha t+\eta)}{t-\beta z}\right] f_{X_{m}}(t) \mathrm{d} t \tag{59}
\end{equation*}
$$

Let us consider the single polynomial approximation of $\mathcal{I}_{3}(z)$ at the origin. If $\lim _{z \rightarrow 0^{+}}$, then $\lim _{\frac{z(\alpha t+\eta)}{t-\beta z} \rightarrow 0^{+}}$. Thus, $\mathcal{I}_{3}(z)$ in (59) can be approximated at $\lim _{z \rightarrow 0^{+}}$as follows:

$$
\begin{align*}
\mathcal{I}_{3}^{\infty}(z) & =F_{Y_{m}}^{\infty}(\alpha z)\left(\lim _{z \rightarrow 0^{+}} \int_{t=\phi(z)+\beta z}^{\infty} f_{X_{m}}(t) \mathrm{d} t\right) \\
& =F_{Y_{m}}^{\infty}(\alpha z)\left[1-F_{X_{m}}^{\infty}(\phi(z)+\beta z)\right] \tag{60}
\end{align*}
$$

By substituting (56) into (60) and by selecting the lowest powers of $z$, the single polynomial approximation of $\mathcal{I}_{3}(z)$ at the origin can be derived as

$$
\begin{equation*}
\mathcal{I}_{3}^{\infty}(z)=\frac{(\alpha z)^{N_{2}}}{\zeta_{2}^{N_{2}}}+o\left(z^{N_{2}+1}\right) \tag{61}
\end{equation*}
$$

Now, the single polynomial approximation of $P_{1}(z)$ at the origin is given by $P_{1}^{\infty}(z)=\mathcal{I}_{1}^{\infty}(z)+\mathcal{I}_{2}^{\infty}(z)+\mathcal{I}_{3}^{\infty}(z)$. In particular, the behavior of $P_{1}(z)$ at the origin is completely governed by $\mathcal{I}_{3}^{\infty}(z)$ as it has the lowest powers of $z$, and thus $P_{1}^{\infty}(z)$ can be simplified as

$$
\begin{equation*}
P_{1}^{\infty}(z)=\frac{(\alpha z)^{N_{2}}}{\zeta_{2}^{N_{2}}}+o\left(z^{N_{2}+1}\right) \tag{62}
\end{equation*}
$$

By following similar steps to those of $P_{1}^{\infty}(z)$, the single polynomial approximation of $P_{2}(z)$ in (40a) at the origin can be derived as

$$
\begin{equation*}
P_{2}^{\infty}(z)=\frac{(\alpha z)^{N_{1}}}{\zeta_{1}^{N_{1}}}+o\left(z^{N_{1}+1}\right) \tag{63}
\end{equation*}
$$

Next, the single polynomial approximation of $Z_{m}$ at the origin can be derived by using (62) and (63) as follows:

$$
\begin{aligned}
& F_{Z_{m}}^{\infty}(z)=P_{1}^{\infty}(z)+P_{2}^{\infty}(z) \\
& = \begin{cases}\frac{1}{\left(\zeta_{1}\right)^{N_{1}}}\left(\frac{\bar{\gamma}_{S}+\bar{\gamma}_{R}}{\bar{\gamma}_{S} \bar{\gamma}_{R}}\right)^{N_{1}} z^{N_{1}}+o\left(z^{N_{1}+1}\right), & N_{1}<N_{2} \\
\frac{1}{\left(\zeta_{2}\right)^{N_{2}}}\left(\frac{\bar{\gamma}_{S}+\bar{\gamma}_{R}}{\bar{\gamma}_{S} \bar{\gamma}_{R}}\right)^{N_{2}} z^{N_{2}}+o\left(z^{N_{2}+1}\right), & N_{1}>N_{2}(64) \\
\left(\frac{1}{\left(\zeta_{1}\right)^{N}}+\frac{1}{\left(\zeta_{2}\right)^{N}}\right)\left(\frac{\bar{\gamma}_{S}+\bar{\gamma}_{R}}{\bar{\gamma}_{S} \bar{\gamma}_{R}}\right)^{N} z^{N}+o\left(z^{N+1}\right), & N_{1}=N_{2}=N .\end{cases}
\end{aligned}
$$

Now, the asymptotic outage probability can be derived as in (12a) by first obtaining the single polynomial approximation of $Z$ at the origin by substituting (64) into $F_{Z}^{\infty}(z)=$ $\left(F_{Z_{m}}^{\infty}(z)\right)^{N_{R}}$ and then evaluating it at $\gamma_{t h}$.

## Appendix D

Proof of the high SNR approximation of the OUTAGE PROBABILITY FOR SS-2

The SNR upper bound in (53) is asymptotically exact (see Section VIII). Thus, the single polynomial approximation of the CDF for the effective SNR of SS-2 can be derived by substituting the single polynomial approximations of the CDFs of $X_{m}$ and $Y_{m}$ at the origin in (56) into (55) as follows:

$$
\begin{align*}
F_{W_{u b}}^{\infty}(w)= & {\left[1-\left(1-\left(\frac{\left(\bar{\gamma}_{S}+\bar{\gamma}_{R}\right) w}{\zeta_{1}^{2} \bar{\gamma}_{S} \bar{\gamma}_{R}^{2}}\right)^{\frac{N_{1}}{2}}-\left(\frac{\left(\bar{\gamma}_{S}+\bar{\gamma}_{R}\right) w}{\zeta_{2}^{2} \bar{\gamma}_{S} \bar{\gamma}_{R}^{2}}\right)^{\frac{N_{2}}{2}}\right.\right.} \\
& \left.\left.+\left(\frac{\left(\bar{\gamma}_{S}+\bar{\gamma}_{R}\right) w}{\zeta_{2}^{2} \bar{\gamma}_{S} \bar{\gamma}_{R}^{2}}\right)^{\frac{N_{1}+N_{2}}{2}}+o\left(w^{\frac{N_{1}+N_{2}}{2}+1}\right)\right)\right]^{N_{R}} \tag{65}
\end{align*}
$$

By expanding (65) and selecting the lowest powers of $w$, the single polynomial approximation of the CDF for the effective SNR of SS-2 can be derived. By evaluating this asymptotic CDF at $\gamma_{t h}$, the asymptotic outage probability at high SNRs can be obtained as given in (13a).

## Appendix E

## Proof of the outage probability of SS-1 With FEEDBACK DELAYS

When antennas are selected using outdated CSI due to feedback delays, $\gamma_{S_{1}}^{(J, L)}$ and $\gamma_{S_{2}}^{(J, L)}$ in (38) can be expressed as ${ }^{22}$

$$
\begin{align*}
& \gamma_{S_{1}}^{(\hat{J}, \hat{L})}=\max _{1 \leq j \leq N_{1}, 1 \leq l \leq N_{2}}\left(\gamma_{S_{1}}^{(j, l)}\right)=\frac{\hat{X} \hat{Y}}{\alpha \hat{X}+\beta \hat{Y}+\eta} \text { and } \\
& \gamma_{S_{2}}^{(\hat{J}, \hat{L})}=\max _{1 \leq j \leq N_{1}, 1 \leq l \leq N_{2}}\left(\gamma_{S_{2}}^{(j, l)}\right)=\frac{\hat{X} \hat{Y}}{\beta \hat{X}+\alpha \hat{Y}+\eta}, \tag{66}
\end{align*}
$$

where $\hat{X}=\max _{1 \leq j \leq N_{1}}\left(\left|\hat{h}_{S_{1} R}^{(j)}\right|^{2}\right)$, and $\hat{Y}=\max _{1 \leq l \leq N_{2}}\left(\left|\hat{h}_{S_{2} R}^{(l)}\right|^{2}\right)$. Here, $\hat{h}_{S_{1} R}^{(j)}$ and $\hat{h}_{S_{2} R}^{(l)}$ are the $j$ th and $l$ th elements of the outdated channel vectors defined in (22). In fact, $\hat{X}$ and $\hat{Y}$ are the induced order statistics of original random variables $X$ and $Y$ [27]. Thus, the CDF and the PDF of $\hat{X}$ can be derived by using techniques similar those used in [29] as follows:

$$
\begin{align*}
F_{\hat{X}}(x) & =1-\sum_{p=0}^{N_{1}-1}(-1)^{p}\binom{N_{1}}{p+1} \mathrm{e}^{-\frac{(p+1) x}{\zeta_{1}\left(1+p\left(1-\rho_{1}^{2}\right)\right)}} \text { and } \\
f_{\hat{X}}(x) & =\sum_{p=0}^{N_{1}-1} \frac{(-1)^{p} N_{1}\binom{N_{1}-1}{p}}{\zeta_{1}\left(1+p\left(1-\rho_{1}^{2}\right)\right)} \mathrm{e}^{-\frac{(p+1) x}{\zeta_{1}\left(1+p\left(1-\rho_{1}^{2}\right)\right)}} \tag{67}
\end{align*}
$$

Similarly, the CDF and PDF of $\hat{Y}$ can be derived as

$$
\begin{align*}
& F_{\hat{Y}}(y)=1-\sum_{q=0}^{N_{2}-1}(-1)^{q}\binom{N_{2}}{q+1} \mathrm{e}^{-\frac{(q+1) y}{\zeta_{2}\left(1+q\left(1-\rho_{2}^{2}\right)\right)}} \text { and } \\
& f_{\hat{Y}}(y)=\sum_{q=0}^{N_{2}-1} \frac{(-1)^{q} N_{2}\binom{N_{2}-1}{q}}{\zeta_{2}\left(1+p\left(1-\rho_{1}^{2}\right)\right)} \mathrm{e}^{-\frac{(q+1) y}{\zeta_{2}\left(1+q\left(1-\rho_{2}^{2}\right)\right)}} \tag{68}
\end{align*}
$$

By substituting (67) and (68) into (41) and following techniques similar to those in Appendix A, the CDF of $\hat{Z}$, and thereby, outage probability can be derived as given in (23).

[^9]The single polynomial approximation of $F_{\hat{X}}(x)$ and $f_{\hat{X}}(x)$ at the origin can be derived as

$$
\begin{align*}
F_{\hat{X}}^{\infty}(x) & =\sum_{p=0}^{N_{1}-1} \frac{(-1)^{p} N_{1}\binom{N_{1}-1}{p}}{\zeta_{1}\left(1+p\left(1-\rho_{1}^{2}\right)\right)} x+o\left(x^{2}\right) \quad \text { and } \\
f_{\hat{X}}^{\infty}(x) & =\sum_{p=0}^{N_{1}-1} \frac{(-1)^{p} N_{1}\binom{N_{1}-1}{p}}{\zeta_{1}\left(1+p\left(1-\rho_{1}^{2}\right)\right)}+o(x) \tag{69}
\end{align*}
$$

Similarly, the single polynomial approximation of $F_{\hat{Y}}(y)$ and $f_{\hat{Y}}(y)$ at the origin is given by

$$
\begin{align*}
F_{\hat{Y}}^{\infty}(y) & =\sum_{q=0}^{N_{2}-1} \frac{(-1)^{q} N_{2}\binom{N_{2}-1}{q}}{\zeta_{2}\left(1+q\left(1-\rho_{2}^{2}\right)\right)} y+o\left(y^{2}\right) \quad \text { and } \\
f_{\hat{Y}}^{\infty}(y) & =\sum_{q=0}^{N_{2}-1} \frac{(-1)^{q} N_{2}\binom{N_{2}-1}{q}}{\zeta_{2}\left(1+q\left(1-\rho_{2}^{2}\right)\right)}+o(y) \tag{70}
\end{align*}
$$

By substituting (69) and (70) into (58) and (60), and following steps similar to those in Appendix C, high SNR approximation of the outage probability can be derived as given in (25a).

## Appendix F

## PROOF OF THE ASYMPTOTIC OUTAGE PROBABILITY IN CORRELATED FADING

In this subsection, the proof of the asymptotic outage probability in correlated fading is sketched. To this end, the CDFs of $X_{m}$ and $Y_{m}$ defined in (38) for correlated fading are given by [30], [31] ${ }^{23}$
$F_{X_{m}}(x)=\int_{0}^{\infty} \prod_{n=1}^{N_{1}}\left[1-\mathcal{Q}_{1}\left(\sqrt{\frac{2 \rho_{1, n} t}{1-\rho_{1, n}}}, \sqrt{\frac{2 x}{\zeta_{1}\left(1-\rho_{1, n}\right)}}\right)\right] \mathrm{e}^{-t} \mathrm{~d} t$,
$F_{Y_{m}}(y)=\int_{0}^{\infty} \prod_{n=1}^{N_{2}}\left[1-\mathcal{Q}_{1}\left(\sqrt{\frac{2 \rho_{2, n} t}{1-\rho_{2, n}}}, \sqrt{\frac{2 y}{\zeta_{1}\left(1-\rho_{2, n}\right)}}\right)\right] \mathrm{e}^{-t} \mathrm{~d} t$,
where $\mathcal{Q}_{m}(a, b)$ is the $m$ th order Marcum- $Q$ function [32, Eq. (1)]. Next, we proceed to derive the single polynomial approximations of $F_{X_{m}}(x)$ and $F_{Y_{m}}(y)$ by first developing a single polynomial approximation for $Q_{1}(\alpha, \beta)$ in (71a) and (71b) as follows: An alternate integral expression for $\mathcal{Q}_{1}(\alpha, \beta)$ is written as [32, Eq. (A-1)]

$$
\begin{equation*}
\mathcal{Q}_{1}(\alpha, \beta)=1-\int_{0}^{\beta} x \mathrm{e}^{-\frac{x^{2}+\alpha^{2}}{2}} \mathcal{I}_{0}(\alpha x) \mathrm{d} x \tag{72a}
\end{equation*}
$$

Eq. (72a) can now be expanded by using [21, Eq. (8.445)] as

$$
\begin{equation*}
\mathcal{Q}_{1}(\alpha, \beta)=1-\sum_{k=0}^{\infty} \frac{\alpha^{2 k} \mathrm{e}^{-\frac{\alpha^{2}}{2}}}{k!\Gamma(k+1)} \gamma\left(k+1, \frac{\beta^{2}}{2}\right) \tag{72b}
\end{equation*}
$$

By substituting [21, Eq. (8.354)] into (72b), its infinite series presentation can be derived as

$$
\begin{equation*}
\mathcal{Q}_{1}(\alpha, \beta)=1-\sum_{k=0}^{\infty} \sum_{l=0}^{\infty} \frac{(-1)^{l} \alpha^{2 k} \mathrm{e}^{-\frac{\alpha^{2}}{2}} \beta^{2(k+l+1)}}{2^{k+1+1} l!k!\Gamma(k+1) \Gamma(k+l+1)} \tag{72c}
\end{equation*}
$$

[^10]The first order expansion of $\mathcal{Q}_{1}(\alpha, \beta)$ can be derived by collecting the lowest power of $\beta$ as [33]

$$
\begin{equation*}
\lim _{\beta \rightarrow 0} \mathcal{Q}_{1}(\alpha, \beta)=1-\frac{\beta}{2} \mathrm{e}^{-\frac{\alpha^{2}}{2}}+o\left(\beta^{3}\right) \tag{72d}
\end{equation*}
$$

Now, by substituting (72d) into (71a) and (71b), the single polynomial expansions of $F_{X_{m}}(x)$ and $F_{Y_{m}}(y)$ at the origin can be derived as follows:

$$
\begin{align*}
& F_{X_{m}}^{\infty}(x)=\omega_{1}\left(\frac{x}{\zeta_{1}}\right)^{N_{1}}+o\left(x^{N_{1}+1}\right), \text { and } \\
& F_{Y_{m}}^{\infty}(y)=\omega_{2}\left(\frac{y}{\zeta_{2}}\right)^{N_{2}}+o\left(y^{N_{2}+1}\right) \tag{73}
\end{align*}
$$

where $\omega_{1}$ and $\omega_{2}$ are defined in (30d). Similarly, the corresponding single polynomial expansions of $f_{X_{m}}(x)$ and $f_{Y_{m}}(y)$ at the origin are given by

$$
\begin{align*}
f_{X_{m}}^{\infty}(x) & =\frac{N_{1} \omega_{1} x^{N_{1}-1}}{\zeta_{1}^{N_{1}}}+o\left(x^{N_{1}}\right), \text { and } \\
f_{Y_{m}}^{\infty}(y) & =\frac{N_{2} \omega_{2} y^{N_{2}-1}}{\zeta_{2}^{N_{2}}}+o\left(y^{N_{2}}\right) \tag{74}
\end{align*}
$$

The desired result (30a) can be derived by first substituting (73) and (74) into (41) and then following steps similar to those in Appendix C.

## Appendix G

## Proof of the overall outage probability over <br> N.I.I.D. FADING

In this subsection, the proof of the overall outage probability of joint relay and Tx/Rx antenna selection based on SS-1 for MIMO TWRNs over n.i.i.d. Rayleigh fading is sketched. In this context, the CDF of $X_{m}$ defined in (38) is expressed as

$$
\begin{align*}
& F_{X_{m}}(x)=\prod_{p=1}^{N_{1}}\left(1-\mathrm{e}^{-\frac{x}{\zeta_{1, p, m, k}}}\right) \\
& =1+\sum_{p=1}^{N_{1}}(-1)^{p} \sum_{\lambda_{1}=1}^{N_{1}-p+1} \sum_{\lambda_{2}=\lambda_{1}+1}^{N_{1}-p+2} \cdots \sum_{\lambda_{p}=\lambda_{p-1}+1}^{N_{1}} \mathrm{e}^{-x \sum_{n=1}^{p} \zeta_{1, \lambda_{n}, m, k}^{-1}} . \tag{75}
\end{align*}
$$

By employing an efficient short-hand notation [25], (75) can be re-written as

$$
\begin{equation*}
F_{X_{m}}(x)=\sum_{\tau_{1} \in \mathcal{T}_{p, k}^{N_{1}}} \operatorname{sign}\left(\tau_{1}\right) \mathrm{e}^{-\tau_{1} x} \tag{76a}
\end{equation*}
$$

Similarly, the CDF of $Y_{m}$ defined in (38) can be written as

$$
\begin{equation*}
F_{Y_{m}}(y)=\sum_{\tau_{2} \in \mathcal{T}_{q, k}^{N_{2}}} \operatorname{sign}\left(\tau_{2}\right) \mathrm{e}^{-\tau_{2} y} \tag{76b}
\end{equation*}
$$

In (76a) and (76b), $\mathcal{T}_{a, b}^{c}$ is defined in (35). Moreover, $\operatorname{sign}\left(\sigma_{i}\right)$ and $\operatorname{sign}\left(\tau_{i}\right)$ are the signs of each term in the corresponding expansion of the product terms in (75). Furthermore, the PDFs of $X_{m}$ and $Y_{m}$ are given by [25]

$$
\begin{align*}
f_{X_{m}}(x) & =\sum_{p=1}^{N_{1}} \frac{\mathrm{e}^{-\frac{x}{\zeta_{1, p, m, k}}}}{\zeta_{1, p, m, k}} \sum_{\sigma_{1} \in \mathcal{S}_{p, u, k}^{N_{1}}} \operatorname{sign}\left(\sigma_{1}\right) \mathrm{e}^{-\sigma_{1} x} \text { and } \\
f_{Y_{m}}(y) & =\sum_{q=1}^{N_{2}} \frac{\mathrm{e}^{-\frac{y}{\zeta_{2}, q, m, k}}}{\zeta_{2, q, m, k}} \sum_{\sigma_{2} \in \mathcal{S}_{q, u, k}^{N_{2}}} \operatorname{sign}\left(\sigma_{2}\right) \mathrm{e}^{-\sigma_{2} x} \tag{77}
\end{align*}
$$

where the set $\mathcal{S}_{a, b, k}^{N_{i}}$ is defined in (34).

The desired result (32) can now be derived by substituting (76a), (76b) and (77) into (41) and then by following techniques similar to those in Appendix A.
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[^0]:    ${ }^{1}$ Passive antenna elements and additional digital signal processing are becoming increasingly cheaper; however, RF elements are still expensive and do not follow Moore's law [10].
    ${ }^{2}$ Amplify-and-forward two-way relaying is also known as analog network coding [2], [6].
    ${ }^{3}$ The system model in [12] is restricted to a dual-antenna relay terminal.

[^1]:    ${ }^{4}$ Here, $h_{S_{i} R}^{k, l}$ is the channel coefficient from the $l$ th transmit antenna of $S_{i}$ to the $k$ th receive antenna of $R$.
    ${ }^{5}$ The information-bearing symbols have unit symbol energies; i.e., $\mathcal{E}\left\{\left|\mathcal{X}_{1}\right|^{2}\right\}=1$ and $\mathcal{E}\left\{\left|\mathcal{X}_{2}\right|^{2}\right\}=1$.

[^2]:    ${ }^{6}$ This superimposed-signal is also known as the analog network code in the two-way relay networks [2], [6].
    ${ }^{7}$ In the second phase, one would alternatively select the antenna tuple $\left(j^{\prime}, l^{\prime}, m^{\prime}\right)$ at $S_{1}, S_{2}$, and $R$, respectively, which are not necessarily same as $(j, l, m)$. However, the overall achievable diversity order would be the same for both the cases.
    ${ }^{8}$ It is assumed that $S_{i}$ knows its own information-bearing symbol $\mathcal{X}_{i}$ and all the channel coefficients.
    ${ }^{9}$ Alternatively, this strategy can be seen as the maximization of the instantaneous mutual information (IMI) of the worst source. Equivalently, $\{J, L, M\}=\underset{1 \leq j \leq N_{1}, 1 \leq l \leq N_{2}}{\operatorname{argmax}}\left[\min \left(\mathcal{I}_{S_{1}}^{(j, l, m)}, \mathcal{I}_{S_{2}}^{(j, l, m)}\right)\right]$, where $1 \leq j \leq N_{1}, 1 \leq l \leq N_{2}$
    $1 \leq m \leq N_{R}$
    $\mathcal{I}_{S_{1}}^{(j, l, m)}=\frac{1}{2} \log \left(1+\gamma_{S_{1}}^{(j, l, m)}\right)$ and $\mathcal{I}_{S_{2}}^{(j, l, m)}=\frac{1}{2} \log \left(1+\gamma_{S_{2}}^{(j, l, m)}\right)$ are the IMI at $S_{1}$ and $S_{2}$, respectively.

[^3]:    ${ }^{10}$ Since the channel matrices, $H_{S_{1} R}$ and $H_{S_{2} R}$, remain static over the two time-slots, $S_{1}, S_{2}$ and $R$ can use the $J$ th, $L$ th and $M$ th antennas, respectively, for both transmission and reception.
    ${ }^{11}$ Similarly, the information outage probability can be defined as follows: $P_{\text {out }}=\operatorname{Pr}\left[\max _{1 \leq j \leq N_{1}, 1 \leq l \leq N_{2}, 1 \leq m \leq N_{R}}\left\{\min \left(\mathcal{I}_{S_{1}}^{(j, l, m)}, \mathcal{I}_{S_{2}}^{(j, l, m)}\right)\right\} \leq \frac{R_{t h}}{2}\right]$, where $R_{t h}$ is the target rate of the whole system, and $\left.\mathcal{I}_{S_{i}}^{(j, l, m)}\right|_{i=1} ^{2}=$ $\frac{1}{2} \log \left(1+\gamma_{S_{i}}^{(j, l, m)}\right)$ is the instantaneous mutual information at $S_{i}$. Here, the target rate of each source is set to $\frac{R_{t h}}{2}$. Thus, the outage probability is given by $P_{\text {out }}=\operatorname{Pr}\left[\frac{1}{2} \log (1+Z) \leq \frac{R_{t h}}{2}\right]=\operatorname{Pr}\left[Z \leq 2^{R_{t h}}-1\right]$, where $Z=\max _{1 \leq j \leq N_{1}, 1 \leq l \leq N_{2}, 1 \leq m \leq N_{R}}\left\{\min \left(\gamma_{S_{1}}^{(j, l, m)}, \gamma_{S_{2}}^{(j, l, m)}\right)\right\}$.

[^4]:    ${ }^{12}$ The corresponding outage probability expression for SS-1 over n.i.i.d. Rayleigh fading can be obtained by replacing $N_{1}$ and $N_{2}$ by $U N_{1}$ and $V N_{2}$ in (32).

[^5]:    ${ }^{13}$ Here, $\mathcal{J}_{0}(z)$ is the Bessel function of the first kind of order zero [21, Eq. (8.402)].
    ${ }^{14}$ The impact of outdated CSI due to feedback delays for SS-2 can also be quantified by using similar techniques. However, this result is omitted for the sake of brevity.

[^6]:    ${ }^{15}$ Here the channel estimation error variance can be explicitly defined as $\sigma_{e, i}^{2}=\sigma_{i}^{2} / E_{p}$, where $\sigma_{i}^{2}$ and $E_{p}$ are the noise power at each receive antenna and the power of the pilot symbol.
    ${ }^{16}$ On the contrary to our assumption in Section II, here, a more practical signaling scheme, where each transmission phase is assumed to last $L$-blocks, is employed. Interestingly, the feedback time delay $\tau_{i}$ defined in (22) can now be defined as $\tau_{i}=L L_{b} T_{s}$.
    ${ }^{17}$ This optimal weighting vector is derived to minimize the mean square error (MSE) as $\min _{\mathbf{w}_{\text {opt }, i}} \sigma_{e}^{2}=\sigma_{h}^{2}-\mathbf{r}_{w}^{H} \mathbf{R}_{w}^{-1} \mathbf{r}_{w}$, where $\sigma_{e}^{2}$ is the predictor error variance [22], [23].

[^7]:    ${ }^{18}$ The outage probability curves of the joint relay and $\mathrm{Tx} / \mathrm{Rx}$ antenna selection based on maximizing the sum-rate behave similarly to those of Fig. 4 and, hence, are omitted for the sake of brevity.
    ${ }^{19}$ The effect of the relay location on the outage probability for SS-2 shows similar trends to those of $S S-1$ in Fig. 5, and hence, is omitted for the sake of brevity.

[^8]:    ${ }^{20}$ Without loss of generality, the transmit powers and the AWGN noise variances at the both $S_{1}$ and $S_{2}$ are assumed to be identical; i.e., $\mathcal{P}_{S_{1}}=$ $\mathcal{P}_{S_{2}}=\mathcal{P}_{S}$ and $\sigma_{S_{1}}^{2}=\sigma_{S_{2}}^{2}=\sigma_{S}^{2}$.
    ${ }^{21}$ It is important to note that the random variables $\gamma_{S_{1}}^{(J, L, m)}$ and $\gamma_{S_{2}}^{(J, L, m)}$ are not statistically independent.

[^9]:    ${ }^{22}$ Since the system model is relaxed by considering a single-antenna relay, the dependency of e2e SNRs on relay antenna index $(m)$ is ignored.

[^10]:    ${ }^{23}$ To the best of our knowledge, there appears no closed-form solution for CDF of maximum of $N>3$ correlated exponential random variables. In fact, (71a) and (71b) are the most efficient solutions to this problem [30], [31].

