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Abstract—This paper considers the analytical performance of primary users (PUs) subject to interference due to secondary users (SU) in an underlay cognitive radio system over Rayleigh fading. In particular, we focus on a more general spatial configuration where the interfered PU, not only located at the center of the cell, is having a protective region which is free of SUs and the SUs are distributed over a finite area in contrast to the commonly used infinite assumption. We first characterize the statistical properties of the aggregate interference at the PU due to SUs, by deriving new exact closed form expressions for the moment generating function, cumulants, first, second and third moments and first order expansions of the cumulative distribution functions corresponding to propagation scenarios with path loss factors, two and four. We then investigate the PU performance by presenting new analytical expressions for the outage probability, amount of fading as well as the diversity order and coding gain. Our results indicate that the PU can achieve the full diversity gain given a non-zero protective region around the PU.
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I. INTRODUCTION

In recent years, cognitive radio (CR) technology [1], [2] has become a popular candidate to overcome the increasing scarcity of the radio spectrum, by allowing the secondary users (SUs) to opportunistically sense and utilize the available spectrum. Two main approaches are envisioned in CR developments with the so-called underlay and overlay systems [3]. The more conservative approach of the overlay system is at a cost of lower efficiency in terms of SUs throughput. Thus, although more challenging, it is sensible to put more effort on the underlay research to foster the CR appealing paradigm.

The characterization of the interference on the target users in different network configurations is crucial for the design of efficient interference management techniques [3]. Although being a well researched topic, the CR development has brought it again into the focus of researchers. Specifically, the analysis of the aggregate interference at the PU due to the SUs has been of great recent interest (e.g., [4]–[9]). The aggregate interference in a Poisson field of interferers was first studied in [10]. The interference was shown to follow a stable distribution with infinite variance. That work has then been extended to handle more practical issues such as: various type of channel fading (e.g., [6], [7], [11]), probability distribution approximations (e.g., [4], [12], [13]), interferers using power control (e.g., [5], [12]), or sensing capabilities (e.g., [4], [8], [14]). The outage probability of the interfered nodes in different channel environments have also been investigated in e.g., [6], [7], [15]. The general approach which has hitherto been used to characterize the interference is, first to evaluate its characteristic function (CF) (see e.g., [14]), and then to apply the inverse Fourier transform to compute the probability distribution function (PDF). However, in many scenarios, the CF may only be expressed in an integral form. The alternative way, in practice is to numerically evaluate the Fourier inverse integral or use approximation methods.

Undeniably, the aforementioned works and references therein highly contribute to the development of a very general and unified framework for the interference characterization as envisioned in e.g., [14]. Yet, a significant amount of research is still required. In particular, this work aims to contribute in tackling three of those main issues. First, the analytical complexity of the expressions, in many earlier works, do not provide much insights into the statistical behavior of the aggregate interference in terms of the environmental and spatial physical parameters; Second, the interfered user can also experience a non-symmetric interference pattern; Third, and most importantly, instead of the commonly assumed unbounded area interferers, mainly due to mathematical tractability, we analyze the more realistic finite case. The second and the latter combined allows various practical applications as further described in the system model.

Only few works have attempted to investigate the finite
case. In [16], the moment generating function (MGF) of the interference has been investigated, for both the Poisson point process (PPP) and the Binomial point process (BPP) distributed interferers. Yet, the expression (see [16, eq. 6]) leaves the channel as an expectation, furthermore the interfered user is only placed at the center. In [17], the $n$th-moments of the interference for various practical spatial configuration are investigated with finite areas. An exact expression is provided for the special case of circular annulus (i.e., as later defined, case B in Fig. 1), whereas all other settings are provided with several integration formulation. Moreover, note that the authors in [16] and [17] do not investigate the final performance of the interfered node.

Motivated by those issues, we introduce in this work a reconfigurable spatial model based on three finite radii. As further discussed in the system model, the spatial model enjoys a wide applicability such as the IEEE 802.22 scenario, and interferers with different path loss exponent (PLE). In particular, the reconfigurable spatial parameters introduce more general structure to the system model in contrast to the more frequently used cell centered PU model.

In this paper, we focus on the analytical performance of the PU due to finite area SUs corresponding to PLE factors 2 and 4, over Rayleigh fading. We first derive new exact expressions for the MGF, cumulants, moments as well as the first order expansions of the cumulative distribution function (CDF) of the aggregate interference. Our results show that the moments are more sensitive to the radius of the SU area for a PLE of 2 than for 4. This in turn reveals that the common infinite area assumption with high PLE indices can be reasonable in some scenarios. Based on the exact MGFs of the interference, we then investigate the performance of the PU system by deriving analytical expressions for the outage probability as well as the amount of fading (AoF). In addition, we present a comprehensive investigation of the diversity order and coding gain: the two key parameters dictating performance in the high SNR regime. Our results show that the PU can achieve the maximum diversity with the non-zero protective region in contrast to the reduced diversity without a protective region. It turns out that the infinite area assumption in general undermine the system performance for relatively low PLE. This is further confirmed by our numerical results.

This paper is organized as follows: the general system model is introduced in Section II. Section III derives the key MGF results of the aggregate interference and analyzes the related statistics. The PU performance is evaluated in Section IV and Section V concludes the paper.

II. SYSTEM MODEL

We consider a CR system which consists of both primary and secondary networks. The primary network is composed of PU receivers located anywhere within the primary cell. The secondary network lays outside the primary cell, where the SUs are uniformly distributed. This system model is depicted in Fig. 1. We assume that both PUs and SUs use a single antenna, and their communications undergo path loss and Rayleigh fading. We omit shadowing for the sake of analytical tractability and in view of obtaining some benchmark results.

In this paper, we aim at characterizing the statistics of the aggregate interference generated by the SUs at any given PU and subsequently evaluate its performance. Note that the PUs being located anywhere in its cell, and not only at the center, the relative spatial distribution of the interferers around the PUs is asymmetric (as in [18]), in contrast to the simple symmetric case as in most of the previous works e.g., [4]–[12], [16].

The system spatial parameters are defined by the three radii $R_1$, $R_2$ and $R_3$. The PU is symbolized by the square and the SUs by the crosses. SUs are assumed to be uniformly distributed in the finite area between $R_2$ and $R_3$ while the number of SUs are Poisson distributed.

1) When designing a CR system, aided by a fixed deployed wireless sensor network, it is inherently of finite localized size. The interference of interest is the one produced by this new network, which can allow the design of appropriate power control policies as in [3] to fulfill the regulatory requirements.

2) One major application, when $R_1 > 0$ (i.e., the PU is not located at the center), is the IEEE 802.22 (WRAN) Digital TV (DTV) (see e.g., [18], [20]). IEEE has been developing the IEEE 802.22 standard for Wireless Regional Area Networks (WRAN), to opportunistically access the spectrum that is not currently used by the TV broadcasting stations. In a DTV scenario, a base station (BS) broadcasts the signals within a certain area to a TV receiver (i.e., $R_1$). The secondary system, based on the broadcast signal (beacon) strength, can estimate the distance from the primary BS which is located at the center of the system. Thus, a minimum protective circle can be enforced by regulation to the secondary system (i.e., $R_2$). It is clear that the previous works’ model assuming symmetric interferers pattern and corresponding results cannot apply for this application.
3) It is known that as the distance increases, the PLE increases as well. One of the simplest examples is the two-ray model [21] with PLE indices 2 and 4. However, previous works could only assume one PLE. Our model allows to cumulate different areas interference with different PLE (by successively varying the 3 finite radii configuration and computing the interference in each area, and finally summing up). However, while it can be exactly computed when the interfered PU is at the center, or approximately when close to the center, the cumulation of different PLE cannot be well approximated if the PU is at the edge of its cell (since the PLE-drop is PU-centric and not BS-centric).

In practical scenarios, only the statistical knowledge of the interferers location is available. Thus, following [10], we may as well treat them as completely random according to a homogeneous PPP\(^1\) in the two dimensional plan. The probability of \(N\) SUs being inside a region depends only on the total area and follows a Poisson distribution with mean \(\lambda \pi R_{32}\), given by

\[
Pr(N = n) = \exp(-\lambda \pi R_{32})(\lambda \pi R_{32})^n / n!, \quad n \geq 0 \tag{1}
\]

where \(R_{32} = (R_2^2 - R_3^2)\) and \(\lambda\) characterizes the SU density per unit area. The effect of multiple-tiers interferers networks [22] could be envisioned where each network is defined by different density and transmit power, but is beyond the scope of this work. Note that it is possible to consider the case where each SU only transmits with a probability \(\rho_{\text{tx}}\), in which case the set of transmitting SUs also forms a Poisson process with a new scaled density \(\lambda_2 = \lambda_1 \rho_{\text{tx}}\) [10]. This elegant theory provides a tractable and practical model and has prevailed in many works e.g., [4], [6]–[8], [10]–[12], [14]. Other models have also been proposed in the literature (e.g., a BPP has been investigated in [23] to model the arrangement of the nodes when \(N\) is known, and does not assume independency of the number of nodes in disjoint areas.). In particular, with the explosion in the different type of heterogeneous networks (e.g., femtocells, hotspots, relays, meshing approaches), the need for different spatial models is essential (see [24, Table 1]).

We assume that each SU has the same transmit power \(P_{SU}\), decays according to the path loss law, and undergoes independent and identically distributed (i.i.d) Rayleigh fading. Thus, the aggregate interference \(I\) at the PU can be defined as

\[
I = \sum_{i=1}^{N} I_i = \sum_{i=1}^{N} P_{SU} d_i^{-\alpha} |h_{SU,i}|^2, \tag{2}
\]

where \(I_i\) is the interference due to the \(i\)th SU, \(d_i\) is the distance between the PU and the \(i\)th SU, \(\alpha\) is the PLE, and \(|h_{SU,i}|^2\) is the exponentially distributed power envelope, i.e., with density function \(f_{|h_{SU}|^2}(x) = (1/\Omega) \exp(-x/\Omega)\), where \(\Omega\) is the mean power\(^2\). Without loss of generality we assume in the sequel a unit mean power, i.e., \(f_{|h_{SU}|^2}(x) = \exp(-x)\). Moreover, we assume that \(|h_{SU,i}|^2\) is independent of \(d_i\).

In most practical situations, the PLE generally varies between 1.6 (e.g., hallways inside buildings) and 6 (e.g., dense urban environments) [21]. However, in this work, due to mathematical tractability, we mainly focus on the two most frequently used propagation scenarios in the literature, namely with PLE given by 2 (i.e., free space) and 4.

We consider four different practical configurations in terms of the finite radii \(R_1, R_2\) and \(R_3\) as summarized in the Table given in Fig. 1. This spatial model is easily reconfigurable to obtain a spectrum of useful spatial structures as mentioned earlier. Case A is the most general setting which incorporates the three other cases: B, C and D. The general use of our model, depicted in Fig. 1, can be summarized as follows:

1. The IEEE 802.22 scenario with the PU being the TV receiver, as well as the classical downlink cellular network with the PU being the mobile, can be characterized by Case A with \(R_1 > 0\), where the center represents the BS.
2. Case B (i.e., Case A with \(R_1 = 0\)), Case C, and Case D, characterize the PU centric interference analysis scenarios.

Notable configuration is Case D with \(R_2 \geq 0\), which has been used to analyze the aggregated interference in most of the aforementioned works, see e.g., [6], [7], [10], [11], [15], [19], etc... Yet, our analysis still provide further new insights into the Case D, especially in terms of the PU performance measures. It is important to note that Case D is only applicable for \(\alpha > 2\), since the aggregate interference tends to infinity for \(\alpha \leq 2\) as \(R_3 \to \infty\) [10].

III. STATISTICS OF THE INTERFERENCE

In this section, we first derive exact closed-form expressions for the MGF of the aggregate interference. Subsequently, they will be employed to evaluate different statistics of \(I\) and to gain insights into the behavior of the CDF of \(I\).

A. Moment Generating Function of \(I\)

By definition [26], the MGF of the aggregate interference \(I\) defined in (2), for a specific PLE \(\alpha\), is \(M^{(\alpha)}_I(s) = \mathbb{E}_I\{\exp(-sI)\}\). Since the number of interferers \(N\) is a Poisson distributed random variable, \(M^{(\alpha)}_I(s)\) can be written as [10]

\[
M^{(\alpha)}_I(s) = \mathbb{E}_N\{\mathbb{E}_I\{\exp(-sI)|N\}\} = \sum_{N=0}^{\infty} \frac{1}{N!} \mathbb{E}_I\{\exp(-sI)|N\} \times \exp(-\lambda \pi R_{32})(\lambda \pi R_{32})^N. \tag{3}
\]

\(^{2}\text{Following [25, Section 4.2], it can be shown that to model the joint effect of the shadowing and Rayleigh, it is sufficient to consider the mean power of the Rayleigh envelope as a lognormal random variable, i.e., using } I_{h_{SU}}^2(x) = \mathbb{E}_0 \{\exp(-x/\Omega)\}, \text{ where } \Omega \text{ follows the lognormal distribution [25, eq. 2.200].}\)
The random variables \( I_i, i = 1...N, \) being i.i.d., we get

\[
\mathbb{E}_I \{ \exp (-sI) \mid N \} = \mathbb{E}_I \left\{ \exp \left( -s \sum_{N} I_i \right) \right\} = \mathbb{E}_I \{ \exp (-sI) \}^N = M_i^{(\alpha)}(s)^N
\]

where \( M_i^{(\alpha)}(s) = \mathbb{E}_I \{ \exp (-sI) \} \) is the MGF of the interference due to the \( i \)th SU. Substituting (4) into (3), the aggregate interference MGF can be written as

\[
M_i^{(\alpha)}(s) = \exp \left( -\lambda \pi R_{32} \sum_{N=0}^{\infty} \frac{1}{N!} (M_i^{(\alpha)}(s) \lambda \pi R_{32})^N \right)
\]

\[
= \exp \left( \lambda \pi R_{32} (M_i^{(\alpha)}(s) - 1) \right).
\]

(5)

Since \( M_i^{(\alpha)}(s) \), the MGF of the \( i \)th interferer, is independent of \( i \), in what follows, without loss of generality, we omit the index \( i \). In our model, the randomness of each individual interference stems from two factors, the random distance (i.e., \( d \)), and the fading power envelope (i.e., \( |h_{SU}|^2 \)). In the sequel, it is mathematically more convenient to use the polar coordinates \( (r, \theta) \) instead of \( d \), as defined in Fig. 1. Thus, we employ the following geometric relation

\[
d(r, \theta) = \sqrt{r^2 + R_i^2 - 2rR_i \cos \theta}.
\]

(6)

As such, the individual interference MGF can be written as

\[
M^{(\alpha)}(s) = \mathbb{E}_{r, \theta} \left\{ \int_0^{\infty} \exp \left( -sP_{SU} d^{-\alpha}(r, \theta)x \right) f_{|h_{SU}|^2}(x) dx \right\}
\]

where the expectation is taken with respect to \( r \) and \( \theta \). Now, the inner integral in (7) can be solved using the MGF of \( |h_{SU}|^2 \) to yield

\[
M^{(\alpha)}(s) = \mathbb{E}_{r, \theta} \left\{ \frac{1}{1 + sP_{SU} d^{-\alpha}(r, \theta)} \right\}.
\]

(8)

Note that the convergence of Laplace transform is satisfied if \( \Re(s)P_{SU} > -d^\alpha(r, \theta) \). Thus, we can as well assume in the sequel that \( \Re(s) > 0 \), since it always satisfies the inequality. It is important for the expectation evaluation in (8) to carefully define the spatial distribution of the interferers in terms of \( r \) and \( \theta \). Since SUs are uniformly distributed in a circular area, the larger is \( r \), the larger is the perimeter, and also more probable is the presence of a SU at a greater distance \( r \). Therefore, the PDF of \( r \) is given by the ratio of perimeter over area as \([10], f_p(r) = 2\pi R_{32} \) for \( r \in [R_2, R_3] \), and the angular distribution is uniformly distributed over \([0, 2\pi] \) i.e., \( f_\theta(\theta) = 1/2\pi \). Using (6) and the PDF or \( r \) and \( \theta \), (8) can be written as

\[
M^{(\alpha)}(s) = \frac{1}{2\pi R_{32}} \int_{R_2}^{R_3} r g^{(\alpha)}(r) dr
\]

(9)

where

\[
g^{(\alpha)}(r) = \int_0^{2\pi} \frac{d\theta}{1 + sP_{SU} (r^2 + R_1^2 - 2rR_1 \cos \theta)^{-\alpha/2}}.
\]

(10)

Finally, evaluating (9) and substituting back results into (5) gives the exact closed-form expression of \( M_i^{(\alpha)}(s) \). However, the evaluation of (10) for an arbitrary value of \( \alpha \) seems an arduous task. Therefore, we confine ourselves to some particular values of \( \alpha \). The following propositions characterize \( M_i^{(\alpha)}(s) \) for the special representative cases, \( \alpha = 2 \) and \( \alpha = 4 \).

**Proposition 1**: The MGF of the aggregate interference at the PU, for \( \alpha = 2 \), is given by

\[
M_i^{(2)}(s) = \exp \left( -sP_{SU} \lambda \pi \ln \Psi^{(2)}(s) \right)
\]

where

\[
\Psi^{(2)}(s) = \begin{cases} 
\exp \left( \sqrt{4sP_{SU} R_1^2 + (R_2^2 - R_1^2 + sP_{SU})^2} \right) & \text{Case A} \\
\exp \left( \frac{\sqrt{4sP_{SU} R_1^2 + (R_2^2 - R_1^2 + sP_{SU})^2}}{sP_{SU}} \right) & \text{Case B} \\
\exp \left( \frac{\sqrt{4sP_{SU} R_1^2 + (R_2^2 - R_1^2 + sP_{SU})^2}}{sP_{SU}} \right) & \text{Case C}
\end{cases}
\]

*Proof*: See Appendix A-A.

**Proposition 2**: The MGF of the aggregate interference at the PU, for \( \alpha = 4 \), is given by

\[
M_i^{(4)}(s) = \exp \left( -\sqrt{sP_{SU}} \lambda \pi \ln \Psi^{(4)}(s) \right)
\]

where

\[
\Psi^{(4)}(s) = \begin{cases} 
\arctan \left( \frac{\sqrt{sP_{SU}} (R_2^2 - R_1^2)}{R_2^2 + sP_{SU}} \right) & \text{Case B} \\
\arctan \left( \frac{R_2^2}{sP_{SU}} \right) & \text{Case C} \\
\pi/2 & \text{Case D}
\end{cases}
\]

*Proof*: See Appendix A-B.

One can note that the special scenario \( \alpha = 4 \) Case D which has been analyzed in most of the previous works (e.g., [6], [7], [10], [15], [19]), and in particular e.g., [11]), gives a simple analytical expression. Moreover, the general Case A for \( \alpha = 4 \) seems mathematically intractable (see Appendix A-B). Therefore, in what follows we only focus on the scenarios given in Propositions 1 and 2. In the sequel, for brevity, we will denote, for example the MGF corresponding to the scenario \( \alpha = 2 \) Case A as \( M_i^{(4A)}(s) \).

**B. Cumulants of \( I \)**

By invoking the central limit theorem (CLT), one may tempt to approximate the PDF of \( I \) with a Gaussian PDF. However simulations have shown (e.g., see[4]) that the PDF is positively skewed and thus deviates from normality. This stems from the fact that interferers very close to the receiver terminal contribute a disproportionately large amount of interference, thus limiting the applicability of the central limit theorem. Therefore, the important basic parameters to approximate \( I \) are the mean, the variance, as well as the skewness. We now evaluate those statistics using the cumulants of \( I \). By definition, the \( n \)th cumulant of \( I \) is given by \([26]\)

\[
\kappa^{(\alpha)}_n = (-1)^n \frac{d^n}{ds^n} \ln M_i^{(\alpha)}(s) \bigg|_{s=0}.
\]

\[3\] Alternatively, \( \arctan \left( \frac{\sqrt{sP_{SU}} (R_2^2 - R_1^2)}{R_2^2 + sP_{SU}} \right) = \arctan \left( \frac{R_2^2}{\sqrt{sP_{SU}}} \right) - \arctan \left( \frac{R_2^2}{\sqrt{sP_{SU}}} \right). \]
The first three cumulants are related to the mean, variance, and skewness respectively through the relations [26],
\[
\mu_i^{(\alpha)} = k_1^{(\alpha)}, \\
\sigma_i^{(\alpha)2} = k_2^{(\alpha)}, \\
\delta_i^{(\alpha)} = \frac{\mathbb{E}_I \left\{ \exp \left( \frac{I - \mu_I}{\sigma_I} \right)^3 \right\}}{k_2^{(\alpha)3/2}}.
\]

Using (11) in (III-B) followed by the repetitive application of L'Hôpital rule with some lengthy algebraic manipulation yield the 1\(^{st}\), 2\(^{nd}\) and 3\(^{rd}\) cumulants corresponding to the scenario \(\alpha = 2\), Case A with \(R_1 \neq R_2\) as
\[
k_1^{(2,A)} = \lambda \pi P_{SU} \ln \left( \frac{R_3^2 - R_2^2}{R_2^2 - R_1^2} \right),
\]
\[
k_2^{(2,A)} = -\lambda \pi P_{SU} g(R_1, R_2, R_3) \left( \frac{R_3^2 - R_2^2}{R_2^2 - R_1^2} \right)^2 \left( \frac{R_2^2 - R_1^2}{R_2^2 - R_3^2} \right)^2 \left( \frac{R_1^2 - R_2^2}{R_2^2 - R_3^2} \right)^2
\]
\[
+ 2 \lambda \pi P_{SU} \left\{ R_1^2 R_3^2 (R_2^2 - R_1^2)^4 - 2 R_2^2 R_3^2 (R_2^2 - R_1^2)^4 + R_1^2 R_2^2 (R_2^2 - R_1^2)^4 - R_1^2 R_2^2 (R_2^2 - R_1^2)^4 \right\}
\]
\[
+ \frac{3}{2} \lambda \pi P_{SU} \frac{g(R_1, R_2, R_3)}{(R_2^2 - R_3^2)^4 (R_3^2 - R_1^2)^4},
\]

where
\[
g(R_1, R_2, R_3) = 2 R_2^2 R_1^2 (R_3^2 - R_1^2)^4 - 2 R_2^2 R_3^2 (R_2^2 - R_1^2)^4
\]
\[
+ 2 R_2^2 R_3^2 (R_2^2 - R_1^2)^2 (R_3^2 - R_2^2)^2 - 2 R_3^4 (R_2^2 - R_1^2)^4 + R_1^2 R_2^2 (R_2^2 - R_1^2)^4 + R_2^2 R_3^2 (R_3^2 - R_1^2)^2 - 2 R_1^2 R_2^2 R_3^2 (R_2^2 - R_1^2)^2 + R_1^2 R_3^2 (R_3^2 - R_1^2)^2 + R_1^2 \left( \frac{R_3^2 - R_2^2}{R_2^2 - R_3^2} \right)^2.
\]

Similar calculations yield the first three cumulants corresponding to \(\alpha = 4\), Case B with \(R_2 > 0\) as
\[
k_1^{(4,B)} = \lambda \pi P_{SU} \left( \frac{1}{R_2^2} - \frac{1}{R_3^2} \right),
\]
\[
k_2^{(4,B)} = 2 \lambda \pi P_{SU} \left( \frac{1}{R_2^2} - \frac{1}{R_3^2} \right),
\]
\[
k_3^{(4,B)} = 6 \lambda \pi P_{SU} \left( \frac{1}{R_2^2} - 1 \right) \left( \frac{1}{R_3^2} - 1 \right),
\]

which are consistent with the general cumulant equation given in [15, eq. 13] for \(\alpha > 2\) Case B and without considering any fading. It is interesting to observe that including the Rayleigh fading simply scale the cumulants compared to the case without fading (i.e., compare (13) with [15, eq. 13]). Similar observations have been made in [11] when comparing the PDF/CDF [11, eq. 8] with and without Rayleigh fading.

The three cumulants can be used to approximate the PDF of \(I\), with limited accuracy, using e.g., Edgeworth expansion or the shifted log-normal approximations [4]. Furthermore, these remarkably simple expressions show us how the interference statistics change with different physical parameters. A careful inspection of these expressions reveal that the importance of having the guard radius (i.e., \(R_2 > 0\)) around the PU. As such, this protected region controls the severity of the interference experienced by the PU, thereby stabilizing the PU performance as we will see in due course. Moreover, the propagation scenario corresponding to \(\alpha = 4\) induces less interference to the PU in comparison with the scenario corresponding to \(\alpha = 2\), on the average. Interestingly, the identical re-scaling of the spatial parameters (i.e., when \(R_1, R_2, R_3\) are replaced, for \(k > 0\), with \(k R_1, k R_2, k R_3\), respectively) does not affect the mean of \(I\) corresponding to \(\alpha = 2\). However, it affects the statistics of \(\alpha = 4\) case.

Note that the cumulants in Case C or Case D are intractable as the corresponding values of mean and variance tend to infinity. This is consistent with the comments already made in e.g., [6], [10], where the interference has been shown to approach a alpha-stable distribution (or Lévy distribution), when the the protective region tends to zero (i.e., CLT cannot be applied). In that situation the path loss model defined in (2) has a singularity [27] at \(d = 0\) and is generally not valid for \(d < 1\), as the wireless channel can not amplify the transmitted signal. In this type of scenario, stable distributions have unbounded (infinite) second-order moment due to that singularity. In [28], a truncated-stable distribution has been very recently proposed for smooth tails and finite moments, offering an alternative statistical tool to model the aggregate interference in more realistic scenarios without this singularity. Based on \(k_1^{(2,A)}\), if \(R_2\) and \(R_3\) are fixed and \(R_1\) (i.e., PU) varies from the center of the cell to the edge, the interference mean increases much faster than with a linear trend. Therefore, one can expect the average performance of the primary cellular network to be much better inside than at the edge of the primary cell, which is also intuitively correct. Since \(k_1^{(4,B)} \rightarrow \infty\) while \(k_1^{(1,B)}\) remains finite as \(R_3 \rightarrow \infty\), we can analytically verify the similar claim given in [10] as an observation. Moreover, in [4], general semi-analytical expressions are provided to compute the \(n\)th cumulant for Case D with \(R_2 = 1, \forall \alpha > 2\). Although they are based on different channels and sensing techniques, those integral expressions do not provide simple direct insights and are not valid for scenarios such as Case A or Case B.

Figs. 2(a) and 2(b) compare the mean, the variance and the skewness between the analytical results and corresponding Monte-Carlo simulations averaged over \(10^5\) random simulations. As can be seen from the figure, the first two moments of the aggregate interference is more resilient to the variation of \(R_3\) for PLE index \(\alpha = 4\) than \(\alpha = 2\).

C. Probability Distributions

To evaluate the PDF of the aggregate interference, a natural method is to directly invert its MGF using the standard Laplace inversion techniques. This approach, however, appears intractable for general system configurations due to the complexity of the MGF expressions (11) and (12). Nevertheless, for the special case \(\alpha = 4\) Case D, the inverse Laplace of \(M_4^{(1,D)}(s) = \exp (-\sqrt{s \mu I_{SU}} \lambda \pi^2 / 2)\) can be found using [29, eq. 2.2.1.9] to obtain the PDF and CDF of \(I\) already given in [11, eq. 8]. Yet, it is important to note that infinite series solutions for the probability distributions can be obtained for general cases using the power series expansion method of Laplace inversion given in [30, Chap. 4.2]. The main drawback of this approach in practice is that such infinite series do not converge rapidly and thus require a large number of terms for numerical evaluations. Among other methods, there exists a numerical Fourier inversion method based on the characteristic function of \(I\) [31, eq. 3.6].

A useful alternative approach is to characterize the CDF of \(I\) around the origin which is of paramount importance in analyzing the performance of general CR systems. Thus, in
what follows we focus on obtaining the first order expansions of the CDFs of $I$ corresponding to $\alpha = 2$ and $\alpha = 4$, for Case A and Case B, respectively. To this end, we utilize the initial value theorem along with the MGF of $I$. As such, for a function $f(t)$ having Laplace transform $F(s)$, the initial value theorem states $\lim_{z \to 0} F(t) = \lim_{s \to \infty} sF(s)$. Before proceeding, let us define the CDF of $I$ as $F^{(\alpha)}(z)$ which in turn gives the Laplace transform $\mathcal{M}^{(\alpha)}(s)/s$. Now, invoking the initial value theorem yields

$$\lim_{z \to 0} F^{(\alpha)}(z) = \lim_{s \to \infty} s \frac{\mathcal{M}^{(\alpha)}(s)}{s} = \lim_{s \to \infty} \mathcal{M}^{(\alpha)}(s). \quad (14)$$

It turns out that the behavior of the CDF of $I$ around the origin is governed by the behavior of the MGF of $I$ at infinity. Therefore, we consider the expansion of $\mathcal{M}^{(\alpha)}(1/z)$ around $z = 0$, where $z = 1/s$. The following proposition characterizes the behavior of the CDF of $I$ pertaining to $\alpha = 2, 4$ at the origin.

**Proposition 3:** The first order expansions of the CDFs of $I$ corresponding to $\alpha = 2$ Case A and $\alpha = 4$ Case B with finite $R_3$ are respectively given by

$$F^{(2,A)}_I(z) \approx \exp(-\lambda \pi R_{32}) + \exp(-\lambda \pi R_{32})$$

$$\frac{\lambda \pi (R_3^4 - R_2^4) + 2R_1^2 R_3^2}{2P_{SU}} z,$$

$$F^{(4,B)}_I(z) \approx \exp(-\lambda \pi R_{32}) + \exp(-\lambda \pi R_{32})$$

$$\frac{\lambda \pi (R_3^4 - R_2^4)}{3P_{SU}} z. \quad (16)$$

**Proof:** See Appendix B.

**Remark:** It should be noted that $\alpha = 4$ Case D has been excluded from Proposition 3. Clearly, under this scenario (i.e., when $R_3 \to \infty$), the infinite series expansion (39) converges only at the point $z = 0$. Therefore, we cannot simply set $R_3 \to \infty$ in (15) to characterize $F^{(4,B)}_I(z)$ in the vicinity of the origin.

The results in Proposition 3 reveal that there exists a non-zero finite probability of having zero interference (i.e., $F_I(0) = \exp(-\lambda \pi R_{32})$) at the PU in a finite area cognitive network for $\alpha = 2$ and 4. This behavior of $I$ has been unobserved in the previous works, since the infinite $R_3$ assumption in turn gives $F_I(0) = 0$. As such, for finite $R_3$, the PDF of $I$ contains a discrete probability mass at the origin, which is usually represented with a Dirac delta function. This behavior stems from the fact that the number of SUs, $N$, is randomly distributed according to the Poisson process (1). Thus, there is a non-zero probability that $N = 0$, which intuitively increases as the area becomes smaller, corroborating with $F_I(0) = \exp(-\lambda \pi R_{32})$. Obviously, this probability drops rapidly in terms of radius because of the negative exponential. Nevertheless, it is useful to know that the probability is not simply zero. This behavior can be of paramount importance in interference management, especially in small size systems.

Fig. 3 illustrates the accuracy of Proposition 3 for both $\alpha = 2$ Case A and $\alpha = 4$ Case B with $\lambda = 10^{-4}$. Moreover, the interferes radii are set to $R_2 = 1m$ and $R_3 = 2m$ respectively. Clearly, the linear behavior of $\mathcal{M}_I(1/z)$ around the origin perfectly matches with the results given by Proposition 3.

Having armed with the various statistical parameters of $I$, let us now focus in analyzing the PU performance in a finite area cognitive network.

**IV. PU SYSTEM PERFORMANCE**

Here we investigate the performance of the primary system based on the MGF developed in the previous section.

**A. Outage Probability ($P_{out}$)**

The outage probability is an important measure in determining the quality of service. It is defined as the probability

$$P_{out} = 1 - \frac{P_{SU}}{P_{PU}}.$$
that the instantaneous received SINR (signal-to-interference-noise-ratio) $\gamma$ drops below a threshold $\gamma_{th}$ i.e., $P_{out}(\gamma_{th}) = \Pr(\gamma \leq \gamma_{th})$. Also, by definition $P_{out}(\gamma_{th}) = F_{\gamma}(\gamma_{th})$ where $F_{\gamma}(\gamma_{th})$ is the CDF of $\gamma$. The average received power at the PU is defined as $P_{PU}$. Thus, assuming unit variance noise$^4$ at the PU, the instantaneous SINR at the PU can be written as

$$\gamma_{PU} = \frac{P_{PU}|h_{PU}|^2}{I + 1} \quad (17)$$

where $I$ is the aggregate interference due to SUs as defined in (2) and $|h_{PU}|^2$ is the exponentially distributed power envelope with unit mean. Furthermore, it is reasonable to assume that $|h_{PU}|^2$ and $I$ are independent. Based on these assumptions, $P_{out}^{(\alpha)}(\gamma_{th})$ can be written as

$$P_{out}^{(\alpha)}(\gamma_{th}) = \mathbb{E}_I \left\{ \Pr \left( |h_{PU}|^2 \leq \frac{\gamma_{th}(I + 1)}{P_{PU}} \right) \right\}$$

$$= \mathbb{E}_I \left\{ F_{|h_{PU}|^2} \left( \frac{\gamma_{th}(I + 1)}{P_{PU}} \right) \right\} \quad (18)$$

where the CDF of $|h_{PU}|^2$ is $F_{|h_{PU}|^2}(x) = 1 - \exp(-x)$. Finally, (18) can be written as

$$P_{out}^{(\alpha)}(\gamma_{th}) = \mathbb{E}_I \left\{ 1 - \exp \left( -\frac{\gamma_{th}(I + 1)}{P_{PU}} \right) \right\}$$

$$= 1 - \exp \left( -\frac{\gamma_{th}}{P_{PU}} \right) \mathcal{M}_I^{(\alpha)} \left( \frac{\gamma_{th}}{P_{PU}} \right) \quad (19)$$

It is interesting to note that the primary user outage probability is explicitly governed by the MGF of the aggregate interference. Since $\mathcal{M}_I^{(\alpha)} \left( \frac{\gamma_{th}}{P_{PU}} \right) \leq 1$ for $\gamma_{th} \geq 0$, a simple calculation gives

$$P_{out}^{(\alpha)}(\gamma_{th}) \geq 1 - \exp \left( -\frac{\gamma_{th}}{P_{PU}} \right)$$

This in turn reveals that the interference due to SUs degrades the outage of the PU.

Fig. 4(a) compares the outage probability between the analytical (i.e., (19) with (11) and (12)) and simulated Monte-Carlo results with several settings for both $\alpha = 2$ and $\alpha = 4$. As can be seen from the figure, the impact of the secondary network radius (i.e., $R_3$) on the outage of the PU is more significant for $\alpha = 2$ than $\alpha = 4$. In the light of this observation, we can conclude that the theoretically infinite assumption for $R_3$ can be a reasonable approximation for propagation scenarios with relatively high PLE. Fig. 4(b) illustrates the effect of the PLE on the outage of the PU. The outage curves corresponding to the PLE indices $1.5, 3, 4$ and $6$ are obtained by numerically evaluating (9) with (5) and (19). It is easy to note that beyond $\alpha = 4$, the outage results for higher exponents are nearly similar. This in turn reveal that the analytical results in the case of $\alpha = 4$ can be considered as good approximations to the propagation scenarios corresponding to the PLE indices higher than 4. Note that if one consider the additional shadowing effect, the investigations performed in e.g., [6], [7], [15], have shown that increasing the standard deviation of the shadowing deteriorates the outage probability at the PU. Thus, the results obtained here, considering only Rayleigh fading, could provide a benchmark, i.e., a minimum $P_{out}$ to be expected.

B. Amount of Fading (AoF)

The AoF at the PU is an important performance measure which quantifies the severity of the fading channel. By definition, it is expressed as [32]

$$\text{AoF} = \frac{m_2 - m_1^2}{m_1^2} \quad (20)$$

where $m_1$ and $m_2$ are the first and second moments of $\gamma_{PU}$, respectively. Now the $1^{st}$ moment can be written as

$$m_1^{(\alpha)} = \mathbb{E}_{\gamma_{PU}} \{ \gamma_{PU} \} = \mathbb{E}_I \left\{ \mathbb{E}_{|h_{PU}|^2} \{ \gamma_{PU} \} \right\}$$

$$= P_{PU} \mathbb{E}_{|h_{PU}|^2} \left\{ |h_{PU}|^2 \right\} \mathbb{E}_I \left\{ \frac{1}{I + 1} \right\} \quad (21)$$

The next challenge is to evaluate the expected value in (21). To this end, we use the following representation

$$\Gamma(p) = \int_0^\infty v^{p-1} \exp(-xv) \, dv, \quad p > 0, x > 0 \quad (22)$$

with $p = 1$ in (21) to yield

$$m_1^{(\alpha)} = P_{PU} \int_0^\infty \exp(-v) \mathcal{M}_I^{(\alpha)}(v) \, dv \quad (23)$$

Although this integral seems analytically intractable for the most general MGFs, a simple closed form solution can be
obtained for the special case $\alpha = 4$ Case D. Under this scenario, using [33, eq. 3.462], we can obtain the exact closed-form expression

$$m_1^{(4,D)} = P_{PU} \left(1 - \left(\frac{\zeta}{\sqrt{2}}\right) \exp \left(\frac{z^2}{4}\right) \sqrt{\pi} \text{erfc}\left(\frac{\zeta}{2}\right)\right)$$

(24)

where $\zeta = \sqrt{\frac{PSU}{\lambda \pi}} \alpha^2/2$, and the complementary error function is defined as $\text{erfc}(x) = 1 - \text{erf}(x) = 1 - (2/\sqrt{\pi}) \int_0^x \exp(-t^2)dt$. Following a similar approach, the 2nd moment can be written as

$$m_2^{(4,D)} = 2P_{PU}^2 \int_0^\infty v \exp(-v) M_{2}^{(\alpha)}(v)dv.$$  

(25)

Using again [33, eq. 3.462], this integral can be solved in closed form in the special scenario $\alpha = 4$ Case D as follows

$$m_2^{(4,D)} = 6P_{PU}^2 \exp\left(\frac{\zeta^2}{8}\right) D_4\left(\frac{\zeta}{\sqrt{2}}\right)$$

(26)

where $D_p(z)$ is the parabolic cylinder function. Moreover, using the three term recurrence relation (see e.g., [34, eq. 10])

$$D_{-(p+1)}(z) = \frac{D_{-(p-1)}(z) - z D_{-p}(z)}{p}$$

(27)

with $D_0(z) = \exp(-z^2/4)$ and $D_{-1}(z) = \exp(z^2/4) \sqrt{\pi}/2 \text{erfc}(z/\sqrt{2})$, $D_4(\zeta/\sqrt{2})$ can be expressed as

$$D_4\left(\frac{\zeta}{\sqrt{2}}\right) = \frac{1}{3} \exp\left(-\frac{\zeta^2}{8}\right) \left(1 + \frac{\zeta^2}{4}\right)
- \frac{\sqrt{\pi}}{12} \exp\left(\frac{\zeta^2}{8}\right) \text{erfc}\left(\frac{\zeta}{2}\right) \left(3 + \frac{\zeta^2}{2}\right).$$

Finally, using (23) and (25) (for $\alpha = 4$ Case D, (26) instead), the AoF in (20) can be obtained.

Fig. 5 compares the analytical curves and Monte-Carlo simulated curves for AoF performance. The analytical curve for $\alpha = 4$ Case D is obtained from the closed-form expressions based on (24) and (26), whereas $\alpha = 2$ Case A and $\alpha = 4$ Case B are obtained by numerical evaluation of (23) and (25), respectively. We can see that the effective channel of the PU is more resilient to the variations in the SU power levels for $\alpha = 4$ than $\alpha = 2$. This effective channel hardening has already been observed related to the outage probability of the PU.

C. Diversity Order, Coding Gain and Asymptotic Behavior

It has been shown in [35] that for high SNR, the symbol error probability (SEP) and the outage probability are dictated by two key parameters: the diversity order and the coding gain. The diversity order, $G_d$, determines the slope of the SEP versus average SNR curve, at high SNR, in a log-log scale. On the other hand, the coding gain, $G_c$ (in decibels), determines the shift of the curve in SNR relative to a benchmark SEP curve. In particular, under mild conditions and using polynomial approximations, the SEP for high SNR can be expressed as $P_{out} \approx (G_c\bar{\gamma})^{-(G_d)}$, where $\bar{\gamma}$ is the average SNR. Similarly, $P_{out}$ can also be expressed as [35]

$$P_{out}(\bar{\gamma}) \approx (O_c\bar{\gamma})^{-(O_d)}$$

(28)

where $O_d$ is called the outage diversity order such that $O_d = G_d$ and $O_c$ is the coding gain which differ by a constant (in decibel) with $G_c$. In what follows, we only focus on the modeling of $P_{out}(\gamma_{th})$ as described in [35]. Before proceeding, let us define $\bar{\gamma} = P_{PU}$ and $\rho = \gamma_{th}/\bar{\gamma}$. Now the following proposition gives the diversity order and coding gain (array gain) of the PU.

**Proposition 4:** The diversity order and coding gain of the PU corresponding to $\alpha = 2$ Case A and $\alpha = 4$ Case B, D are, respectively, given by

$$O_{d}^{(2,A)} = 1,$$

$$O_{c}^{(2,A)} = \frac{1}{\gamma_{th}} \left[1 - P_{SU} \lambda \pi \ln \left(\frac{R_2^2 - R_1^2}{R_3^2 - R_1^2}\right)\right]^{-1},$$

(29)

and $O_{d}$ for Case B as

$$O_{d}^{(4,B)} = \frac{1}{2},$$

and $O_{c}$ as

$$O_{c}^{(4,B)} = \frac{1}{\gamma_{th}} \left(\frac{PSU/\lambda}{2}\right)^{-2},$$

(30)

**Proof:** Our objective is to obtain an expansion for $P_{out}(\rho)$ around $\rho = 0$ in the form

$$P_{out}(\rho) \approx \frac{a}{t+1} \rho^{t+1}$$

so that $O_{d}$ and $O_{c}$ in (28) are given, respectively, by $O_{d} = t+1$ and $O_{c} = \frac{1}{\gamma_{th}} \left(\frac{a}{t+1}\right)^{-2}$.

First let us consider the detailed derivation corresponding to $\alpha = 2$ Case A, since $\alpha = 4$ Case B follows similarly. Rewrite $P_{out}(\gamma_{th})$ in (19) for $\alpha = 2$ Case A as

$$P_{out}(\rho) \approx 1 - \exp(-\rho) \times \left(\frac{\sqrt{4P_{SU}R_1^2 + \xi^2(R_2, \rho) + \xi(R_2, \rho)}}{\sqrt{4P_{SU}R_1^2 + \xi^2(R_3, \rho) + \xi(R_3, \rho)}}\right)^{P_{SU}/\lambda \pi \rho}$$

where $\xi(x, \rho) = x^2 - R_1^2 + \rho P_{SU}$. Now we use the Taylor
expansion of $P_{out}^{(α)}(ρ)$ at $ρ = 0$ to obtain
\[
P_{out}^{(2,A)}(ρ) \approx 1 - \left[ 1 + \left( \frac{1}{1 + P_{SU} λπ \ln \left( \frac{R_2^2}{R_3^2} - \frac{R_2^2 - R_3^2}{R_3^2 - R_1^2} \right) } \right) ρ \right]
\]
which in turn gives the values corresponding to $O_d^{(2,A)}$ and $O_c^{(2,A)}$ in (29). Clearly, the above expansion, is valid only if $R_1 \neq R_2$. This is because $P_{out}^{(2,A)}(ρ)$ is not analytic at the origin for $R_1 = R_2$. Therefore, we cannot analytically quantify the diversity order and coding gain in that particular scenario.

It turns out that the order of the first non-zero term of the power series expansion of $P_{out}^{(4,D)}(ρ)$ is 1, which is valid only if $R_1 \neq R_2$. This is because $P_{out}^{(2,A)}(ρ)$ is not analytic at the origin for $R_1 = R_2$. Therefore, we cannot analytically quantify the diversity order and coding gain in that particular scenario.

Interestingly, with non-zero protective region, the PU can achieve the full diversity even with $R_3 \to \infty$. However, compared to finite area interferers, the achievable diversity in the case of infinite area assumption with zero protective region is reduced by a factor of half. This reduction in the achievable diversity, which is a clear consequence of having unprotected PU, is overlooked in all previous studies.

Fig. 6 compares the exact theoretical outage probability given in (19) with the polynomial approximation given by (28). At high SINR, the asymptotic approximations closely match with the exact outage probability curves, thereby verifying our claim.

V. CONCLUSIONS

This paper has investigated the performance of a primary user subject to Poisson distributed secondary user interferers in a CR underlay system. In contrast to infinite interferers area assumption in most of the previous studies, we have analyzed a more realistic finite interferers area. Moreover, the system model with configurable radii and the protective area around the PU enjoys a wide applicability. By employing the powerful MGF approach, first we have investigated the statistical properties of the aggregate interference at the PU due to SUs distributed in a finite area with PLE $α = 2$ and $α = 4$. In particular, we have presented new closed form expressions for the MGF, first three cumulants, first and second moments and first order expansions of the CDF. The statistical properties reveal that the statistical moments are more sensitive to the SU area radius in the propagation scenario corresponding to $α = 2$ than $α = 4$. We have subsequently applied the MGF to derive the performance of the PU in terms of the outage probability and AoF as well as the diversity and coding gains. It turns out that the theoretical infinite interferers area assumption serves as a reasonable approximation in many scenarios involving higher PLE indices.

APPENDIX A

PROOF OF PROPOSITIONS 1 AND 2

A. Proof of Proposition 1

Following (9), the MGF corresponding to $α = 2$ can be written as
\[
M^{(2)}(s) = \frac{1}{πR_{32}} \int_{R_2}^{R_3} r g^{(2)}(r) \, dr \tag{31}
\]
where
\[
g^{(2)}(r) = 2π - 2sP_{SU} \int_0^π \frac{dθ}{r^2 + R_1^2 - 2rR_1 \cos θ + sP_{SU}}.
\]
Using the transformation $v = \tan(θ/2)$ and [33, eq. 2.172.c] we have
\[
g^{(2)}(r) = 2π - \frac{2πsP_{SU}}{\sqrt{(R_1 + r)^2 + sP_{SU}}} \times \frac{1}{\sqrt{(R_1 - r)^2 + sP_{SU}}} \tag{32}
\]
Substituting (32) back into (31) with some manipulation yields
\[
M^{(2)}(s) = 1 - \frac{2sP_{SU}}{R_{32}} \int_{R_2}^{R_3} \frac{r \, dr}{\sqrt{(r^2 + (sP_{SU} - R_1^2))^2 + 4sP_{SU}R_1^2}}.
\]
Applying the transformation $v = r^2$ in the above integral then gives
\[
M^{(2)}(s) = 1 - \frac{sP_{SU}}{R_{32}} \int_{R_2^2}^{R_3^2} \frac{dv}{\sqrt{(v + (sP_{SU} - R_1^2))^2 + 4sP_{SU}R_1^2}}.
\]
This integral can be solved using [33, eq. 2.261] and substituting the result back into (5) with some algebraic manipulation gives the MGF in (11). Now some trivial substitutions for $R_1$, $R_2$, and $R_3$ yield the MGF expressions corresponding to Case B and C.
B. Proof of Proposition 2

Following (9), the MGF corresponding to α = 4 can be written as

$$M^{(4)}(s) = \frac{1}{\pi R_{32}} \int_{R_2}^{R_3} r g^{(4)}(r) \, dr$$  \hspace{1cm} (33)

where

$$g^{(4)}(r) = 2\pi - 2sP_{SU} \int_0^\infty \frac{d\theta}{b_0(r) - b_1(r) \cos \theta + b_2(r) \cos^2 \theta}$$

with $b_0(r) = (r^2 + R_1^2)^2 + sP_{SU}$, $b_1(r) = 4(r^2 + R_1^2) R_1 r$ and $b_2(r) = 4R_1^2 r^2$. Using the transformation $v = \tan(\theta/2)$ and the relation $\cos \theta = ((1 - v^2) / (1 + v^2))$ in the above integral then yields

$$g^{(4)}(r) = 2\pi - 4sP_{SU} \int_0^\infty \frac{1 + v^2}{c_4(r)v^2 + 2c_2(r)v^2 + c_0(r)} \, dv$$  \hspace{1cm} (34)

where $c_4(r) = b_0(r) + b_1(r) + b_2(r)$, $c_2(r) = b_0(r) - b_2(r)$ and $c_0(r) = b_0(r) - b_1(r) + b_2(r)$. Evaluating (34) with the help of [36, eq. 2.2.10.4] and substituting the answer back into (33) yields

$$M^{(4)}(s) = 1 - \frac{\sqrt{2sP_{SU}}}{R_{32}} \int_{R_2}^{R_3} \frac{r}{\sqrt{c_2(r) + \sqrt{c_4(r)c_0(r)}}} \times \left( \frac{1}{\sqrt{c_0(r)}} + \frac{1}{\sqrt{c_4(r)}} \right) \, dr.$$  \hspace{1cm} (35)

Unfortunately, the above integral seems intractable for the most general spatial configuration depicted in Fig. 1 (i.e., Case A). However, we can simplify the above integral in the Case B to yield

$$M^{(4)}(s) = 1 - \frac{2sP_{SU}}{R_{32}} \int_{R_2}^{R_3} \frac{rdr}{r^4 + sP_{SU}}.$$  \hspace{1cm} (36)

Finally, (35) can be evaluated using [33, eq. 2.132.2] which leads to the MGF given in (12) corresponding to the Case B. Again, some trivial substitutions for $R_1$, $R_2$ and $R_3$ yield the MGF expressions corresponding to Case C and D.

APPENDIX B

PROOF OF PROPOSITION 3

First let us focus on obtaining the first order expansion for $\alpha = 2$ Case A. To this end, we use the substitution $z = 1/s$ in (11) to obtain

$$M^{(2)}(1/z) = \exp \left( -\frac{1}{z}P_{SU}\lambda\pi \ln \frac{Q(z, R_3)}{Q(z, R_2)} \right)$$  \hspace{1cm} (37)

where

$$Q(z, x) = \sqrt{\frac{4R_1^2 P_{SU}}{z} + \left( \frac{x^2 - R_1^2}{z + 1} \right)^2 + \left( \frac{x^2 - R_1^2}{P_{SU}}z + 1 \right).}$$

Now we can use the Taylor expansion of $M^{(2)}(1/z)$ around $z = 0$ to obtain,

$$M^{(2)}(1/z) \approx a_0 + a_1 z$$

where

$$a_0 = \lim_{z \to 0} M^{(2)}(1/z) \quad \text{and} \quad a_1 = \lim_{z \to 0} \frac{d}{dz} \left( M^{(2)}(1/z) \right).$$

Using the L'Hôpital rule with some algebraic manipulation gives

$$a_0 = \lim_{z \to 0} M^{(2)}(1/z) = \exp(-\lambda\pi R_{32}).$$

Taking the derivative of $M^{(2)}(1/z)$ with respect to $z$ yields

$$\frac{d}{dz} \left( M^{(2)}(1/z) \right) = P_{SU} \lambda\pi M^{(2)}(1/z)$$

$$\times \left( \frac{Q(z, R_3)Q'(z, R_2)}{zQ(z, R_2)Q(z, R_3)} - \frac{Q(z, R_2)Q'(z, R_3)}{zQ(z, R_3)Q(z, R_2)} \right)$$

$$\times \frac{\ln Q(z, R_3) - \ln Q(z, R_2)}{z^2}.$$  \hspace{1cm} (38)

Again, using the L'Hôpital rule gives

$$\lim_{z \to 0} \frac{d}{dz} \left( M^{(2)}(1/z) \right) = P_{SU} \lambda\pi \exp(-\lambda\pi R_{32})$$

$$\times \frac{Q(z, R_3)Q'(z, R_2) - Q(z, R_2)Q'(z, R_3)}{2zQ(z, R_2)Q(z, R_3)}.$$  \hspace{1cm} (39)

The above limit can be evaluated with the L'Hôpital rule to obtain

$$a_1 = \exp(-\lambda\pi R_{32}) \frac{\lambda\pi}{2P_{SU}} \left( \frac{R_3^2 - R_2^2}{P_{SU}} \right).$$

Applying the same variable transformation, $z = 1/s$, as before and using the Taylor expansions of $\arctan(R_2^2/\sqrt{sP_{SU}})$ and $\arctan(R_3^2/\sqrt{sP_{SU}})$ [33, eq. 1.643.1] in (12) yield the MGF corresponding to $\alpha = 4$ Case B as

$$M^{(4,B)}(1/z) = \exp \left( -\lambda\pi \sum_{k=0}^{\infty} \frac{(-1)^k}{2k+1} \frac{R_3^{4k+2} - R_2^{4k+2}}{P_{SU}^{k+2}} z^k \right).$$

Clearly, the choice of $|z| < P_{SU}/R_1^2$ (i.e., $\Re(s) > P_{SU}/R_3^2$) guarantees the convergence. Now, the first two coefficients of the power series expansion of (39) around the origin give $F^{(4,B)}(z)$, which concludes the proof.
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