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#### Abstract

We present a general two-parameter received signal-to-noise ratio (SNR) model for two-hop amplify-and-forward (AF) relaying. It encompasses AF schemes that select the relay gain as the reciprocal of a linear combination of the channel gain and the noise power of the incoming link, including all channel-noise-assisted, channel-assisted, and blind relay schemes. Moreover, the model is flexible enough to represent independent source and relay power allocations. A unified performance analysis is then developed for AF relaying over independent but nonidentically distributed Nakagami- $\boldsymbol{m}$ faded links, where $\boldsymbol{m}$ is an integer. Exact analytical expressions are derived for the cumulative-distribution function (cdf), probability density function (pdf), and moment-generating function (mgf) of the received SNR. Monte Carlo simulation results are provided to verify the results.


Index Terms-Amplify-and-forward (AF) relaying, blind relaying, channel-assisted relaying, channel-noise-assisted relaying.

## I. Introduction

User cooperation via signal relaying provides benefits such as wider coverage, transmit power saving, and reduced interference [1]-[3]. Cooperative relaying can be broadly categorized as decode-and-forward (DF) (regenerative) and amplify-and-forward (AF) (nonregenerative). AF relays may be categorized as Blind/fixed gain [4], [5] (includes semiblind [6] relaying), channel assisted [7], and channel noise assisted [1], [8], [9], based on how source-to-relay channel state information and noise statistics are used in determining the relay gains. This correspondence aims to provide a unified analysis of two-hop relay networks, covering all these cases, as well as additional ones. We propose the general model

$$
\begin{equation*}
\Lambda=\frac{\gamma_{1} \gamma_{2}}{a \gamma_{1}+\gamma_{2}+b} \tag{1}
\end{equation*}
$$

for the received $\operatorname{SNR} \Lambda$ of a dual-hop AF system, where $a, b \geq 0$, and $\gamma_{1}$ and $\gamma_{2}$ are the hop SNRs, which corresponds to selecting the relay gain in [10, eq. (1)] as $G_{n}^{2}=1 / a \alpha_{n}^{2}+b N_{0, n}$. Thus, the proposed model encompasses the standard schemes: blind, channel assisted, and channel noise assisted as special cases. All of them are

[^0]TABLE I
Comparison With Previous Work

| citation | parameters |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $a$ | $b$ | $\alpha_{1}$ | $\beta_{1}$ | $\alpha_{2}$ | $\beta_{2}$ |
| $[4]$ | 0 | $C$ | 1 | $\alpha_{1}$ | 1 | $\alpha_{2}$ |
| $[7],[15]$ | 1 | 0 | 1 | $\bar{\gamma}_{1}$ | 1 | $\bar{\gamma}_{2}$ |
| $[8]$ | 1 | $c \in\{0,1\}$ | $m_{1}$ | $\gamma_{1}$ | $m_{2}$ | $\gamma_{2}$ |
| $[16]$ | $1 \& 0$ | 1 | $m_{1}$ | $\frac{\bar{\gamma}_{1}}{m_{1}}$ | $m_{2}$ | $\frac{\bar{\gamma}_{2}}{m_{2}}$ |

"extreme" configurations corresponding, respectively, to constant relay gain, disregarding noise statistics, and constant instantaneous relay output power. With parameters $(a, b)$, (1) can model nonstandard configurations as well.

The model has another implication with respect to power allocation. Suppose $G_{n}^{2}=P_{R} / a \alpha_{n}^{2}+b N_{0, n}$ in [10, eq. (1)] so that the power gain of the relay is proportional to the average ${ }^{1}$ relay power $P_{R}$. Let distributions $\gamma_{1}$ and $\gamma_{2}$ be link SNRs corresponding to "unit average source transmit power and unit average relay transmit power." The received SNR for the average source and relay transmit powers $P_{s}$ and $P_{r}$ can be modeled with coefficients $\left(\left(a / P_{s}\right), b\right)$ in (1), provided that the distributions of $\gamma_{1}$ and $\gamma_{2}$ are modified to have their average powers scaled, respectively, by $P_{s}$ and $P_{r}$.

The performance of an AF system can fully be characterized if the distribution of the received SNR is analytically known. Our analysis of the proposed model assumes independent but nonidentically distributed Nakagami- $m$ fading, where $m$ is an integer, and derives exact analytical expressions for the cumulative-distribution function (cdf), probability density function (pdf), and moment-generating function (mgf) of the received SNR. The case of noninteger $m$, which typically requires infinite series representations, is not treated for brevity. Thus, the unified SNR model of (1) is analyzed for $\gamma_{1} \sim \operatorname{Gamma}\left(\alpha_{1}, \beta_{1}\right)$, $\gamma_{2} \sim \operatorname{Gamma}\left(\alpha_{2}, \beta_{2}\right)$, and $\alpha_{1}, \alpha_{2} \in \mathbb{Z}^{+}$. Special cases of our model that have already appeared in the literature are shown in Table I.

The correspondence is organized as follows. Section II presents the system model. Expressions derived for the pdf, cdf, and mgf of the received SNR are presented in Section III. Section IV provides simulation results verifying the derived expressions. Section V provides the concluding remarks. Proofs of the results are given in the Appendix.

Notation: $K_{\nu}(\cdot)$ is the modified Bessel function of the second kind [11, 9.6] of order $\nu . \mathcal{W}_{\mu, \nu}(\cdot)$ denotes the Whittaker $W$ function $[11,13.1] .{ }_{2} \mathcal{F}_{1}(\alpha, \beta ; \gamma ; \cdot)$ represents the Gauss hypergeometric function $[11,15.1] . f_{\Lambda}(\cdot), F_{\Lambda}(\cdot), \bar{F}_{\Lambda}(\cdot)$, and $M_{\Lambda}(\cdot)$ denote, respectively, the pdf, cdf, complementary cdf (ccdf), and mgf of a continuous random variable $\Lambda$. The mgf is defined as the Laplace transform of the pdf. $\mathbb{Z}^{+}$denotes the set of positive integers.

## II. System and Channel Model

Our analysis considers a two-hop relayed path $S \rightarrow R \rightarrow D$ in a cooperative wireless network, where node $S$ acts as the data source AF relaying data through another node $R$ to a third node $D$, which is the destination. The direct path and other relayed paths that may lead from $S$ to $D$ are not considered in this analysis.

The source-to-relay and relay-to-destination links undergo independent Nakagami- $m$ fading characterized by integer fading parameters. Thus, received SNRs are Gamma distributed. The $\operatorname{Gamma}(\alpha, \beta)$ pdf is given by

$$
f_{\gamma}(x)=\frac{x^{\alpha-1} e^{-\frac{x}{\beta}}}{\Gamma(\alpha) \beta^{\alpha}}, \quad x \geq 0
$$

[^1]where $\alpha \in \mathbb{Z}^{+}, \beta>0$ are, respectively, the shape and scale parameters.
The received SNR is modeled as (1), whose parameters $(a, b)$ reflect the relay configuration and source-relay power allocation in use. Standard configurations, namely, blind, channel-assisted, and channel-noise-assisted relay configurations, are represented, respectively, with $(a, b) \in\{(0, C),(1,0),(1,1)\}$, where $C$ is a constant. Other values (e.g., $a=0.5, b=1$ ) represent nonstandard configurations.

## III. Performance Analysis

Given $\Lambda$ in (1), which is the random variable denoting the received SNR at destination node $D$, we derive exact expressions for the cdf, pdf, and mgf.

## A. CDF of $\Lambda$

We begin with the derivation of the cdf (or, equivalently, ccdf) because differentiation is guaranteed to yield a closed-form result for the pdf.

Theorem 1: CCDF of $\Lambda$ : Let $\gamma_{1}$ and $\gamma_{2}$ be distributed $\operatorname{Gamma}\left(\alpha_{1}, \beta_{1}\right)$ and $\operatorname{Gamma}\left(\alpha_{2}, \beta_{2}\right)$, respectively. The $\operatorname{ccdf} \bar{F}_{\Lambda}(x)$ of $\Lambda$ in (1) is given for $x \geq 0$ by

$$
\begin{align*}
\bar{F}_{\Lambda}(x) & =2 e^{-\left(\frac{1}{\beta_{1}}+\frac{a}{\beta_{2}}\right) x} \sum_{n=0}^{\alpha_{1}-1} \sum_{k=0}^{\alpha_{2}-1} \sum_{m=0}^{k} C_{1}(n, k, m) \\
& \times K_{n-m+1}\left(2 \sqrt{\frac{x(a x+b)}{\beta_{1} \beta_{2}}}\right)\left(a+\frac{b}{x}\right)^{\frac{n+m+1}{2}} x^{\alpha_{1}+k} \tag{2}
\end{align*}
$$

where

$$
C_{1}(n, k, m)=\frac{a^{k-m} \beta_{1}^{\frac{n-m+1-2 \alpha_{1}}{2}} \beta_{2}^{\frac{m-n-1-2 k}{2}}}{m!(k-m)!n!\left(\alpha_{1}-n-1\right)!}
$$

For the case $a=0$, (2) reduces to

$$
\begin{align*}
\bar{F}_{\Lambda}(x)=2 e^{-\frac{x}{\beta_{1}}} \sum_{n=0}^{\alpha_{1}-1} & \sum_{k=0}^{\alpha_{2}-1} C_{2}(n, k) \\
& \quad \times K_{n-k+1}\left(2 \sqrt{\frac{b x}{\beta_{1} \beta_{2}}}\right) x^{\frac{2 \alpha_{1}+k-n-1}{2}} \tag{3}
\end{align*}
$$

where

$$
C_{2}(n, k)=\frac{\beta_{1}^{\frac{n-k+1-2 \alpha_{1}}{2}}\left(\frac{b}{\beta_{2}}\right)^{\frac{n+k+1}{2}}}{k!n!\left(\alpha_{1}-n-1\right)!}
$$

The cdf for each case is given by $F_{\Lambda}(x)=1-\bar{F}_{\Lambda}(x)$.
Proof: See the Appendix.

## B. PDF of $\Lambda$

The pdf $f_{\Lambda}(x)$ can be obtained by differentiating the ccdf and applying a negative sign.

Theorem 2: PDF of $\Lambda$ : Let $\gamma_{1}$ and $\gamma_{2}$ be distributed $\operatorname{Gamma}\left(\alpha_{1}, \beta_{1}\right)$ and $\operatorname{Gamma}\left(\alpha_{2}, \beta_{2}\right)$, respectively. The pdf $f_{\Lambda}(x)$ of $\Lambda$ in (1) is given for $x \geq 0$ by

$$
\begin{align*}
& f_{\Lambda}(x)=2 e^{-\left(\frac{1}{\beta_{1}}+\frac{a}{\beta_{2}}\right) x} \sum_{n=0}^{\alpha_{1}-1} \sum_{k=0}^{\alpha_{2}-1} \sum_{m=0}^{k} C_{1}(n, k, m) \\
& \times \mathbb{I}_{1}(n, k, m)\left(a+\frac{b}{x}\right)^{\frac{n+m-1}{2}} x^{\alpha_{1}+k-2} \tag{4}
\end{align*}
$$

where

$$
\begin{aligned}
& \mathbb{I}_{1}(n, k, m) \\
&=\left((a x+b)\left(\left(\frac{1}{\beta_{1}}+\frac{a}{\beta_{2}}\right) x-\left(\alpha_{1}+k-n-1\right)\right)-a m x\right) \\
& \times K_{n-m+1}\left(2 \sqrt{\frac{x(a x+b)}{\beta_{1} \beta_{2}}}\right) \\
&+(2 a x+b) \sqrt{\frac{x(a x+b)}{\beta_{1} \beta_{2}}} K_{n-m}\left(2 \sqrt{\frac{x(a x+b)}{\beta_{1} \beta_{2}}}\right) .
\end{aligned}
$$

For the case $a=0$, it reduces to

$$
\begin{align*}
f_{\Lambda}(x)=2 e^{-\frac{x}{\beta_{1}}} \sum_{n=0}^{\alpha_{1}-1} \sum_{k=0}^{\alpha_{2}-1} & C_{2}(n, k) \\
& \quad \times \mathbb{I}_{2}(n, k)\left(\frac{b}{x}\right)^{\frac{n+k-1}{2}} x^{\alpha_{1}+k-2} \tag{5}
\end{align*}
$$

where

$$
\begin{aligned}
\mathbb{I}_{2}(n, k)=b\left(\frac{1}{\beta_{1}} x-\left(\alpha_{1}+k-n-1\right)\right) & K_{n-k+1}\left(2 \sqrt{\frac{b x}{\beta_{1} \beta_{2}}}\right) \\
& +b \sqrt{\frac{b x}{\beta_{1} \beta_{2}}} K_{n-k}\left(2 \sqrt{\frac{b x}{\beta_{1} \beta_{2}}}\right) .
\end{aligned}
$$

Proof: Given the ccdf $\bar{F}_{\Lambda}(\lambda)$, the pdf can be obtained by using the product rule of differentiation and the identity [12, 8.486.12] that gives the derivative $(d / d z) K_{n}(z)$.

## C. MGF of $\Lambda$

Given the ccdf $\bar{F}_{\Lambda}(x)$, the mgf can be expressed via integration by parts as

$$
\begin{equation*}
M_{\Lambda}(s)=\int_{0}^{\infty} e^{-s x} f_{\Lambda}(x) d x=1-s \int_{0}^{\infty} e^{-s x} \bar{F}_{\Lambda}(x) d x \tag{6}
\end{equation*}
$$

Cases $a=0$ and $a \neq 0$ are separately treated to make the problem mathematically tractable. Unlike with the cdf and pdf results, the mgf result for the case $a=0$ is not a direct reduction of that for the case $a \neq 0$.

Theorem 3: MGF of $\Lambda$ : Let $\gamma_{1}$ and $\gamma_{2}$ be distributed $\operatorname{Gamma}\left(\alpha_{1}, \beta_{1}\right)$ and $\operatorname{Gamma}\left(\alpha_{2}, \beta_{2}\right)$, respectively. The $\operatorname{mgf} M_{\Lambda}(s)$ of $\Lambda$ in (1) is given by the following.

Case $a \neq 0$ :

$$
\begin{align*}
M_{\Lambda}(s)=1-2 s & \sum_{n=0}^{\alpha_{1}-1} \sum_{k=0}^{\alpha_{2}-1} \sum_{m=0}^{k} C_{1}(n, k, m) a^{\frac{n+m+1}{2}} \\
& \times \sum_{q=0}^{n+m+2}\binom{n+m+2}{q}\left(\frac{b}{a}\right)^{q} \mathbb{J}_{1}(n, k, m, q) \tag{7}
\end{align*}
$$

where

$$
\begin{aligned}
& \mathbb{J}_{1}(n, k, m, q) \\
& =\frac{\sqrt{a \beta_{1} \beta_{2}} \Gamma(n+2) \Gamma(m+1)}{2 b(-1)^{\alpha_{1}+k-q+1}} \frac{d^{\alpha_{1}+k-q+1}}{d t^{\alpha_{1}+k-q+1}} \\
& \quad \times\left\{e^{\frac{b t}{2 a}} \mathcal{W}_{-\frac{n+m+2}{2}, \frac{n-m+1}{2}}\left(\frac{b\left(t-\sqrt{t^{2}-\frac{4 a}{\beta_{1} \beta_{2}}}\right)}{2 a}\right)\right. \\
& \left.\left.\quad \times \mathcal{W}_{-\frac{n+m+2}{2}, \frac{n-m+1}{2}}^{2 a}\right)\right\}\left.\right|_{t \dot{=}+\frac{1}{\beta_{1}}+\frac{a}{\beta_{2}}}
\end{aligned}
$$

The mgf can be obtained in a more compact form as follows whenever $(a \neq 0, b=0)$ :

$$
\begin{equation*}
M_{\Lambda}(s)=1-2 s \sum_{n=0}^{\alpha_{1}-1} \sum_{k=0}^{\alpha_{2}-1} \sum_{m=0}^{k} C_{1}(n, k, m) \mathbb{J}_{3}(n, k, m) a^{\frac{n+m+1}{2}} \tag{8}
\end{equation*}
$$

where

$$
\begin{align*}
& \mathbb{J}_{3}(n, k, m) \\
& =\frac{\sqrt{\pi} \Gamma\left(\alpha_{1}+k+n-m+2\right) \Gamma\left(\alpha_{1}+k-n+m\right)}{\Gamma\left(\alpha_{1}+k+\frac{3}{2}\right)} \\
& \times\left(\frac{16 a}{\beta_{1} \beta_{2}}\right)^{\frac{n-m+1}{2}} \\
& \times \frac{{ }_{2} \mathcal{F}_{1}\left(\alpha_{1}+k+n-m+2, n-m+\frac{3}{2} ; \alpha_{1}+k+\frac{3}{2} ; \bar{s}\right)}{\left(s+\left(\sqrt{\frac{1}{\beta_{1}}}+\sqrt{\frac{a}{\beta_{2}}}\right)^{2}\right)^{\alpha_{1}+k+n-m+2}} \\
& \text { and } \bar{s}=\left(s+\left(\sqrt{1 / \beta_{1}}-\sqrt{a / \beta_{2}}\right)^{2}\right) /\left(s+\left(\sqrt{1 / \beta_{1}}+\sqrt{a / \beta_{2}}\right)^{2}\right) . \\
& \text { Case } a=0 \text { : } \\
& M_{\Lambda}(s)=1-2 s \sum_{n=0}^{\alpha_{1}-1} \sum_{k=0}^{\alpha_{2}-1} C_{2}(n, k) \mathbb{J}_{2}(n, k)  \tag{9}\\
& \text { where } \\
& \begin{aligned}
\mathbb{J}_{2}(n, k)= & \frac{\Gamma\left(\alpha_{1}+1\right) \Gamma\left(\alpha_{1}+k-n\right)}{2 \sqrt{\frac{b}{\beta_{1} \beta_{2}}}}\left(s+\frac{1}{\beta_{1}}\right)^{\frac{n-k-2 \alpha_{1}}{2}} \\
& \quad \times e^{\frac{b}{2 \beta_{2}\left(1+\beta_{1} s\right)}} \mathcal{W}_{\frac{n-2 \alpha_{1}-k}{2}}, \frac{n-k+1}{2} \\
& \left(\frac{b}{\beta_{2}\left(1+\beta_{1} s\right)}\right) .
\end{aligned}
\end{align*}
$$

Proof: See the Appendix.
Although (7) appears complicated, it is in closed form, because higher order derivatives of arbitrary order are known for the Whittaker $W$ function. The expression can be expanded without much difficulty for given $\alpha_{1}, \beta_{1}, \alpha_{2}, \beta_{2}, a$, and $b$, using the generalized Leibniz rule for higher derivatives. Moreover, widely available technical computing software such as MAPLE, MATHEMATICA, and MATLAB readily provides tools for straightforward symbolic evaluation of (7). The numerical results for this paper were produced through the symbolic evaluation of (7) by using MATHEMATICA.


Fig. 1. PDF of the received $\operatorname{SNR} \lambda\left(\alpha_{1}=3, \beta_{1}=2, \alpha_{2}=4, \beta_{2}=1\right)$. Legend: channel-noise assisted ( $a=1, b=1$ ), channel assisted ( $a=1, b=0$ ), blind ( $a=0, b=1$ ), and nonstandard ( $a=0.5, b=1$ ).

## IV. Numerical Results

Theorems 1-3 are verified through Monte Carlo simulation. We consider a nonidentical fading case $\left(\alpha_{1}=3, \beta_{1}=2, \alpha_{2}=4\right.$, $\beta_{1}=1$ ) under four AF relaying schemes: channel-noise assisted $(a=1, b=1)$, channel assisted $(a=1, b=0)$, blind $(a=0, b=1)$, and nonstandard $(a=0.5, b=1)$. The nonstandard scheme we have considered here is a scheme chosen to perform in between channelassisted and blind relaying.

The mgf for the case $(a \neq 0, b \neq 0)$ was implemented in MATHEMATICA, while all other computations were carried out using MATLAB. Monte Carlo simulations were carried out by averaging over $10^{7}$ sample points.

Fig. 1 depicts the pdf of the received SNR. The pdf's of channelassisted and channel-noise-assisted schemes closely agree. This justifies the approximation of the latter by the former [13]. Blind relaying shows the highest dispersion.

The cdf of the received SNR is shown in Fig. 2. Channel-noiseassisted relaying, which is more conservative with respect to transmit power, has the highest probability of outage; while blind relaying with $b=1$ suffers the least outage.

Fig. 3 shows the mgf for the same schemes. As observed before in the cases of the pdf and the ccdf, the mgf curves for channel-assisted and channel-noise-assisted relaying closely agree. This justifies the use of the mgf for channel-assisted relaying to approximate that for channel-noise-assisted relaying when analyzing maximal-ratiocombined multiple-relayed branch systems. Blind relaying, which shows the highest dispersion of $\Lambda$, exhibits, as expected, the fastest rate of decay in the mgf. Figs. 1-3 show the curve for the case ( $a=0.5, b=1$ ) lying in between those of blind and channel-assisted relaying.

All analytical results are observed to agree well with the corresponding Monte Carlo simulations, supplementing the mathematical proofs and reinforcing the correctness of the theorems.

## V. Conclusion

This paper has presented a general received SNR model for two-hop AF relaying that encompasses much analyzed conventional channel-noise-assisted, channel-assisted, and blind relay configurations as


Fig. 2. CCDF of the received $\operatorname{SNR} \lambda\left(\alpha_{1}=3, \beta_{1}=2, \alpha_{2}=4, \beta_{2}=1\right)$. Legend: channel-noise assisted $(a=1, b=1)$, channel assisted $(a=1, b=0)$, blind ( $a=0, b=1$ ), and nonstandard ( $a=0.5, b=1$ ).


Fig. 3. MGF of the received $\operatorname{SNR}\left(\alpha_{1}=3, \beta_{1}=2, \alpha_{2}=4, \beta_{2}=1\right)$. Legend: channel-noise assisted ( $a=1, b=1$ ), channel assisted $(a=1, b=0)$, blind ( $a=0, b=1$ ), and nonstandard ( $a=0.5, b=1$ ).
special cases. Moreover, the model is flexible and general enough so that independent power allocations for source and relay can be treated. Based on the model, a unified performance analysis has been provided for the case of nonidentical Nakagami- $m$ fading links. The exact closed-form cdf, pdf, and mgf expressions have been derived. The results have been analytically proved and verified through Monte Carlo simulation. For brevity, our analysis only consider the case of integer $m$. The results may prove useful not only in performance analysis problems but in power allocation and other topics for relay systems as well.

## Appendix

## Proofs of the Results

The proofs of Theorems 1 and 3 are presented here in a concise form. Let random variable $\Lambda$ be denoted by (1), where
$\gamma_{1} \sim \operatorname{Gamma}\left(\alpha_{1}, \beta_{1}\right)$ and $\gamma_{2} \sim \operatorname{Gamma}\left(\alpha_{2}, \beta_{2}\right)$, such that $\alpha_{1}, \alpha_{2} \in$ $\mathbb{Z}^{+}$, and $\beta_{1}, \beta_{2}>0$. Their pdf and ccdf are given for $i \in\{1,2\}$ by

$$
\begin{equation*}
f_{\gamma_{i}}(x)=\frac{x^{\alpha_{i}-1} e^{-\frac{x}{\beta_{i}}}}{\Gamma\left(\alpha_{i}\right) \beta_{i}^{\alpha_{i}}} ; \quad \bar{F} \gamma_{i}(x)=e^{-\frac{x}{\beta_{i}}} \sum_{k=0}^{\alpha_{i}-1} \frac{\left(\frac{x}{\beta_{i}}\right)^{k}}{k!} . \tag{10}
\end{equation*}
$$

## A) Proof: CDF of $\Lambda$ :

Theorem 1: Let $\mathcal{P}\{A\}$ denote the probability of an event $A$. The cdf can be derived as follows:

$$
\begin{aligned}
& F_{\Lambda}(\lambda)= \mathcal{P}\left\{\frac{\gamma_{1} \gamma_{2}}{a \gamma_{1}+\gamma_{2}+b} \leq \lambda\right\} \\
&= \int_{0}^{\lambda} \mathcal{P}\left\{\gamma_{2} \geq \frac{(a x+b) \lambda}{x-\lambda}\right\} \\
&=1 \\
&+f_{\gamma_{1}}(x) d x \\
&= \int_{\lambda}^{\infty} \mathcal{P}\left\{\gamma_{2} \leq \frac{(a x+b) \lambda}{x-\lambda}\right\} \cdot f_{\gamma_{1}}(x) d x \\
&=-\int_{\lambda}^{\infty} \bar{F}_{\gamma_{2}}\left(\frac{(a x+b) \lambda}{x-\lambda}\right) \cdot f_{\gamma_{1}}(x) d x
\end{aligned}
$$

Substituting from (10) and simplifying with $u=x-\lambda$, we find
$\bar{F}_{\Lambda}(\lambda)=\frac{e^{-\left(\frac{1}{\beta_{1}}+\frac{a}{\beta_{2}}\right) \lambda} \lambda^{\alpha_{1}-1}}{\Gamma\left(\alpha_{1}\right) \beta_{1}^{\alpha_{1}}} \sum_{k=0}^{\alpha_{2}-1} \frac{\left(\frac{\lambda}{\beta_{2}}\right)^{k}}{k!}$

$$
\begin{equation*}
\times \int_{0}^{\infty}\left(a+\frac{a \lambda+b}{u}\right)^{k}\left(1+\frac{u}{\lambda}\right)^{\alpha_{1}-1} e^{-\left(\frac{u}{\beta_{1}}+\frac{\lambda(a \lambda+b)}{\beta_{2} u}\right)} d u \tag{11}
\end{equation*}
$$

Case $a \neq 0$ : Binomial expansion of the terms $(a+(a \lambda+$ $b / u))^{k}$ and $(1+(u / \lambda))^{\alpha_{1}-1}$ reduces (11) to a nested sum of manageable integrals

$$
\begin{aligned}
\bar{F}_{\Lambda}(\lambda)= & \frac{e^{-\left(\frac{1}{\beta_{1}}+\frac{a}{\beta_{2}}\right) \lambda} \lambda^{\alpha_{1}-1}}{\Gamma\left(\alpha_{1}\right) \beta_{1}^{\alpha_{1}}} \sum_{k=0}^{\alpha_{2}-1} \frac{\left(\frac{\lambda}{\beta_{2}}\right)^{k}}{k!} \\
& \times \sum_{m=0}^{k}\binom{k}{m} a^{k-m}(a \lambda+b)^{m} \sum_{n=0}^{\alpha_{1}-1}\binom{\alpha_{1}-1}{n} \lambda^{-n} \\
& \times \int_{0}^{\infty} u^{n-m} e^{-\left(\frac{u}{\beta_{1}}+\frac{\lambda(a \lambda+b)}{\beta_{2} u}\right)} d u .
\end{aligned}
$$

Substituting $\nu \doteq n-m+1, \beta \doteq \lambda(a \lambda+b) / \beta_{2}$, and $\gamma \doteq 1 / \beta_{1}$ in [12, 3.471.9] yields (2) after some simplification.

Case $a=0$ : Equation (11) reduces to

$$
\begin{aligned}
\bar{F}_{\Lambda}(\lambda)=\frac{e^{-\frac{\lambda}{\beta_{1}}} \lambda^{\alpha_{1}-1}}{\Gamma\left(\alpha_{1}\right) \beta_{1}^{\alpha_{1}}} & \sum_{k=0}^{\alpha_{2}-1} \frac{\left(\frac{\lambda}{\beta_{2}}\right)^{k}}{k!} \\
& \times \int_{0}^{\infty}\left(\frac{b}{u}\right)^{k}\left(1+\frac{u}{\lambda}\right)^{\alpha_{1}-1} e^{-\left(\frac{u}{\beta_{1}}+\frac{b \lambda}{\beta_{2} u}\right)} d u .
\end{aligned}
$$

Binomial expansion of the term $(1+(u / \lambda))^{\alpha_{1}-1}$ and the use of [12, 3.471.9] with $\nu \doteq n-k+1, \beta \doteq b \lambda / \beta_{2}$, and $\gamma \doteq 1 / \beta_{1}$ produce (3).

## B) Proof: MGF of $\Lambda$ :

Theorem 3: The mgf can be derived using (6) and the ccdf results in Theorem 1.

Case $a \neq 0$ :

$$
\begin{align*}
M_{\Lambda}(s)= & 1-2 s \sum_{n=0}^{\alpha_{1}-1} \sum_{k=0}^{\alpha_{2}-1} \sum_{m=0}^{k} C_{1}(n, k, m) \\
& \times \int_{0}^{\infty} e^{-\left(s+\frac{1}{\beta_{1}}+\frac{a}{\beta_{2}}\right) x}\left(a+\frac{b}{x}\right)^{\frac{n+m+1}{2}} \\
& \times x^{\alpha_{1}+k} K_{n-m+1}\left(2 \sqrt{\frac{x(a x+b)}{\beta_{1} \beta_{2}}}\right) d x . \tag{12}
\end{align*}
$$

Since (12) is not mathematically tractable, its terms are rearranged by separating out a factor $(a+(b / x))^{n+m+2}$ in the integrand and performing binomial expansion on it. It is then arranged into a Laplace transformation that is simplified using the identities in [14, 4.1.6] and [14, 4.17.20].

Case $a \neq 0, b=0$ : By setting $b=0$, (12) can be reduced to a manipulable form. Applying [12, 6.621.3] with $\mu \doteq \alpha_{1}+k+1$, $\alpha \doteq s+\left(1 / \beta_{1}\right)+\left(a / \beta_{2}\right), \nu \doteq n-m+1, \quad$ and $\beta \doteq 2 \sqrt{a / \beta_{1} \beta_{2}}$, one gets (8).

Case $a=0$ : Setting $a=0$ in (12) and applying [12, 6.621.3] with $\alpha \doteq s+\left(1 / \beta_{1}\right), \nu \doteq n-k+1, \mu \doteq 2 \alpha_{1}+k-n$, and $\beta \doteq$ $2 \sqrt{b / \beta_{1} \beta_{2}}$, we get (9).
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## An Asymptotic Maximum Likelihood for Joint Estimation of Nominal Angles and Angular Spreads of Multiple Spatially Distributed Sources
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#### Abstract

This paper proposes a large-sample approximation of the maximum likelihood (ML) criterion for the joint estimation of nominal directions and angular spreads in the presence of multiple spatially spread sources. The key idea is the concentration on the exact likelihood function by replacing the parametric nuisance estimate, which depends on all unknown parameters at the critical point, by another estimate relying on only the angles of interest, such as nominal angles and angular spreads. Rather than the $\left(3 N_{S}+1\right)$-dimensional optimization required by the exact ML estimator, the proposed large-sample approximation allows $2 N_{S}$-dimensional search, where $N_{S}$ is the number of sources. To demonstrate the proposed estimator, numerical results are conducted for the illustration of estimation error variance. In the non-asymptotic region, the proposed estimator outperforms previous approaches adopting the $2 N_{S}$-dimensional search.


Index Terms-Direction finding, local scattering, maximum likelihood (ML) estimator.

## I. INTRODUCTION

Sensor array processing plays a prominent role in the propagation of plane waves through a medium. The problem of finding the directions impinging on an array antenna or sensor array, namely, direction finding or direction-of-arrival (DoA) estimation, has been of interest for several decades [1]. This is because the direction is a useful parameter for several systems, such as wireless communications, radar, navigation, etc. Several works in the DoA estimation are based on the maximum likelihood (ML) criterion because this method can provide optimal performance in terms of asymptotic unbiasedness and statistical efficiency [1]-[3]. At the critical point of the likelihood function, an optimization search seems computationally intensive. To reduce the optimization task, the weighted least square (WLS)

[^2]criterion is considered instead of the likelihood function [4]. Such a replacement idea stems from the fact that both ML and WLS methods yield the same asymptotic performance (see, e.g., [5, pp. 127-128] and [6, pp. 566-567]). Since the solution of the WLS criterion is often separable, the nuisance parameter elimination can reduce the effort of the optimization.

In the presence of local scattering around the vicinity of a source, each incoming signal consists of three individual parameters, such as nominal direction, angular spread, and the power observed by the sensor array, which render $\left(3 N_{S}+1\right)$ parameters, including the noise variance in the model, where $N_{S}$ is the number of sources. Since the exact likelihood function cannot explicitly be derived in a concentrated form [7], the large dimension of the optimization search possibly makes the implementation infeasible. Based on this restriction, an autoregressive model, which amounts to $2 N_{S}$ dimensions [8] (see also [9] and [10] for wideband signals and [11]-[14] for single source), is considered to reduce the computation. Although the dimension of the parameter space in [8] can be reduced, there exists the mismodeled parameterization of spatial fading. The exponential model is therein preassigned to model the underlying coherent loss function, which cannot cope with most angle deviation models whose spatial fading correlation is, in some environments, not exponential as in [8] and [15]. Therefore, the mismodeled estimation results in a performance that deviates from the inherent accuracy limitation. Regarding some relevant approaches, the techniques formulating the least square (LS) fit of array covariance matrices are proposed to account for a multiplesource case [16], [17]. However, the model is based on wavefront perturbation, which is not a function of the angular spread. Furthermore, the error variance of the LS estimator is worse than that of the WLS estimator and cannot asymptotically attain the Cramér-Rao bound (CRB) [9], [15].

Herein, the source-localization problem is the estimation of the nominal angles and their associating angular spreads, whereas the nuisance parameters are the received signal powers (channel gains and signal powers) and the noise variance. The angular spreads are included in the estimation because they provide an important impact on the link quality in wireless communications [18]. By replacing the exact likelihood in [7], which is computationally intensive, by its asymptotically consistent estimate, the localization of multiple spatially distributed sources can be conducted. It can be observed that the nuisance parameter depends on all parameters in the considered model. Since it is difficult to compute the exact solution at this point, an approximate value of the nuisance parameter is preferred in the aspect of the computational complexity. As a consequence, it is reasonable for a simple calculation at the critical point to replace the true covariance matrix by an approximate quantity. Furthermore, to hold the statistical efficiency, the nominal angle estimate from such an array covariance approximation should be equivalent to that given by the exact ML estimation. Due to both concerns, i.e., the computational complexity and the statistical efficiency, the motivation of large-sample approximation thus stems from the consistency available from a sample covariance matrix. The estimate in this way would probably be equivalent in large sample to that provided by the exact likelihood.

Some notations are involved, as follows: $\imath=\sqrt{-1}$ is the unit imaginary number. $\triangleq$ denotes the equality by definition. $(\cdot)^{\top}$ is the transpose. $(\cdot)^{\mathrm{H}}$ is the Hermitian transpose. $\delta_{\text {., }}$ is the Kronecker delta function. $\mathcal{E}\langle\cdot\rangle$ denotes the statistical expectation operator. $f\left(\delta_{\phi} \mid 0 ; \sigma_{\phi}^{2}\right)$ denotes the conditional probability density function (pdf) for the random deviation $\delta_{\phi}$ given the a priori knowledge of zero mean and the angular spread $\sigma_{\phi} . \sqcap_{x}\left[a_{1}, a_{2}\right]$ is a unit function defined by $\sqcap_{x}\left[a_{1}, a_{2}\right]=0 ; x<a_{1}, 1 ; a_{1} \leq x \leq a_{2}, 0 ; x>a_{2} . \mathcal{F}(\cdot)$ is the
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