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Abstract—Wireless multimedia sensor networks (WMSNs) are expected to support multimedia services such as delivery of video and audio streams. However, due to the relatively stringent quality-of-service (QoS) requirements of multimedia services (e.g., high transmission rates and timely delivery) and the limited wireless resources, it is possible that not all the potential sensor nodes can be admitted into the network. Thus, node admission is essential for WMSNs, which is the target of this paper. Specifically, we aim at the node admission and its interaction with power allocation and link scheduling. A cross-layer design is presented as a two-stage optimization problem, where at the first stage the number of admitted sensor nodes is maximized, and at the second stage the network lifetime is maximized. Interestingly, it is proved that the two-stage optimization problem can be converted to a one-stage optimization problem with a more compact and concise mathematical form. Numerical results demonstrate the effectiveness of the two-stage and one-stage optimization frameworks.

Index Terms—Admission control, cross-layer design, wireless multimedia sensor networks (WMSNs).

I. INTRODUCTION

IN ADDITION to low-rate delay-tolerant applications, wireless sensor networks (WSNs) are also expected to support multimedia services such as delivery of video and audio streams, which are referred to as wireless multimedia sensor networks (WMSNs) [1]. The WMSNs are expected to support quality-of-service (QoS) such as relatively high data rate and timely delivery. On one hand, similar to the case in traditional WSNs, resource management protocols such as power allocation, link scheduling, and routing in WMSNs interact with each other and, thus, should be jointly designed in a cross-layer manner. On the other hand, the stringent QoS requirements of multimedia services determine that node admission is necessary in WMSNs. Indeed, in traditional WSNs, the sensor nodes can be densely deployed with no need to predetermine their positions, and thus, node admission is unnecessary [2]. However, this may not work for WMSNs, since the limited bandwidth may not be able to support the high rate and timely multimedia services from all potential sensor nodes. Thus, the problem of admitting as many potential sensor nodes as possible arises in addition to the aforementioned resource management problems (power allocation/link scheduling/routing). Furthermore, node admission and resource management also interact with each other. On one hand, node admission largely depends on the system capacity in the network, which is further affected by resource management. On the other hand, node admission determines the traffic load of the network, which apparently affects the resource management as well. In this paper, the node admission in WMSNs and its interaction with resource management protocols in a cross-layer design model are investigated.

In the existing literature, the cross-layer design of resource management protocols including power allocation, link scheduling, and routing has attracted tremendous attention [3], [4]. A joint routing/link scheduling/power control algorithm based on the minimization of the total average power consumption is presented in [5] for multihop wireless networks. An algorithm is proposed to find subsets of concurrently active links. In [6], a joint link-scheduling and power-control scheme is presented to achieve maximal network throughput, and a polynomial-time heuristic algorithm is developed to solve the problem when fairness is also considered. In [7], the joint design for finding the transmission power and rate in the physical layer, link schedule in the medium access control (MAC) layer, and routing in the network layer is presented to maximize the lifetime of a WSN, with the assumption that each sensor node has the flexibility to adapt its transmission power, modulation scheme, and duty cycle. Similarly, a joint design of routing and MAC is given in [8] to achieve the maximal network lifetime in WSNs. A distributed primal–dual algorithm is provided, in which the primal and dual domains deal with the MAC and routing, respectively. The network lifetime maximization problem is addressed in [9] and [10] for sensor networks with dynamic environments and under different network lifetime criteria. In [11], a joint design of MAC, routing, and energy distribution is investigated for multihop wireless networks.

Different from the aforementioned research efforts, we aim at the node admission that is necessary in WMSNs and its interaction with the aforementioned joint design of power allocation and link scheduling. Specifically, the interaction is formulated as a two-stage optimization problem that admits as many potential sensor nodes as possible and, meanwhile, achieves the maximal network lifetime. Interestingly, we prove that the two-stage optimization problem is equivalent to a one-stage optimization problem. Our approach is applicable for networks containing nodes with low mobility. An example of
such networks is a WMSN for multimedia sharing with fixed user locations.

The rest of this paper is organized as follows. The network model is given in Section II. The two-stage and equivalent one-stage cross-layer designs with node admission in WMSNs are presented in Section III. Numerical results are given in Section IV, followed by concluding remarks in Section V.

II. NETWORK MODEL

For a WMSN, let \( \mathcal{N} \) denote the set of potential sensor nodes. If admitted, each node not only transmits its own traffic but also helps relay traffic from its neighboring nodes to the traffic sink. Therefore, multihop relay is assumed. Let \( \mathcal{L} \) denote the set of unidirectional one-hop links in the WMSN. Each potential sensor node \( n \in \mathcal{N} \), if admitted, generates traffic at a source rate \( r_n \).

All the admitted sensor nodes share a single frequency band. Hence, each node cannot simultaneously transmit and receive. Further, a unicast network is assumed, i.e., among all the outgoing links from a node, at most one can be active at a time. In this context, a time-division multiple-access (TDMA) schedule is feasible for the admitted nodes to transmit. In a TDMA schedule, time is partitioned into fixed-length frames, and a frame consists of \( J \) time slots. The resource allocation schedule repeats from one frame to another. In a frame, an admitted node can be active in one or more slots. When active at a slot, a node can transmit at a unit rate with the transmission time. In this context, a time-division multiple-access (TDMA) schedule repeats from one frame to another. In a frame, an admitted node can be active in one or more slots. When active at a slot, a node can transmit at a unit rate with the transmission power ranging from 0 to \( P_{\text{max}} \). Specifically, let \( s^l_j = 1 \) indicate that link \( l \in \mathcal{L} \) is active at slot \( j \in J = \{1, 2, \ldots, J\} \), and let the corresponding transmission power be \( P^l_j \in (0, P_{\text{max}}] \). Similarly, let \( s^l_j = 0 \) indicate that link \( l \) is inactive at slot \( j \), and thus, the corresponding transmission power is \( P^l_j = 0 \). For a node \( n \), let \( \mathcal{O}(n) \) and \( \mathcal{I}(n) \) denote the sets of outgoing and incoming links, respectively. The difference between an admitted node’s outgoing and incoming traffic is exactly the source traffic from that node, i.e.,

\[
\sum_{l \in \mathcal{O}(n)} s^l_j / J - \sum_{l \in \mathcal{I}(n)} s^l_j / J = r_n, \quad n \in \mathcal{N}.
\]

Let \( E_n \) denote the initial energy supply at node \( n \). Thus, if node \( n \) is admitted, then we have

\[
T_n \sum_{l \in \mathcal{O}(n)} \sum_{j=1}^J P^l_j t_{\text{slot}} \leq E_n
\]

where \( t_{\text{slot}} \) is the duration of a time slot, and \( T_n \) is the lifetime (unit: time frames) of node \( n \). Here, we do not consider the energy consumption associated with packet reception, which can actually be straightforwardly added to the problem formulation.

The network lifetime \( \text{T}_{\text{net}} \) (unit: time frames) is defined as the maximal time duration when all the admitted nodes function well, i.e., the time until the moment when the first sensor node dies. This definition is particularly feasible for WMSNs, since in many WMSN applications such as traffic avoidance/control systems and health care delivery systems [1], the data from each sensor node are required at the traffic sink. Thus, it is critical to keep all the admitted sensor nodes functioning well during the lifetime of the network.

In the WMSN, each active link should be guaranteed with a certain level of transmission accuracy. Thus, a minimum signal-to-interference-plus-noise ratio (SINR) is required for each active link. Specifically, for \( s^l_j = 1 \), we should have

\[
\text{SINR}^l_j = \frac{P^l_j h_{kl}}{\sum_{k \in \mathcal{L}, k \neq l} P^l_j h_{kl} + \eta_l} \geq \Gamma
\]

where \( \text{SINR}^l_j \) is the SINR for link \( l \) at slot \( j \), \( h_{kl} \) is the path gain from link \( k \’s \) transmitter to link \( l \’s \) receiver, \( \eta_l \) is the background noise power at link \( l \’s \) receiver, and \( \Gamma \) is the required SINR threshold.

III. NETWORK LIFETIME MAXIMIZATION WITH NODE ADMISSION

A. Cross-Layer Optimization Framework Without Node Admission

Cross-layer optimization is a powerful tool for the design of power allocation and link scheduling in multihop wireless networks [12], [13]. For a WMSN, if all the potential sensor nodes are admitted, then a network lifetime maximization problem can be formulated as follows:

\[
\max_{(P^l_j), (s^l_j), T_{\text{net}}} \quad T_{\text{net}}
\]

subject to:

\[
T_{\text{net}} \sum_{l \in \mathcal{O}(n)} \sum_{j=1}^J P^l_j t_{\text{slot}} \leq E_n, \quad n \in \mathcal{N}
\]

\[
\sum_{l \in \mathcal{O}(n)} \sum_{j=1}^J s^l_j - \sum_{l \in \mathcal{I}(n)} \sum_{j=1}^J s^l_j = J r_n, \quad n \in \mathcal{N}
\]

\[
\sum_{l \in \mathcal{O}(n)} s^l_j + \sum_{l \in \mathcal{I}(n)} s^l_j \leq 1, \quad n \in \mathcal{N}, \quad j \in J
\]

\[
P^l_j h_{kl} \geq \Gamma \cdot \sum_{k \in \mathcal{L}, k \neq l} P^k_j h_{kl} + \Gamma \eta_l + C (s^l_j - 1), \quad l \in \mathcal{L}, \quad j \in J
\]

\[
0 \leq P^l_j \leq P^l_{\text{max}}, \quad l \in \mathcal{L}, \quad j \in J
\]

\[
s^l_j \in \{0, 1\}, \quad l \in \mathcal{L}, \quad j \in J
\]

where the constraint (3d) means that, at any time, at most one link with node \( n \) is active, and the constraint (3e) is equivalent to (2), in which \( C \) is a constant that satisfies

\[
C \geq \Gamma (|\mathcal{L}| - 1) P_{\text{max}} \cdot \max_{k,l} \{h_{kl}\} + \Gamma \cdot \max_l \{\eta_l\}
\]

where \( |\mathcal{L}| \) denotes the number of elements in \( \mathcal{L} \). Constraint (3e) is equivalent to constraint (2) for the following reasons.
constraint (3e), we have the following.

1) When link \( l \) is scheduled to be activate in time slot \( j \), i.e., \( s_j^l = 1 \), constraint (3e) can exactly be rewritten as constraint (2).
2) When link \( l \) is not scheduled in time slot \( j \), i.e., \( s_j^l = 0 \), the constraint (3e) is satisfied at any scenario as long as the constant \( C \) is larger than the lower bound given earlier.

Therefore, constraints (2) and (3e) are equivalent. Introducing a new variable

\[ B = 1/T_{\text{net}} \]

the optimization problem (3a)–(3g) can be rewritten as

\[
\min \{ P_j^l, s_j^l \}, B \quad (4a)
\]
subject to:

\[
\sum_{l \in \mathcal{C}(n)} \sum_{j=1}^J P_j^l \leq E_{n, f_{\text{slot}}}, B, \quad n \in \mathcal{N} \quad (4b)
\]
Constraints (3c)–(3g) (4c)

which is a mixed-integer linear programming (MILP) problem.

B. Network Lifetime Maximization With Node Admission

1) Two-Stage Optimization: The optimization problem (4a)–(4c) may not have a feasible solution. In other words, there may not exist \( \{ P_j^l, s_j^l \}, B \) that satisfies the constraints (4b) and (4c), e.g., the source rates \( r_n \)'s of the nodes cannot be achieved at any TDMA schedule. This may be due to the limited communication resources, for example, when the spectrum bandwidth is not sufficient. Therefore, node admission is necessary when the admitted nodes should be guaranteed with their requested source rates. To ensure the coverage of the WMSN, it is required that some selected nodes should always be admitted and guaranteed with their source rates, which are referred to as higher-priority nodes.\(^1\) The set of higher-priority nodes is denoted as \( \mathcal{N} \). The other nodes are referred to as lower-priority nodes. It is assumed that the source rate requirements of higher-priority nodes can always be guaranteed through the available network resources. Then, the objective of node admission is to find the maximal number \( N^+ \) of lower-priority nodes that can be admitted into the WMSN. For each node \( n \in \mathcal{N} \setminus \mathcal{N}^+ \), define \( y_n \), as the activity factor where \( y_n = 1 \) if node \( n \) is admitted and \( y_n = 0 \) otherwise. After the maximal number \( N^+ \) is determined, it is also necessary to maximize the network lifetime \( T_{\text{net}} \). Therefore, the aforementioned strategy can be expressed in mathematical form as the following two-stage optimization problem.

\[ \max \{ P_j^l, s_j^l \}, (y_n) \sum_{n \in \mathcal{N} \setminus \mathcal{N}^+} y_n \quad (5a) \]
subject to

\[
\sum_{j=1}^J s_j^l = J, n \in \mathcal{N}^+ \quad (5b)
\]
Constraints (3e)–(3g) (5c)

The constraint (5b) means that all the higher-priority nodes should be admitted. If a lower-priority node \( n \) is not admitted, then \( y_n = 0 \), the constraint (5c) means that node \( n \) does not inject traffic into the network, and the constraint (5d) means that node \( n \) does not relay traffic for its neighboring nodes, where \( D \) is a constant that satisfies

\[ D \geq J \cdot \max_{n \in \mathcal{N} \setminus \mathcal{N}^+} |\mathcal{I}(n)|. \]

In other words, lower-priority nodes, if not admitted, will not participate in the multihop relay services. The problem (5a)–(5f) is also an MILP problem. Note that the solution to the optimization problem (5a)–(5f) (i.e., the optimal set of admitted lower-priority nodes) that provides maximal number of admitted lower-priority nodes (i.e., \( N^+ \)) is not unique in general. Hence, among the multiple solutions, i.e., the multiple admitted lower-priority node sets (each of which has totally \( N^+ \) lower-priority nodes), it is desired to select a set that leads to the maximal network lifetime, as shown in the second stage.

Stage 2—Network lifetime maximization: For each set of admitted lower-priority nodes obtained from the first stage, the following subproblem needs to be solved:

\[
\min \{ P_j^l, s_j^l \}, B \quad (6a)
\]
subject to:

Constraints (4b), (5b)–(5d), and (5f). (6b)

Among all the admitted lower-priority node sets, we select the set whose associated subproblem (6a)–(6b) has the smallest optimal \( B \) value. The power allocation and transmission schedule of the admitted node set (i.e., \( \{ P_j^l, s_j^l \} \)) can also be obtained by solving the associated subproblem.

It can be seen from the design process that the design priority is to admit as many nodes as possible. We select the set of nodes that has the largest number of elements and, at the same time, leads to the maximal network lifetime. A similar
node-admission principle has first been used in [14] for down-
link cellular beamforming.

2) Equivalent One-Stage Optimization: The following theorem is in order.

Theorem 1: The two-stage optimization problem (5a)–(5f) and (6a)–(6b) is equivalent to the following one-stage optimization problem:

\[
\max \left\{ p^j \right\}, \left\{ s^j \right\}, (y_n), B \quad \sum_{n \in N} y_n - (1 - \beta)B \tag{7a}
\]

subject to

Constraints (4b) and (5b)–(5f) \tag{7b}

where

\[
\beta \in \left[ \frac{1}{1 + T_{\min}}, 1 \right]
\]

is a constant

\[
T_{\min} = \min_{n \in N} \frac{E_n}{|O(n)| J P_{\max} t_{slot}}
\]

and \(|O(n)|\) denotes the number of elements in \(O(n)\).

Proof: The proof consists of three steps.

In the first step, we prove that the solution of the one-stage problem (7a)–(7b) and the solution of the problem (5a)–(5f) in Stage 1 of the two-stage problem will give the same maximum number of admitted lower-priority nodes.

Let \((N^+, P^+, S^+)\) be an optimal solution to the problem (5a)–(5f), with \(N^+\) being the set of admitted lower-priority nodes, \(P^+\) being the corresponding power allocation and transmission schedule, and \(S^+\) being the set of admitted lower-priority nodes. Since \((N^+, P^+, S^+)\) is an optimal solution to the one-stage optimization problem (7a)–(7b), with \(N^+\) being the set of admitted lower-priority nodes, \(P^+\) and \(S^+\) being the corresponding power allocation and transmission schedule, and \(B^+\) being the inverse network lifetime, the number of admitted lower-priority nodes being \(|N^+| = N^+\). The optimal objective value of the problem (7a)–(7b) is given by

\[
\mathcal{V}^+ = \beta N^+ - (1 - \beta)B^+.
\]

In the following, we prove using contradiction that \(N^+ = N^+\).

Suppose \(N^+ < N^+\). Since both \(N^+\) and \(N^+\) are integers, we have

\[
N^+ - N^+ \geq 1.
\]

Define

\[
B^+ = \max_{n \in N} \frac{\sum_{l \in O(n)} \sum_{j=1}^J P_{l+} t_{slot}}{E_n}.
\]

Then, we have

\[
B^+ \leq \max_{n \in N} \frac{|O(n)| J P_{\max} t_{slot}}{E_n} = \frac{1}{T_{\min}}.
\]

Apparently, \((N^+, P^+, S^+, B^+)\) satisfies constraints (4b) and (5b)–(5f), and thus, it is a feasible solution to the one-stage optimization problem (7a)–(7b), with the objective value being

\[
\mathcal{V}^+ = \beta N^+ - (1 - \beta)B^+.
\]

Further, we have

\[
\mathcal{V}^+ - \mathcal{V}^* = \beta(N^+ - N^*) + (1 - \beta)(B^* - B^+)
\]

\[
> \beta - (1 - \beta) \frac{1}{T_{\min}}
\]

\[
= \left(1 + \frac{1}{T_{\min}}\right) \beta - \frac{1}{T_{\min}}
\]

\[
\geq \left(1 + \frac{1}{T_{\min}}\right) \frac{1}{T_{\min}} - \frac{1}{T_{\min}} = 0.
\]

The first inequality in (11) holds because

\[
N^+ - N^* \geq 1
\]

\[
B^* - B^+ > -B^* \geq -1/T_{\min}
\]

and the second inequality in (11) holds because

\[
\beta \in \left[ \frac{1}{1 + T_{\min}}, 1 \right].
\]

Inequality (11) contradicts the fact that \((N^+, P^+, S^+, B^+)\) is an optimal solution to the one-stage problem (7a)–(7b). Therefore, we should have \(N^+ \geq N^+\).

On the other hand, since \((N^+, P^+, S^+, B^+)\) is an optimal solution to the problem (5a)–(5f), \((N^+, P^+, S^+)\) satisfies the constraints (5b)–(5f). This means that \((N^+, P^+, S^+)\) is also a feasible solution to the problem (5a)–(5f). Since \((N^+, P^+, S^+)\) is an optimal solution to the problem (5a)–(5f), we have \(|N^+| = N^+ \geq |N^*| = N^*. Together with the fact that \(N^* \geq N^+\), it can be concluded that \(N^* = N^+\).

In the second step, we prove that the optimal power allocation, transmission schedule, and inverse network lifetime \((P^+, S^+, B^+)\) obtained from the one-stage problem (7a)–(7b) is also an optimal solution to the subproblem (6a)–(6b) associated with the admitted lower-priority node set \(N^*\). We again use proof by contradiction. Suppose \((P^+, S^+, B^+)\) is an optimal solution to the subproblem (6a)–(6b) associated with the admitted lower-priority node set \(N^*\), and \(B^+ < B^*. Since \((N^*, P^+, S^+, B^+)\) satisfies (6b), it also satisfies (7b). Thus, it is a feasible solution to the one-stage problem (7a)–(7b), with the objective value being

\[
\mathcal{V}^+ = \beta N^* - (1 - \beta)B^+ > \beta N^* - (1 - \beta)B^* = \mathcal{V}^*
\]

which contradicts the fact that \((N^*, P^+, S^+, B^+)\) is an optimal solution to the problem (7a)–(7b). Therefore, it can be
concluded that \((P^*, S^*, B^*)\) is an optimal solution to the subproblem (6a)–(6b) associated with the admitted lower-priority node set \(N^*\).

In the third step, we prove that \(B^*\) is the smallest value among the (multiple) optimal values of the (multiple) subproblems (6a)–(6b) when the number of admitted lower-priority nodes is \(N^* (= N^*)\). We still use proof by contradiction. Suppose \(B^*\) is not the smallest value. Therefore, there exists an admitted lower-priority node set \(N^\dagger\) such that \(|N^\dagger| = N^*\) and \(B^\dagger < B^*\), where \((P^\dagger, S^\dagger, B^\dagger)\) is an optimal solution to the subproblem (6a)–(6b) associated with \(N^\dagger\)\). Apparently, \((N^\dagger, P^\dagger, S^\dagger, B^\dagger)\) satisfies (7b), and thus, it is a feasible solution to the problem (7a)–(7b), with the objective value being

\[
\forall i = \beta N^* - (1 - \beta) B^\dagger > \beta N^* - (1 - \beta) B^* = \gamma^* \tag{13}
\]

which contradicts the fact that \((N^*, P^*, S^*, B^*)\) is an optimal solution to the problem (7a)–(7b). Thus, \(B^*\) must be the smallest value among the (multiple) optimal values of the (multiple) subproblems (6a)–(6b).

From the preceding three steps, it can be concluded that the two-stage optimization problem (5a)–(5f) and (6a)–(6b) is equivalent to the one-stage optimization problem (7a)–(7b).

Lemma 1: The one-stage optimization problem (7a)–(7b) is always feasible.

Proof: In the worst case, only higher-priority nodes are admitted. This means that \(y_n = 0, \forall n \in N \setminus \hat{N}\). Then, the one-stage optimization problem is to maximize the network lifetime when only higher-priority nodes are present. This problem is always feasible since it is assumed that the source rate requirements of higher-priority nodes can always be guaranteed through available network resources.

Both one-stage and two-stage optimization problems are MILP problems and, thus, are NP-hard and have worst-case exponential complexity. The complexity of either problem depends on the dimension that further depends on the network size and topology, the size of the time slots, the number of links, and the data rate requirements. A more detailed complexity analysis is likely intractable. However, only one NP-hard problem is involved in the one-stage implementation, whereas a number of such problems are involved in the two-stage implementation. Solving only one problem reduces the worst-case computation time. In the literature, some standard iterative methods have been developed to solve this class of problems, such as the cutting-plane method, the branch-and-bound method, the branch-and-cut method, etc. [15]. Software packages such as CPLEX [16] are also available to deal with the proposed MILP problems.

Either the two-stage or the one-stage problem with node admission should be solved in a centralized manner. Therefore, the proposed design applies to small- or medium-size WMSNs. For a large-size WMSN, a possible solution is to divide the network into clusters (by methods discussed in [17] and references therein) and apply the proposed design in each cluster. Therefore, the target network of the proposed design is a small- or medium-size WMSN or a cluster in a large-size WMSN.

IV. NUMERICAL RESULTS

Consider a WMSN as shown in Fig. 1. The WMSN has 16 nodes, among which nodes 7, 10, and 11 are the higher-priority nodes. The distance between two neighboring nodes is 100 m. When active at a slot, a node transmits at a unit rate being 2.4 Mb/s. The maximal transmission power of each node is \(P_{\text{max}} = 0.1\) W. For the wireless signal propagation model, we assume that there is no shadowing or fading, and the power at the receiver is attenuated due to path loss, with the path attenuation exponent being equal to 4. In the TDMA schedule, each time frame consists of 24 time slots, i.e., \(J = 24\). The duration of each time slot is \(t_{\text{slot}} = 5\) ms. Each higher-priority node requests a source rate of 200 kb/s. The required SINR threshold for each admitted node is \(\Gamma = 6\). Each node is equipped with a battery with power of 5000 J. The background noise power is \(-90\) dBm. The software package CPLEX is used to find the solutions of the two-stage and one-stage problems.

It is observed that the two-stage and one-stage problems have the same optimal solution. Tables I–III show the number of admitted lower-priority nodes \(N^*\), the admitted lower-priority node set \(N^\dagger\), the maximal network lifetime \(T_{\text{net}}\), and the computation time \(T_{\text{com}}\) (i.e., the time needed by a computer with a 2.4-GHz CPU to solve the one-stage optimization problem) for the cases with the traffic sink being nodes 1, 2, and 6, respectively. It can be seen that, in each case, when the source rate of a lower-priority node increases, the number of admitted lower-priority nodes decreases. However, the network lifetime does not decrease in general, since the number of admitted lower-priority nodes may decrease. When the traffic sink changes from node 1 to node 6, we can see that the network performance (in terms of the number of admitted lower-priority nodes and/or network lifetime) is improved. This is because node 1 is at the corner of the network and, thus, is likely to become a bottleneck. It can also be seen that the computation time may be affected by the network topology, the location of the traffic sink, and the rate requirements of the nodes. Therefore, it is hard to indicate an upper bound of the network size for which CPLEX can work well. However, it is reasonable to expect that CPLEX...
is likely to work well with the target network of the proposed design, i.e., a small- or medium-sized WMSN, or a cluster in a large-sized WMSN.

V. CONCLUSION

Unlike traditional WSNs, the WMSNs bring about new research challenges such as node admission. In this paper, node admission in WMSNs has been studied, and its interaction with power allocation and link scheduling has also been investigated. The two-stage optimization problem and the one-stage equivalent problem have been developed and demonstrated to be effective to obtain the desired performance in a WMSN. Overall, this paper has provided insights in where and how to deploy sensor nodes so that all the nodes can be supported by the limited communication resources in WMSNs.
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