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#### Abstract

Optimization of the switching thresholds for constant-power adaptive five-mode $M$-ary quadrature amplitude modulation ( $M$-QAM) transmission with an amplify-and-forward (AF) relay network is developed. The optimization criterion is the maximization of spectral efficiency subject to an average bit-error-rate (BER) constraint. This approach results in a constant-BER variable-rate $M$-QAM AF relay system, which requires feedback of $\log _{2}(N)$ bits for $N$ modes. The performance analysis is based on an upper bound on the total effective SNR. Expressions are derived for the outage probability, the achievable spectral efficiency, and the error-rate performance for the AF cooperative system over both independent identically distributed (i.i.d.) and non-i.i.d. Rayleigh fading environments. The tightness of the upper bound is validated by Monte Carlo simulation. Adaptive five-mode $M$-QAM with optimum switching levels is shown to offer performance gains of $2-2.5 \mathrm{~dB}$ compared with fixed switching in terms of the transmit SNR to achieve specific spectral efficiency. Furthermore, the spectral efficiency of adaptive five-mode $M$-QAM with optimized switching comes within $\sim 6 \mathrm{~dB}$ of the theoretical Shannon channel capacity. However, this performance gain, which is obtained by employing adaptive $M$-QAM under cooperative diversity, comes at the cost of increased system complexity that is incurred due to the additional complexity of transmitter and receiver design.


Index Terms-Adaptive transmission, amplify and forward (AF), Rayleigh fading.

## I. Introduction

ADAPTIVE transmission techniques have been extensively studied in conjunction with classical (i.e., noncooperative) communication networks. Adaptation effectively exploits the time-varying wireless channel by transmitting at higher speeds and/or higher power under favorable channel conditions and reduced speeds and/or power under poor channel conditions [1]-[5]. For instance, the transmitted power level, the symbol rate, the constellation size, the coding rate/scheme, or any combination of these parameters can be adjusted in

[^0]response to the changing channel conditions [1]-[5]. Such transmitter adaptations in response to signal fading result in higher throughput and better utilization of the channel capacity. For example, adaptive $M$-ary quadrature amplitude modulation ( $M$-QAM) schemes can achieve gains up to 20 dB over nonadaptive transmission [1].

Cooperative diversity utilizes a collection of distributed antennas belonging to multiple users in a network to combat the effects of fading [6], [7]. Although there has been extensive research on cooperative networks (e.g., see [8]-[15] for performance analysis of nonadaptive cooperative networks), the use of adaptive transmission techniques in cooperative networks has not received much attention. Current IEEE 802.16e systems use adaptive modulation, and the developing IEEE 802.16j standard specifies the use of cooperative diversity schemes. Hence, by integrating these two techniques, systems would be able to benefit from adaptive modulation and node cooperation [16], [17].

Moreover, it is to be noted that this form of adaptation is distinct from the conventional resource allocation problems. For example, resource allocation in terms of power and bandwidth for cooperative networks is investigated in [18]-[24]. These publications tend to focus on power-allocation problems, which are formulated by placing a fixed power constraint among the relays and allocating power to different nodes to optimize a performance objective. This requires the channel state information of all the links and fixed source rates, and, as a consequence, it is distinctly different from the adaptive policies that were considered in [1]-[5]. In general, the power-allocation problem has a high overhead when the number of nodes in the network is large. Furthermore, the rate adaptation at the transmitter is not considered in the above publications.

Previous Results: Since a large body of work exists on the performance analysis of (noncooperative) adaptive transmission techniques, only a brief survey is possible here. Several adaptive transmission techniques are analyzed in [1], [3], and [4] for single-antenna systems over Rayleigh and Nakagami fading channels, focusing on spectral efficiency and error-rate performance. In [2], the analysis in [1] and [3] is extended for diversity reception with multiple receive antennas. The work in [2] is extended to correlated Rayleigh fading in [5]. Moreover, it is shown in [25] for the traditional point-to-point links with adaptive $M$-QAM that the spectral efficiency can be increased by optimizing the switching thresholds when compared with fixed-switching thresholds.

In contrast, the performance analysis of adaptive cooperative networks has received much less attention. In [26], adaptive


Fig. 1. Cooperative diversity wireless network with adaptive transmission.
transmission for a single relay (regenerative and nonregenerative) network without the direct path transmission is developed, and the capacity for the Rayleigh fading case is derived. More recently, Nechiporenko et al. [27] have proposed the use of adaptive transmission with an amplify-and-forward (AF) cooperative $m \geq 1$ relay network. Three different adaptive techniques are considered: 1) optimal simultaneous power and rate adaptation; 2) constant power with optimal rate adaptation; and 3) channel inversion with a fixed rate. The closed-form expressions are derived for the capacity of AF relaying over both independent identically distributed (i.i.d.) and non-i.i.d. Rayleigh fading environments under these adaptive techniques. The capacity analysis is based on an upper bound on the total effective SNR at the destination. In [28], the practical technique of adaptive $M$-QAM with fixed-switching thresholds is applied to the cooperative network in [27]. Simultaneously with the work in [27] and [28], Hwang et al. [29] derived the performance analysis of adaptive $M$-QAM for a single incremental AF relay in Nakagami fading. In [29], the same upper bound on the SNR that was used in [27] and [28] is considered, and the spectral efficiency, the bit error rate (BER), and the outage probability are found.

Our Contributions: Motivated by these observations, this paper optimizes the switching thresholds for constant-power ${ }^{1}$ adaptive five-mode $M$-QAM transmission over an AF relay link. The optimization is based on the 1-D Lagrangian optimization method that was developed in [25]. The switching thresholds are optimized to maximize the spectral efficiency such that an average BER constraint is satisfied. We compare the performance of optimal switching thresholds to that of fixed-switching thresholds where an instantaneous BER constraint is enforced. The closed-form expressions for the outage probability, the achievable spectral efficiency, and the BER for the AF cooperative network in i.i.d. and non-i.i.d. Rayleigh fading environments are computed and compared. Note that these results provide a different perspective on the system implementation and analysis from our previous results [27],

[^1]where the Shannon capacity for the nonregenerative cooperative system under adaptive transmission for i.i.d. and non-i.i.d. Rayleigh fading channels is derived. Furthermore, the results of this paper are a more complete analysis of our initial findings that were published in [28], where adaptive $M$-QAM with fixed switching is only considered.

This paper is organized as follows. Section II presents the channel and system model. The analysis of adaptive $M$-QAM is conducted in Section III. In Section IV, the optimization of the switching thresholds is discussed. The numerical results are presented in Section V. Conclusions are given in Section VI.

## II. Channel and System Model

## A. System Model

In the cooperative wireless network of Fig. 1, a source node $S$ communicates with a destination node $D$ via a direct link and through $m$ AF relays $R_{i}, i \in\{1,2, \ldots, m\}$. Communication occurs in two phases. In the first phase, the source transmits signal $x$ to the destination and the relays. The received signals at the destination and at the $i$ th relay are respectively given by

$$
\begin{align*}
r_{s, d} & =h_{s, d} x+n_{s, d}  \tag{1}\\
r_{s, i} & =h_{s, i} x+n_{s, i}, \quad i=1, \ldots, m \tag{2}
\end{align*}
$$

where $h_{s, i}, h_{i, d}$, and $h_{s, d}$ denote the Rayleigh fading channel coefficients between the source and the $i$ th relay, the $i$ th relay and the destination, and the source and the destination, respectively. The additive white Gaussian noise (AWGN) is denoted at the relays as $n_{s, i}$ and at the destination as $n_{s, d}$ and $n_{i, d}$.

The $i$ th relay amplifies the received signal and transmits it to the destination in the second phase of cooperation. During the second phase, the $m$ relays use $m$ orthogonal channels. Without lost of generality, this can be accomplished by using timedivision multiple access [7]. That is, each of the $m$ symbols is transmitted from the relays in a round-robin fashion. The received signal at the destination from the $i$ th relay is

$$
\begin{equation*}
r_{i, d}=G_{i} h_{i, d} r_{s, i}+n_{i, d}, \quad i=1, \ldots, m \tag{3}
\end{equation*}
$$

where $G_{i}$ is the $i$ th relay amplifier gain, chosen as in [7]. $G_{i}^{2}=$ $E_{s} /\left(E_{s}\left|h_{s, i}\right|^{2}+N_{0}\right)$, where $E_{s}$ is the average symbol energy, and $N_{0}$ is the noise variance.

Using maximum-ratio combining at the destination node, the total SNR is easily found as [7]

$$
\begin{equation*}
\gamma_{\text {tot }}=\gamma_{s, d}+\sum_{i=1}^{m} \frac{\gamma_{s, i} \gamma_{i, d}}{\gamma_{s, i}+\gamma_{i, d}+1} \tag{4}
\end{equation*}
$$

where $\gamma_{s, i}=\left|h_{s, i}\right|^{2} E_{s} / N_{0}, \gamma_{i, d}=\left|h_{i, d}\right|^{2} E_{s} / N_{0}$, and $\gamma_{s, d}=$ $\left|h_{s, d}\right|^{2} E_{s} / N_{0}$ are the instantaneous SNRs between $S$ and $R_{i}$, $R_{i}$ and $D$, and $S$ and $D$, respectively.

An upper bound of the total SNR at the destination node can be found as [9], [30]

$$
\begin{equation*}
\gamma_{\mathrm{tot}} \leq \gamma_{s, d}+\sum_{i=1}^{m} \gamma_{i}=\gamma_{\mathrm{ub}} \tag{5}
\end{equation*}
$$

where $\gamma_{i}=\min \left(\gamma_{s, i}, \gamma_{i, d}\right)$. Note that we do not try to derive the probability density function (pdf) of the exact SNR [see (4)]. The main reason is that it is extremely complicated to obtain. Our subsequent analysis exclusively relies on $\gamma_{\mathrm{ub}}$; we provide extensive simulation results in Section V to complement the bounds. A lower bound can be formulated as in [30], where $\gamma_{i}=0.5 \min \left(\gamma_{s, i}, \gamma_{i, d}\right)$. As the lower bound is different from the upper bound only by a factor of one half, the following analysis can easily be extended to the lower bound, but is omitted for brevity. Furthermore, we have chosen to exclude plotting the lower bound in Section V to reduce the clutter of the figures. However, see [27] for accuracy regarding the bounds.

## B. $P D F$

Note that we focus on the Rayleigh fading model to keep the analysis as simple as possible. This paper can be extended to the more general Nakagami fading model; however, this is not attempted here. For brevity, we omit the derivations and simply use the results from [27]. To proceed further, we consider two different cases of fading channel statistics as follows.

1) I.I.D. Rayleigh Fading Channels: In [27], the pdf for i.i.d. Rayleigh fading using the bound of (5) is given as

$$
\begin{equation*}
p_{\gamma_{\mathrm{ub}}}(\gamma)=\frac{\beta_{0}}{\bar{\gamma}_{s, d}} e^{-\frac{\gamma}{\bar{\gamma}_{s, d}}}+\sum_{i=1}^{m} \frac{\beta_{i}(0.5 \bar{\gamma})^{-i}}{(i-1)!} \gamma^{i-1} e^{-\frac{\gamma}{(0.5 \bar{\gamma})}} \tag{6}
\end{equation*}
$$

where $\bar{\gamma}=\mathbf{E}\left\{\left|h_{s, i}\right|^{2}\right\} E_{s} / N_{0}=\mathbf{E}\left\{\left|h_{i, d}\right|^{2}\right\} E_{s} / N_{0}$, and

$$
\begin{align*}
& \beta_{0}=\left(1-\frac{\bar{\gamma}}{2 \bar{\gamma}_{s, d}}\right)^{-m} \\
& \beta_{i}=\frac{(0.5 \bar{\gamma})^{(i-m)}}{(m-i)!} \frac{\partial^{m-i}}{\partial s^{m-i}}\left[\left(1+\bar{\gamma}_{s, d} s\right)^{-1}\right]_{s=-1 /(0.5 \bar{\gamma})} \tag{7}
\end{align*}
$$

2) Non-I.I.D. Rayleigh Fading Channels: In practice, the relays are often not placed symmetrically, which causes different fading statistics among the relay-destination links. Thus, it makes sense to consider the non-i.i.d. case. Similar to the case of i.i.d. fading, the pdf is given in [27] as

$$
\begin{equation*}
p_{\gamma_{\text {ub }}}(\gamma)=\frac{\widehat{\beta}_{0}}{\bar{\gamma}_{s, d}} e^{-\frac{\gamma}{\bar{\gamma}_{s, d}}}+\sum_{i=1}^{m} \frac{\widehat{\beta}_{i}}{\tau_{i}} e^{-\frac{\gamma}{\tau_{i}}} \tag{8}
\end{equation*}
$$

where $\tau_{i}=\left(\bar{\gamma}_{s, i} \bar{\gamma}_{i, d}\right) /\left(\bar{\gamma}_{s, i}+\bar{\gamma}_{i, d}\right), \bar{\gamma}_{s, i}=\mathbf{E}\left\{\left|h_{s, i}\right|^{2}\right\} E_{s} / N_{0}$, $\bar{\gamma}_{i, d}=\mathbf{E}\left\{\left|h_{i, d}\right|^{2}\right\} E_{s} / N_{0}$, and

$$
\begin{align*}
& \widehat{\beta}_{0}=\prod_{i=1}^{m}\left(1-\frac{\tau_{i}}{\bar{\gamma}_{s, d}}\right)^{-1} \\
& \widehat{\beta}_{i}=\left(1-\frac{\bar{\gamma}_{s, d}}{\tau_{i}}\right)^{-1} \prod_{k=1, k \neq i}^{m}\left(1-\frac{\tau_{k}}{\tau_{i}}\right)^{-1}, \quad i=1, \ldots, m \tag{9}
\end{align*}
$$

## III. AdAptive $M$-QAM

In this section, the analysis for adaptive discrete rate (ADR) $M$-QAM is developed. The technique of ADR $M$-QAM is first explained followed by the outage probability, the spectral efficiency, and the BER analysis. The outage probability and the spectral efficiency are derived for an arbitrary number of switching regions. We then focus on the five-mode $M$-QAM system for the BER analysis.

## A. ADR Modulation

Adaptive rate modulation has several practical advantages. The destination needs only to calculate the total SNR, select the appropriate transmission rate, and send this information back to the transmitter. For an $N$-mode adaptive scheme, at least $\log _{2}(N)$ bits of feedback information from the destination is required for proper rate selection at the transmitter. This makes adaptive techniques based on adaptive $M$-QAM such as those proposed in [3] and [4] viable. For this reason, adaptive $M$-QAM is also considered in this paper as a practical extension to the theoretical work in [27].

The ADR $M$-QAM scheme performs as follows. The range of the effective received SNR is divided into $N+1$ regions, partitioned by a set of switching thresholds. In each region, a specific constellation of size $M_{n}$ is used. Due to signal fading, the effective SNR falls into the $n$th region $(n=0,1, \ldots, N)$, and the constellation of size $M_{n}$ is used for transmission. In this paper, although the case of general $N$-mode $M$-QAM can be treated, for reasons of brevity and simplicity, we limit our study to five-mode adaptive $M$-QAM. Moreover, this case has been well studied [3], [25], [31], [32]. The parameters for fivemode adaptive $M$-QAM are given in Table I, where, again, $\gamma$ is the instantaneous received SNR, $b_{n}$ is the number of bits per a transmitted symbol, $\gamma_{0}=0$, and $\gamma_{5}=\infty$.

## B. Outage Probability

1) Case of I.I.D. Fading Channels: As no transmission occurs when the received SNR is below the smallest predetermined switching level $\gamma_{1}$, the probability of such an outage event is given by

$$
\begin{align*}
P_{\mathrm{out}} & =P\left[\gamma_{\mathrm{ub}}<\gamma_{1}\right]=\int_{0}^{\gamma_{1}} p_{\gamma_{\mathrm{ub}}}(\gamma) d \gamma \\
& =1-\int_{\gamma_{1}}^{\infty} p_{\gamma_{\mathrm{ub}}}(\gamma) d \gamma \tag{10}
\end{align*}
$$

TABLE I
Five-Mode Adaptive $M$-QAM Parameters

| SNR | $\gamma_{0} \leq \gamma<\gamma_{1}$ | $\gamma_{1} \leq \gamma<\gamma_{2}$ | $\gamma_{2} \leq \gamma<\gamma_{3}$ | $\gamma_{3} \leq \gamma<\gamma_{4}$ | $\gamma_{4} \leq \gamma<\gamma_{5}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $n$ | 0 | 1 | 2 | 3 | 4 |
| $M_{n}$ | 0 | 2 | 4 | 16 | 64 |
| $b_{n}$ | 0 | 1 | 2 | 4 | 6 |
| mode | No Tx | BPSK | QPSK | 16-QAM | 64-QAM |

where

$$
\begin{equation*}
\int_{\gamma_{1}}^{\infty} p_{\gamma_{\mathrm{ub}}}(\gamma) d \gamma=\beta_{0} e^{-\frac{\gamma_{1}}{\bar{\gamma}_{s}, d}}+e^{-\frac{2 \gamma_{1}}{\gamma}} \sum_{i=1}^{m} \beta_{i} \sum_{k=0}^{i-1} \frac{1}{k!}\left(\frac{2 \gamma_{1}}{\bar{\gamma}}\right)^{k} \tag{11}
\end{equation*}
$$

is established by using [33, eq. (3.351.2)].
The probability of outage is found by substituting (11) into (10), resulting in

$$
\begin{equation*}
P_{\text {out }}=1-\left[\beta_{0} e^{-\frac{\gamma_{1}}{\bar{\gamma}_{s, d}}}+e^{-\frac{2 \gamma_{1}}{\bar{\gamma}}} \sum_{i=1}^{m} \beta_{i} \sum_{k=0}^{i-1} \frac{1}{k!}\left(\frac{2 \gamma_{1}}{\bar{\gamma}}\right)^{k}\right] . \tag{12}
\end{equation*}
$$

2) Case of Non-I.I.D. Fading Channels: In a similar fashion as the i.i.d. case, the tail probability is given by

$$
\begin{equation*}
\int_{\gamma_{1}}^{\infty} p_{\gamma_{\mathrm{ub}}}(\gamma) d \gamma=\widehat{\beta}_{0} e^{-\frac{\gamma_{1}}{\bar{\gamma}_{s, d}}}+\sum_{i=1}^{m} \widehat{\beta}_{i} e^{-\frac{\gamma_{1}}{\tau_{i}}} \tag{13}
\end{equation*}
$$

Likewise, the probability of outage is found by substituting (13) into (10) to give

$$
\begin{equation*}
P_{\mathrm{out}}=1-\left[\widehat{\beta}_{0} e^{-\frac{\gamma_{1}}{\widehat{\gamma}_{s, d}}}+\sum_{i=1}^{m} \widehat{\beta}_{i} e^{-\frac{\gamma_{1}}{\tau_{i}}}\right] . \tag{14}
\end{equation*}
$$

## C. Achievable Spectral Efficiency

1) Case of I.I.D. Fading Channels: For ADR $M$-QAM, the achievable average spectral efficiency is simply the sum of the data rates in each of the partition regions weighted by the probability of occurrence of each region and is given as follows:

$$
\begin{equation*}
R_{\mathrm{adr}}=\frac{B}{(m+1)} \sum_{n=1}^{N} b_{n} \delta_{n} \tag{15}
\end{equation*}
$$

where $b_{n}=\log _{2}\left(M_{n}\right)$ corresponds to the data rate of the $n$th region, and $B$ is the bandwidth. The factor $1 /(m+1)$ accounts for the fact that the transmission process takes place in $(m+$ 1) orthogonal channels or timeslots. Furthermore, $\delta_{n}$ is the probability that the effective received SNR is in the $n$th partition region and is given as

$$
\begin{equation*}
\delta_{n}=\int_{\gamma_{n}}^{\gamma_{n+1}} p_{\gamma_{\mathrm{ub}}}(\gamma) d \gamma \tag{16}
\end{equation*}
$$

which evaluates to

$$
\begin{align*}
\delta_{n} & =\beta_{0}\left(e^{-\gamma_{n} / \gamma_{s, d}}-e^{-\gamma_{n+1} / \gamma_{s, d}}\right) \\
& +\sum_{i=1}^{m} \beta_{i}\left(e^{-\frac{2 \gamma_{n}}{\bar{\gamma}}} \sum_{j=1}^{i-1} \frac{\left(\frac{2 \gamma_{n}}{\bar{\gamma}}\right)^{j}}{j!}-e^{-\frac{2 \gamma_{n+1}}{\bar{\gamma}}} \sum_{j=1}^{i-1} \frac{\left(\frac{2 \gamma_{n+1}}{\bar{\gamma}}\right)^{j}}{j!}\right) . \tag{17}
\end{align*}
$$

TABLE II
$M$-QAM BER PARAMETERS

| $M_{n}$ | Mode | $\left\{\left(A_{l}, a_{l}\right)\right\}$ |
| :---: | :---: | :---: |
| 2 | BPSK | $\{(1,2)\}$ |
| 4 | QPSK | $\{(1,1)\}$ |
| 16 | 16-QAM | $\left\{\left(\frac{3}{4}, \frac{1^{2}}{5}\right),\left(\frac{2}{4}, \frac{3^{2}}{5}\right),\left(-\frac{1}{4}, \frac{5^{2}}{5}\right)\right\}$ |
| 64 | $64-$ QAM | $\left\{\left(\frac{7}{12}, \frac{1^{2}}{21}\right),\left(\frac{6}{12}, \frac{3^{2}}{21}\right),\left(-\frac{1}{12}, \frac{5^{2}}{21}\right),\left(\frac{1}{12}, \frac{9^{2}}{21}\right),\left(-\frac{1}{12}, \frac{13^{2}}{21}\right)\right\}$ |

2) Case of Non-I.I.D. Fading Channels: In a similar manner to the i.i.d. fading channel, the average ADR $M$-QAM spectral efficiency is $R_{\text {adr }}$ for the non-i.i.d. fading channel, which can be found by using (15), where $\delta_{n}$ is given by
$\delta_{n}=\widehat{\beta}_{0}\left(e^{-\gamma_{n} / \gamma_{s, d}}-e^{-\gamma_{n+1} / \gamma_{s, d}}\right)+\sum_{i=1}^{m} \widehat{\beta}_{i}\left(e^{-\gamma_{n} / \tau_{i}}-e^{-\gamma_{n+1} / \tau_{i}}\right)$.

## D. Average BER

1) Case of I.I.D. Fading Channels: For ADR M-QAM, the average $\mathrm{BER}_{\mathrm{adr}}$ can easily be calculated, as it is simply the ratio of the average number of bits in error divided by the total average number of transmitted bits [4], [25], i.e.,

$$
\begin{equation*}
\mathrm{BER}_{\mathrm{adr}}=\frac{\sum_{n=1}^{N} b_{n} P_{n, \mathrm{QAM}}}{\sum_{n=1}^{N} b_{n} \delta_{n}} \tag{19}
\end{equation*}
$$

where $P_{n, \mathrm{QAM}}$ is the average BER in a specific SNR region of [ $\gamma_{n}, \gamma_{n+1}$ ] and can be represented as

$$
\begin{equation*}
P_{n, \mathrm{QAM}}=\int_{\gamma_{n}}^{\gamma_{n+1}} p_{m_{n}, \mathrm{QAM}}(\gamma) p_{\gamma_{\mathrm{ub}}}(\gamma) d \gamma \tag{20}
\end{equation*}
$$

where $p_{m_{n}, \mathrm{QAM}}(\gamma)$ is the BER of a system, which implements square $M$-QAM over an AWGN channel, with coherent detection and Gray coding as in [25], i.e.,

$$
\begin{equation*}
p_{m_{n}, \mathrm{QAM}}(\gamma)=\sum_{l} A_{l} Q\left(\sqrt{a_{l} \gamma}\right) \tag{21}
\end{equation*}
$$

where $Q(\cdot)$ is the standard Gaussian $Q$-function defined as $Q(x)=(1 / \sqrt{2 \pi}) \int_{x}^{\infty} \exp \left(-\lambda^{2} / 2\right) d \lambda, \gamma$ is the received SNR, and $A_{l}$ and $a_{l}$ are some constants shown in Table II.

After some mathematical manipulations, as shown in the Appendix, $P_{n, \text { QAM }}$ can be written as in (22), shown at the bottom of the next page.

Since the error-rate expression in (21) can be used to represent the BER of $M$-ary phase-shift keying (MPSK) as well [25], our derivations can also be extended to adaptive MPSK schemes.
2) Case of Non-I.I.D. Fading Channels: In a similar manner to the i.i.d. fading channel, the average BER can be computed as in (19), where

$$
\begin{align*}
& P_{n, \mathrm{QAM}}=\widehat{\beta}_{0} \sum_{l} A_{l}\left[\left.Q\left(\sqrt{a_{l} \gamma}\right)\left[1-e^{-\frac{\gamma}{\gamma_{s, d}}}\right]\right|_{\gamma_{n}} ^{\gamma_{n+1}}\right. \\
&-\frac{1}{2}\left\{\left.(\pi)^{-0.5} \Gamma\left(0.5, \frac{\gamma a_{l}}{2}\right)\right|_{\gamma_{n}} ^{\gamma_{n+1}}\right. \\
&-\sqrt{\frac{a_{l}}{2 \pi}}\left(a_{l} / 2+\bar{\gamma}_{s, d}^{-1}\right)^{-0.5} \\
&\left.\left.\times\left.\Gamma\left(0.5,\left(a_{l} / 2+\bar{\gamma}_{s, d}^{-1}\right) \gamma\right)\right|_{\gamma_{n}} ^{\gamma_{n+1}}\right\}\right] \\
&+ \sum_{l} A_{l} \sum_{i=1}^{m} \widehat{\beta}_{i} \\
& \times\left[\left.Q\left(\sqrt{a_{l} \gamma}\right)\left[1-e^{-\frac{\gamma}{\tau_{i}}}\right]\right|_{\gamma_{n}} ^{\gamma_{n+1}}\right. \\
&-\frac{1}{2}\left\{\left.(\pi)^{-0.5} \Gamma\left(0.5, \frac{\gamma a_{l}}{2}\right)\right|_{\gamma_{n}} ^{\gamma_{n+1}}\right. \\
&-\sqrt{\frac{a_{l}}{2 \pi}}\left(a_{l} / 2+\tau_{i}^{-1}\right)^{-0.5} \\
&\left.\left.\times\left.\Gamma\left(0.5,\left(a_{l} / 2+\tau_{i}^{-1}\right) \gamma\right)\right|_{\gamma_{n}} ^{\gamma_{n+1}}\right\}\right] \tag{23}
\end{align*}
$$

## IV. Switching Thresholds

## A. Fixed-Switching Thresholds

With fixed partitioning, to have the reliable communication achieve a specific BER target of $\mathrm{BER}_{0}$ using $M_{n}$-QAM, the switching thresholds or region boundaries are set to the SNR that is required to achieve this desired performance [4], i.e.,

$$
\begin{align*}
\gamma_{0} & =0 \\
\gamma_{1} & =\left[\operatorname{erfc}^{-1}\left(2 \mathrm{BER}_{0}\right)\right]^{2} \\
\gamma_{n} & =\frac{2}{3} K_{0}\left(M_{n}-1\right), \quad n=2,3, \ldots, N \\
\gamma_{N+1} & =+\infty \tag{24}
\end{align*}
$$



Fig. 2. Constellation size relative to the received SNR (in decibels).
where $\operatorname{erfc}^{-1}(\cdot)$ is the inverse complementary error function, and $K_{0}=-\ln \left(5 \mathrm{BER}_{0}\right)$. This partition of the switching thresholds is shown in Fig. 2 for five-mode adaptive $M$-QAM for a desired $\mathrm{BER}_{0}$ of $10^{-3}$. However, this technique only limits the peak instantaneous BER and is an inefficient use of a spectrum or, in other words, results in lower spectral efficiency. It will be shown next that the switching thresholds can be optimized so that the average BER always meets the desired BER threshold.

## B. Optimum Switching Thresholds

Subject to a constraint on the average BER, the switching thresholds can be optimized to maximize the throughput. For instance, in [4], the switching thresholds are chosen as in (24), which are designed for an AWGN channel. Optimization of the switching thresholds can be performed so that the average BER always meets the desired BER threshold. That is, one designs a set of switching thresholds, which is denoted as $s=$ $\left\{\gamma_{n} \mid n=0,1, \ldots, N\right\}$, such that average throughput $R_{\text {adr }}(\bar{\gamma}, \boldsymbol{s})$ is maximized under the constraint that the average BER is equal to the desired BER target, i.e., $\mathrm{BER}_{\mathrm{adr}}=\mathrm{BER}_{0}$. The Lagrangian optimization technique for deriving the globally

$$
\begin{align*}
& P_{n, \mathrm{QAM}}= \beta_{0} \sum_{l} A_{l}\left[\left.Q\left(\sqrt{a_{l} \gamma}\right)\left[1-e^{-\frac{\gamma}{\gamma_{s, d}}}\right]\right|_{\gamma_{n}} ^{\gamma_{n+1}}-\frac{1}{2}\left\{\left.(\pi)^{-0.5} \Gamma\left(0.5, \frac{\gamma a_{l}}{2}\right)\right|_{\gamma_{n}} ^{\gamma_{n+1}}-\sqrt{\frac{a_{l}}{2 \pi}}\left(a_{l} / 2+\bar{\gamma}_{s, d}^{-1}\right)^{-0.5}\right.\right. \\
&+\sum_{l} A_{l} \sum_{i=1}^{m} \beta_{i}\left[\left.Q\left(\sqrt{a_{l} \gamma}\right)\left(1-e^{-\frac{\gamma}{(0.5 \bar{\gamma})}} \sum_{r=0}^{i-1} \frac{(2 \gamma / \bar{\gamma})^{r}}{r!}\right)\right|_{\gamma_{n}} ^{\gamma_{n+1}}\right. \\
& \quad-\frac{1}{2}\left\{\left.(\pi)^{-0.5} \Gamma\left(0.5, \frac{\gamma a_{l}}{2}\right)\right|_{\gamma_{n}} ^{\gamma_{n+1}}-\sqrt{\frac{a_{l}}{2 \pi}} \sum_{r=0}^{i-1} \frac{(0.5 \bar{\gamma})^{-r}}{r!}\left(a_{l} / 2+2 / \bar{\gamma}\right)^{-r-0.5}\right. \\
&\left.\left.\left.\left.\gamma_{s, d}\right) \gamma\right)\left.\right|_{\gamma_{n}} ^{\gamma_{n+1}}\right\}\right] \\
&\left.\left.\times\left.\Gamma\left(r+0.5,\left(a_{l} / 2+2 / \bar{\gamma}\right) \gamma\right)\right|_{\gamma_{n}} ^{\gamma_{n+1}}\right\}\right] \tag{22}
\end{align*}
$$



Fig. 3. Switching level constraint relationship.
optimized modulation-mode switching thresholds can then be used [25]. The optimization problem that is required is only 1-D and can be performed offline, so it does not add a layer of complexity to the system.

Lagrangian Optimization Problem Formulation: Maximize the objective function $R_{\mathrm{adr}}(\bar{\gamma}, s)$ as given in (15), which is constrained by $\mathrm{BER}_{\mathrm{adr}}=\mathrm{BER}_{0}$ as given in (19), i.e.,

$$
\begin{align*}
& \max _{s} \sum_{n=1}^{N} b_{n} \delta_{n}  \tag{25}\\
& \text { subject to } \quad \sum_{n=1}^{N} b_{n} P_{n, \mathrm{QAM}}=\mathrm{BER}_{0} \sum_{n=1}^{N} b_{n} \delta_{n} . \tag{26}
\end{align*}
$$

Furthermore, assuming that the switching thresholds are ordered, i.e.,

$$
\begin{equation*}
\gamma_{n} \leq \gamma_{n+1} \tag{27}
\end{equation*}
$$

and $\gamma_{0}=0$ and $\gamma_{N}=\infty$, the optimization problem consists of $N-1$ independent variables and, hence, is an $(N-1)$ dimensional optimization problem, as discussed in [25]. Using a modified objective function, it is shown in [25] that this problem can be formulated as a 1-D Lagrangian optimization problem. The details can be found in [25], and only the important results are summarized here.

The first step is to identify that $\gamma_{n}(n \geq 1)$ are all dependent on $\gamma_{1}$, and it is shown in [25] that, for five-mode adaptive $M$-QAM, the switching thresholds $s$ are constrained by the following:

$$
\begin{align*}
& y_{k}\left(\gamma_{k}\right)=y_{1}\left(\gamma_{1}\right), \quad \text { for } k=2,3, \ldots, N  \tag{28}\\
& y_{1}\left(\gamma_{1}\right)=p_{2, \mathrm{QAM}}\left(\gamma_{1}\right)  \tag{29}\\
& y_{2}\left(\gamma_{2}\right)=2 p_{4, \mathrm{QAM}}\left(\gamma_{2}\right)-p_{2, \mathrm{QAM}}\left(\gamma_{2}\right)  \tag{30}\\
& y_{3}\left(\gamma_{3}\right)=2 p_{16, \mathrm{QAM}}\left(\gamma_{3}\right)-p_{4, \mathrm{QAM}}\left(\gamma_{3}\right)  \tag{31}\\
& y_{4}\left(\gamma_{4}\right)=3 p_{64, \mathrm{QAM}}\left(\gamma_{4}\right)-2 p_{16, \mathrm{QAM}}\left(\gamma_{4}\right) \tag{32}
\end{align*}
$$

and are plotted in [25] and illustrated here for clarity in Fig. 3.


Fig. 4. Switching thresholds as a function of $\gamma_{1}$.
Given (28)-(32), the switching thresholds $\gamma_{2}, \gamma_{3}$, and $\gamma_{4}$ can be found in terms of $\gamma_{1}$. That is, $\gamma_{2}=y_{2}^{-1}\left(y_{1}\left(\gamma_{1}\right)\right), \gamma_{3}=$ $y_{3}^{-1}\left(y_{1}\left(\gamma_{1}\right)\right)$, and $\gamma_{4}=y_{4}^{-1}\left(y_{1}\left(\gamma_{1}\right)\right)$. The corresponding values of $\gamma_{2}, \gamma_{3}$, and $\gamma_{4}$ can numerically be found in terms of $\gamma_{1}$ and are provided in [25], but they are presented here for clarity in Fig. 4.

Since all the switching thresholds depend on the first threshold $\gamma_{1}$, the optimization problem is only concerned with finding the optimal value for $\gamma_{1}$. For a given target BER of BER $_{0}$, and the pdf of effective SNR (6) or (8), the optimal value for $\gamma_{1}$ can be solved. Thus, the optimization problem is a simple 1-D root-finding problem, where the constraint function is given as in [25], i.e.,

$$
\begin{equation*}
Y\left(\bar{\gamma} ; \boldsymbol{s}\left(\gamma_{1}\right)\right)=\sum_{n=1}^{N} b_{n} P_{n, \mathrm{QAM}}-\mathrm{BER}_{0} \sum_{n=1}^{N} b_{n} \delta_{n}=0 \tag{33}
\end{equation*}
$$

Clearly, the relationship between (26) and $Y\left(\bar{\gamma} ; s\left(\gamma_{1}\right)\right)$ in (33) is noticeable. Furthermore, the first term of $Y\left(\bar{\gamma} ; s\left(\gamma_{1}\right)\right)$ can intuitively be thought of as the sum of the BER in each mode that is weighted by the average throughput of each mode [25]. On the other hand, the second term of $Y\left(\bar{\gamma} ; \boldsymbol{s}\left(\gamma_{1}\right)\right)$ is the average throughput that is weighted by the target BER threshold. This means that $Y\left(\bar{\gamma} ; \boldsymbol{s}\left(\gamma_{1}\right)\right)$ in (33) represents the difference between the average BER and the desired BER, i.e., $\mathrm{BER}_{0}$. Consequently, the problem is finding the solution to $Y\left(\bar{\gamma} ; \boldsymbol{s}\left(\gamma_{1}\right)\right)=0$ when it exists.

## V. Numerical Results and Comparisons

This section presents the numerical results for the achievable spectral efficiency, the outage probability, and the BER for cooperative systems with adaptive five-mode $M$-QAM transmission. Optimal switching thresholds and fixed-switching thresholds are computed and compared. For i.i.d. and non-i.i.d. Rayleigh fading, systems with one relay, i.e., $m=1$, and two relays, i.e., $m=2$, are considered, respectively. However, the results of Sections III and IV can be used for any number of relays.


Fig. 5. Constraint function $Y\left(\bar{\gamma} ; \boldsymbol{s}\left(\gamma_{1}\right)\right)$ for i.i.d. Rayleigh fading with $m=1$ relay .


Fig. 6. Switching thresholds for i.i.d. Rayleigh fading with $m=1$ relay.

In Fig. 5, constraint function (33) is plotted for i.i.d. Rayleigh fading with one relay, i.e., $m=1$, where $\bar{\gamma}_{s, d}=\bar{\gamma}$. Adaptive five-mode $M$-QAM is considered where the average transmit SNR is set to $20 \mathrm{~dB} . ~ Y\left(\bar{\gamma} ; \boldsymbol{s}\left(\gamma_{1}\right)\right)$ is plotted for several target BER thresholds $\mathrm{BER}_{0}=\left\{10^{-2}, 10^{-3}, 10^{-4}, 10^{-6}\right\}$ to illustrate the solution to $Y\left(\bar{\gamma} ; s\left(\gamma_{1}\right)\right)=0$.

Fig. 6 shows the switching thresholds for both the Lagrangian optimization technique and the fixed-switching thresholds as given in (24) for adaptive five-mode $M$-QAM for i.i.d. Rayleigh fading with one relay, where the target BER is set to $\mathrm{BER}_{0}=10^{-3}$. It can be seen that there is an avalanche SNR of $\bar{\gamma}_{a} \sim 27.5 \mathrm{~dB}$, where all of the switching thresholds avalanche to zero. This occurs when the BER of the highest order modulation mode is equal to the target BER threshold, i.e., $P_{4}, \operatorname{QAM}\left(\bar{\gamma}_{a}\right)=\mathrm{BER}_{0}$. Once this avalanche SNR is reached, rate adaptation is abandoned, and only the highest order modulation mode is used for transmission. Furthermore, it is worth mentioning that a unique solution to (33), i.e.,


Fig. 7. Achievable rate for i.i.d. Rayleigh fading with $m=1$ relay.


Fig. 8. Outage probability for i.i.d. Rayleigh fading with $m=1$ relay.
$Y\left(\bar{\gamma} ; \boldsymbol{s}\left(\gamma_{1}\right)\right)=0$, exists as long as the transmit SNR is less than the avalanche SNR, i.e., $\bar{\gamma}<\bar{\gamma}_{a}$.

For optimal switching and fixed switching, the achievable spectral efficiency is plotted in Fig. 7 for adaptive five-mode $M$-QAM for i.i.d. Rayleigh fading with one relay, where the target BER is set to $\mathrm{BER}_{0}=10^{-3}$. Optimal switching compared to fixed switching results in an $\sim 2$ - to $2.5-\mathrm{dB}$ gain of the required transmit SNR to achieve a specific average throughput. Monte Carlo simulation is also plotted along with the upper bound analysis. The upper bound is fairly tight and is within 1 dB of the simulation results; this is as expected, as similar results occur in [9], [27], [28], and [30]. Furthermore, in Fig. 8, the outage probability is plotted. Similarly, there is an improvement in the required transmit SNR for a specific outage probability. For instance, at a probability of outage of $10^{-2}$, there is an $\sim 2-\mathrm{dB}$ gain in the SNR. The BER is plotted in Fig. 9. It is clear that the optimal switching always meets the desired BER threshold of $\mathrm{BER}_{0}=10^{-3}$ until the avalanche SNR is reached, where it then has the error probability that is


Fig. 9. Average BER for i.i.d. Rayleigh fading with $m=1$ relay.
equal to the error probability for 64-QAM. Also, the BER for fixed switching results in a conservative average BER that is always below the BER target of $\mathrm{BER}_{0}=10^{-3}$. Semianalytical simulation results for the BER are also plotted; that is, (21) is used to calculate the instantaneous BER, whereas the channel model is simulated statistically. The simulation results for the BER are fairly tight to the analytical results and further substantiate the validity of using the upper bound of (5). Note that the simulated BER values instantaneously deviate from the target BER and take higher values. This is because optimum switching levels that are analytically derived by solving (33) using the upper bound pdf were used in the simulation that was carried out using the statistically simulated exact pdf.
For non-i.i.d. Rayleigh fading, we have generated simulation and analytical results, which are not shown here for brevity. Results that are obtained for the outage probability, the achievable spectral efficiency, and the BER performance were similar to those of the i.i.d. case.

## VI. Conclusion

This paper has investigated optimum switching and fixedswitching adaptive $M$-QAM schemes for i.i.d. and non-i.i.d. Rayleigh fading cooperative channels. The optimum thresholds have been derived to maximize the spectral efficiency subject to an average BER constraint using the Lagrangian optimization technique. The performance of optimum switching and fixedswitching adaptive $M$-QAM has been analyzed and compared. Specifically, the outage probability, the achievable spectral efficiency, and the BER have been derived. The analysis relied on using an upper bound on the effective received SNR [see (5)]. Monte Carlo simulation results show the accuracy regarding the performance of the effective received SNR bound. The results indicate that, for a specific average throughput, optimum switching thresholds gain 2.5 dB compared to fixed switching. Note, however, that this performance gain of cooperative ADR $M$-QAM comes at the cost of increased system complexity that is incurred due to the additional complexity of transmitter and receiver design. Moreover, an $N$-mode system requires
feedback of $\log _{2}(N)$ bits from the destination to the source and relays. The spectral efficiency of adaptive five-mode $M$-QAM with optimized switching has been compared with the theoretical Shannon channel capacity derived in [27] and approaches this fundamental limit within $\sim 6 \mathrm{~dB}$. This paper can be extended in several ways. For instance, decode-and-forward relaying and other fading models can be considered. We are currently working on some of these problems.

## Appendix

Case of I.I.D. Fading Channels: The BER for square QAM with gray coding over an AWGN channel can be represented as follows [25]:

$$
\begin{equation*}
p_{m_{n}, \operatorname{QAM}}(\gamma)=\sum_{l} A_{l} Q\left(\sqrt{a_{l} \gamma}\right) \tag{34}
\end{equation*}
$$

where $A_{l}$ and $a_{l}$ are constants given in Table I.
The average BER in a specific SNR region of $\left[\gamma_{n}, \gamma_{n+1}\right]$ can then be computed as follows:

$$
\begin{equation*}
P_{n, \mathrm{QAM}}=\int_{\gamma_{n}}^{\gamma_{n+1}} p_{m_{n}, \mathrm{QAM}}(\gamma) p_{\gamma_{\mathrm{ub}}}(\gamma) d \gamma \tag{35}
\end{equation*}
$$

for i.i.d. Rayleigh fading for the cooperative network

$$
\begin{equation*}
p_{\gamma_{\mathrm{ub}}}(\gamma)=\frac{\beta_{0}}{\bar{\gamma}_{s, d}} e^{-\frac{\gamma}{\bar{\gamma}_{s, d}}}+\sum_{i=1}^{m} \frac{\beta_{i}(0.5 \bar{\gamma})^{-i}}{(i-1)!} \gamma^{i-1} e^{-\frac{\gamma}{(0.5 \bar{\gamma})}} \tag{36}
\end{equation*}
$$

Substituting (34) and (36) into (35), the $n$th mode BER is given by

$$
\begin{align*}
& P_{n, Q A M}^{\gamma_{n+1}} \\
& =\int_{\gamma_{n}}^{\sum_{l}} A_{l} Q\left(\sqrt{a_{l} \gamma}\right) \\
& \quad \times\left\{\frac{\beta_{0}}{\bar{\gamma}_{s, d}} e^{-\frac{\gamma}{\bar{\gamma}_{s, d}}}+\sum_{i=1}^{m} \frac{\beta_{i}(0.5 \bar{\gamma})^{-i}}{(i-1)!} \gamma^{i-1} e^{-\frac{\gamma}{(0.5 \gamma)}}\right\} d \gamma \\
& =\frac{\beta_{0}}{\bar{\gamma}_{s, d}} \sum_{l} A_{l} \int_{\gamma_{n}}^{\gamma_{n+1}} Q\left(\sqrt{a_{l} \gamma}\right) e^{-\frac{\gamma}{\gamma_{s, d}}} d \gamma+\sum_{l} A_{l} \sum_{i=1}^{m} \frac{\beta_{i}(0.5 \bar{\gamma})^{-i}}{(i-1)!} \\
& \quad \times \int_{\gamma_{n}}^{\gamma_{n+1}} Q\left(\sqrt{\left.a_{l} \gamma\right)} \gamma^{i-1} e^{-\frac{\gamma}{(0.5 \bar{\gamma})}} d \gamma .\right. \tag{37}
\end{align*}
$$

Equation (37) can be solved as follows. We first define

$$
\begin{align*}
I_{i} & =\int_{c}^{d} Q\left(\sqrt{a_{l} \gamma}\right) \gamma^{i-1} e^{-\beta \gamma} d \gamma  \tag{38}\\
& =\int_{c}^{d} Q\left(\sqrt{a_{l} \gamma}\right) d F(\gamma)  \tag{39}\\
& =\left.Q\left(\sqrt{a_{l} \gamma}\right) F(\gamma)\right|_{c} ^{d}-\int_{c}^{d} F(\gamma) \frac{d}{d \gamma} Q\left(\sqrt{a_{l} \gamma}\right) \tag{40}
\end{align*}
$$

where integration by parts is used in steps (39) and (40), and $d F(\gamma)=\gamma^{i-1} e^{-\beta \gamma} d \gamma$.

First, the cumulative distribution function is given by

$$
\begin{align*}
F(\gamma) & =\int_{0}^{\gamma} d F(x)=\int_{0}^{\gamma} x^{i-1} e^{-\beta x} d x  \tag{41}\\
& =\beta^{-i} \int_{0}^{\beta \gamma} t^{i-1} e^{-t} d t=\beta^{-i} \gamma_{\text {func }}(i, \beta \gamma)  \tag{42}\\
& =\beta^{-i}(i-1)!\left[1-e^{-\beta \gamma} \sum_{r=0}^{i-1} \frac{(\beta \gamma)^{r}}{r!}\right] \tag{43}
\end{align*}
$$

where $\gamma_{\text {func }}(\alpha, x)$ is defined in [33, eqs. (8.350.1) and (8.352.1)] as

$$
\begin{align*}
\gamma_{\text {func }}(\alpha, x) & =\int_{0}^{x} t^{\alpha-1} e^{-t} d t \\
& =(\alpha-1)!\left[1-e^{-x} \sum_{r=0}^{\alpha-1} \frac{x^{r}}{r!}\right] \tag{44}
\end{align*}
$$

for $\alpha=1,2, \ldots$.
Second, using the definition

$$
\begin{equation*}
Q(x)=\frac{1}{\sqrt{2 \pi}} \int_{x}^{\infty} \exp \left(-\lambda^{2} / 2\right) d \lambda \tag{45}
\end{equation*}
$$

we find the derivative given by

$$
\begin{equation*}
\frac{d}{d x} Q(x)=\frac{-\exp \left(-x^{2} / 2\right)}{\sqrt{2 \pi}} \tag{46}
\end{equation*}
$$

When $x=\sqrt{a_{l} \gamma} \Rightarrow d x=\left(\sqrt{a_{l}} / 2\right) \gamma^{-0.5} d \gamma$. We obtain

$$
\begin{equation*}
\frac{d}{d \gamma} Q\left(\sqrt{a_{l} \gamma}\right)=-\frac{1}{2} \sqrt{\frac{a_{l}}{2 \pi}} \gamma^{-0.5} \exp \left(-a_{l} \gamma / 2\right) \tag{47}
\end{equation*}
$$

By substituting (44) and (47) into (40), $I_{i}$ can be written as

$$
\begin{align*}
I_{i}= & \left.Q\left(\sqrt{a_{l} \gamma}\right) \beta^{-i}(i-1)!\left[1-e^{-\beta \gamma} \sum_{r=0}^{i-1} \frac{(\beta \gamma)^{r}}{r!}\right]\right|_{c} ^{d} \\
& +\frac{1}{2} \sqrt{\frac{a_{l}}{2 \pi}} \beta^{-i}(i-1)! \\
& \times \int_{c}^{d}\left[1-e^{-\beta \gamma} \sum_{r=0}^{i-1} \frac{(\beta \gamma)^{r}}{r!}\right] \gamma^{-0.5} \exp \left(-a_{l} \gamma / 2\right) d \gamma \tag{48}
\end{align*}
$$

Now, take a look at the following:

$$
\begin{align*}
\int_{c}^{d} & {\left[1-e^{-\beta \gamma} \sum_{r=0}^{i-1} \frac{(\beta \gamma)^{r}}{r!}\right] \gamma^{-0.5} \exp \left(-a_{l} \gamma / 2\right) d \gamma } \\
= & \int_{c}^{d} \gamma^{-0.5} \exp \left(-a_{l} \gamma / 2\right) d \gamma \\
& -\int_{c}^{d} \exp \left(-\gamma\left(a_{l} / 2+\beta\right)\right) \sum_{r=0}^{i-1} \frac{\beta^{r} \gamma^{r-0.5}}{r!} d \gamma \tag{49}
\end{align*}
$$

Furthermore, observe that

$$
\begin{align*}
\int_{c}^{d} \gamma^{r-0.5} \exp (-K \gamma) d \gamma & =K^{-r-0.5} \int_{c K}^{d K} t^{r-0.5} \exp (-t) d t \\
& =-\left.K^{-r-0.5} \Gamma(r+0.5, K \gamma)\right|_{c} ^{d} \tag{50}
\end{align*}
$$

where the incomplete gamma function can be written as [33, eq. (8.350.2)]

$$
\begin{equation*}
\Gamma(\alpha, x)=\int_{x}^{\infty} e^{-t} t^{\alpha-1} d t \tag{51}
\end{equation*}
$$

Equation (49) can then be written as

$$
\begin{align*}
= & -\left.\left(\frac{a_{l}}{2}\right)^{-0.5} \Gamma\left(0.5, \frac{\gamma a_{l}}{2}\right)\right|_{c} ^{d} \\
& +\left.\sum_{r=0}^{i-1} \frac{\beta^{r}}{r!}\left(a_{l} / 2+\beta\right)^{-r-0.5} \Gamma\left(r+0.5,\left(a_{l} / 2+\beta\right) \gamma\right)\right|_{c} ^{d} \tag{52}
\end{align*}
$$

Finally, $I_{i}$ can be written in closed form as

$$
\begin{align*}
& I_{i}=\left.Q\left(\sqrt{a_{l} \gamma}\right) \beta^{-i}(i-1)!\left[1-e^{-\beta \gamma} \sum_{r=0}^{i-1} \frac{(\beta \gamma)^{r}}{r!}\right]\right|_{c} ^{d} \\
&-\frac{1}{2} \beta^{-i}(i-1)!\left\{\left.(\pi)^{-0.5} \Gamma\left(0.5, \frac{\gamma a_{l}}{2}\right)\right|_{c} ^{d}\right. \\
&-\sqrt{\frac{a_{l}}{2 \pi}} \sum_{r=0}^{i-1} \frac{\beta^{r}}{r!}\left(a_{l} / 2+\beta\right)^{-r-0.5} \\
&\left.\times\left.\Gamma\left(r+0.5,\left(a_{l} / 2+\beta\right) \gamma\right)\right|_{c} ^{d}\right\} \tag{53}
\end{align*}
$$

Also, we are interested in $I_{1}$, which is given by

$$
\begin{align*}
I_{1}= & \left.Q\left(\sqrt{a_{l} \gamma}\right) \beta^{-1}\left[1-e^{-\beta \gamma}\right]\right|_{c} ^{d} \\
& -\frac{1}{2} \beta^{-1}\left\{\left.(\pi)^{-0.5} \Gamma\left(0.5, \frac{\gamma a_{l}}{2}\right)\right|_{c} ^{d}\right. \\
& \left.\quad-\left.\sqrt{\frac{a_{l}}{2 \pi}}\left(a_{l} / 2+\beta\right)^{-0.5} \Gamma\left(0.5,\left(a_{l} / 2+\beta\right) \gamma\right)\right|_{c} ^{d}\right\} \tag{54}
\end{align*}
$$

Last, the average BER of (37) can be written as follows by substituting $I_{1}$ and $I_{i}$ :

$$
\begin{align*}
& P_{n, \mathrm{QAM}} \\
& =\beta_{0} \sum_{l} A_{l}\left[\left.Q\left(\sqrt{a_{l} \gamma}\right)\left[1-e^{-\frac{\gamma}{\gamma_{s, d}}}\right]\right|_{\gamma_{n}} ^{\gamma_{n+1}}\right. \\
& -\frac{1}{2}\left\{\left.(\pi)^{-0.5} \Gamma\left(0.5, \frac{\gamma a_{l}}{2}\right)\right|_{\gamma_{n}} ^{\gamma_{n+1}}\right. \\
& -\sqrt{\frac{a_{l}}{2 \pi}}\left(a_{l} / 2+\bar{\gamma}_{s, d}^{-1}\right)^{-0.5} \\
& \left.\left.\times \Gamma\left(0.5,\left(a_{l} / 2+\bar{\gamma}_{s, d}^{-1}\right) \gamma\right) \left\lvert\, \begin{array}{|c}
\gamma_{n+1} \\
\gamma_{n}
\end{array}\right.\right\}\right] \\
& +\sum_{l} A_{l} \sum_{i=1}^{m} \beta_{i} \\
& \times\left[\left.Q\left(\sqrt{a_{l} \gamma}\right)\left(1-e^{-\frac{\gamma}{(0.5 \bar{\gamma})}} \sum_{r=0}^{i-1} \frac{(2 \gamma / \bar{\gamma})^{r}}{r!}\right)\right|_{\gamma_{n}} ^{\gamma_{n+1}}\right. \\
& -\frac{1}{2}\left\{\left.(\pi)^{-0.5} \Gamma\left(0.5, \frac{\gamma a_{l}}{2}\right)\right|_{\gamma_{n}} ^{\gamma_{n+1}}\right. \\
& -\sqrt{\frac{a_{l}}{2 \pi}} \sum_{r=0}^{i-1} \frac{(0.5 \bar{\gamma})^{-r}}{r!}\left(a_{l} / 2+2 / \bar{\gamma}\right)^{-r-0.5} \\
& \left.\left.\times\left.\Gamma\left(r+0.5,\left(a_{l} / 2+2 / \bar{\gamma}\right) \gamma\right)\right|_{\gamma_{n}} ^{\gamma_{n+1}}\right\}\right] \text {. } \tag{55}
\end{align*}
$$

Case of Non-I.I.D. Fading Channels: In a similar fashion as the i.i.d. case and by using the non-i.i.d. pdf

$$
\begin{equation*}
p_{\gamma_{\mathrm{ub}}}(\gamma)=\frac{\widehat{\beta}_{0}}{\bar{\gamma}_{s, d}} e^{-\frac{\gamma}{\bar{\gamma}_{s, d}}}+\sum_{i=1}^{m} \frac{\widehat{\beta}_{i}}{\tau_{i}} e^{-\frac{\gamma}{\tau_{i}}} \tag{56}
\end{equation*}
$$

and substituting (34) and (56) into (35), we obtain the $n$th mode BER as follows:

$$
\begin{align*}
P_{n, Q A M}= & \int_{\gamma_{n}}^{\gamma_{n+1}} \sum_{l}
\end{aligned} A_{l} Q\left(\sqrt{a_{l} \gamma}\right) ~\left\{\begin{aligned}
& \widehat{\beta}_{0} \\
& \times\left\{\frac{\gamma}{\bar{\gamma}_{s, d}} e^{-\frac{\gamma}{\bar{\gamma}_{s, d}}}+\sum_{i=1}^{m} \frac{\widehat{\beta}_{i}}{\tau_{i}} e^{-\frac{\gamma}{\tau_{i}}}\right\} d \gamma \tag{57}
\end{align*}\right.
$$

Equation (57) can be rearranged as

$$
\begin{align*}
& P_{n, \mathrm{QAM}}=\frac{\widehat{\beta}_{0}}{\bar{\gamma}_{s, d}} \sum_{l} A_{l} \int_{\gamma_{n}}^{\gamma_{n+1}} Q\left(\sqrt{a_{l} \gamma}\right) e^{-\frac{\gamma}{\bar{\gamma}_{s, d}}} d \gamma \\
&+\sum_{l} A_{l} \sum_{i=1}^{m} \frac{\widehat{\beta}_{i}}{\tau_{i}} \int_{\gamma_{n}}^{\gamma_{n+1}} Q\left(\sqrt{a_{l} \gamma}\right) e^{-\frac{\gamma}{\tau_{i}}} d \gamma \tag{58}
\end{align*}
$$

Substituting $I_{1}$ in (54) into (58), we find

$$
\begin{align*}
& P_{n, \mathrm{QAM}} \\
& \begin{aligned}
=\widehat{\beta}_{0} \sum_{l} A_{l}[ & \left.Q\left(\sqrt{a_{l} \gamma}\right)\left[1-e^{-\frac{\gamma}{\gamma_{s, d}}}\right]\right|_{\gamma_{n}} ^{\gamma_{n+1}} \\
& -\frac{1}{2}\left\{\left.(\pi)^{-0.5} \Gamma\left(0.5, \frac{\gamma a_{l}}{2}\right)\right|_{\gamma_{n}} ^{\gamma_{n+1}}\right. \\
& -\sqrt{\frac{a_{l}}{2 \pi}}\left(a_{l} / 2+\bar{\gamma}_{s, d}^{-1}\right)^{-0.5}
\end{aligned} \\
&\left.\left.\times\left.\Gamma\left(0.5,\left(a_{l} / 2+\bar{\gamma}_{s, d}^{-1}\right) \gamma\right)\right|_{\gamma_{n}} ^{\gamma_{n+1}}\right\}\right] \\
&+\sum_{l} A_{l} \sum_{i=1}^{m} \widehat{\beta}_{i}[ \left.Q\left(\sqrt{a_{l} \gamma}\right)\left[1-e^{-\frac{\gamma}{\tau_{i}}}\right]\right|_{\gamma_{n}} ^{\gamma_{n+1}} \\
&-\frac{1}{2}\left\{\left.(\pi)^{-0.5} \Gamma\left(0.5, \frac{\gamma a_{l}}{2}\right)\right|_{\gamma_{n}} ^{\gamma_{n+1}}\right. \\
&-\sqrt{\frac{a_{l}}{2 \pi}}\left(a_{l} / 2+\tau_{i}^{-1}\right)^{-0.5} \\
&\left.\left.\times\left.\Gamma\left(0.5,\left(a_{l} / 2+\tau_{i}^{-1}\right) \gamma\right)\right|_{\gamma_{n}} ^{\gamma_{n+1}}\right\}\right]
\end{align*}
$$
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