Abstract—A class of computationally efficient linear precoders for space-time block coded multiple-input multiple-output wireless systems is derived based on the minimization of the exact symbol error rate (SER) and its upper bound. Both correlations at the transmitter and receiver are assumed to be present, and only statistical channel state information in the form of the transmit and receive correlation matrices is assumed to be available at the transmitter. The convexity of the design based on SER minimization is established and exploited. The advantage of the developed technique is its low complexity. We also find various relationships of the proposed designs to the existing precoding techniques, and derive very simple closed-form precoders for special cases such as two or three receive antennas and constant receive correlation. The numerical simulations illustrate the excellent SER performance of the proposed precoders.
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I. INTRODUCTION

Multiple-input multiple-output (MIMO) communication systems are able to mitigate fading and offer significant capacity gains over single-antenna systems [1], [2]. In order to exploit the benefits of MIMO systems, (orthogonal) space-time block codes ((O)STBCs) have been developed [1]. STBC designs presuppose that the channel state information at the transmitter (CSIT) is unavailable [1]. However, if the CSIT is available, the combination of STBCs and precoding techniques can be used to adapt the transmission to the current channel conditions without changing the fixed structures of the transmitter and the receiver [3], [4].

Traditional precoding techniques [3], [4] rely on the full CSIT which can be obtained by exploiting the channel reciprocity for a time-division duplex (TDD) system and slow variability. However, for rapidly time-varying channel, CSIT can be outdated due to estimation errors and feedback delays. These factors motivate the use of statistical CSIT such as transmit and receive correlation matrices, which vary at a much slower rate than the instantaneous CSIT and may be obtained reliably at the transmitter. Several statistical CSIT based linear precoders have been recently developed (see, for example, [5]–[9] and references therein). However, the emphasis has been on systems with transmit correlation only, assuming that the receive correlation is negligible. The latter assumption may be unrealistic in some cases;
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for example, when the receiver does not operate in a well-scattered environment [10].

Several performance criteria have been used for precoder design such as the maximum ergodic channel capacity [7] and the minimum (Chernoff bound) pairwise error probability (PEP) [9]. Alternatively, the minimum of the exact symbol error rate (SER) has been used in [8] for the case of transmit correlation only and generalized in [11] for the case of both transmit and receive correlations. However, [11] neither recognizes nor exploits the convexity of the minimum SER precoder design problem.

This correspondence considers the problem of SER minimization for precoding design for OSTBC systems over correlated Rayleigh-fading channels, just as in [11]. However, this correspondence concerns the algorithmic and complexity issues of precoding design. The objectives of this work are i) to establish the convexity result for the SER minimization problem; ii) to develop a low complexity guaranteed-convergence iterative algorithm for optimal precoder design; iii) to develop low complexity precoders for a number of special cases of particular interest; and iv) to show the relationships to the existing precoder designs.2

II. SYSTEM MODEL.

Consider a communication system that employs OSTBC and linear precoding at the transmitter. The input of the space-time encoder is a Q × 1 vector \( s \triangleq [s_1, s_2, \ldots, s_Q]^T \) of information-bearing symbols chosen from different signal constellations with \( E[|s_i|^2] = 1 \) where \( (\cdot)^T \) and \( E[\cdot] \) denote the transpose and statistical expectation, respectively. The output of the space-time encoder and precoder is transmitted over the correlated Rayleigh fading MIMO channel. Then the \( N_t \times T \) matrix of received signal samples can be written as

\[
Y = \sqrt{E_s} H F C + Z
\]

where \( N_t \) is the number of receive antennas, \( E_s \) is the transmit power, \( T \) is the number of time periods used for transmitting one block of symbols, \( C \) is the \( N_t \times T \) OSTBC matrix, \( F \) is the \( N_t \times N_t \) precoding matrix, \( H \) is the \( N_r \times N_t \) channel matrix, and \( Z \) is the \( N_r \times T \) matrix of independent identically distributed (i.i.d.) zero-mean circularly symmetric complex additive white Gaussian noise (AWGN) samples with variance \( N_0 \), i.e., \( [Z]_{ij} \sim \mathcal{CN}(0, N_0) \).

The symbol rate of the OSTBC is \( K = Q/T \), i.e., \( T \) time periods are used to transmit \( Q \) symbols. It has been shown in [1] that if OSTBCs are used, the spatial matched filtering does not color the AWGN and decouples the MIMO channel into \( Q \) parallel channels with effective symbol instantaneous signal-to-noise ratio (SNR) \( \gamma = (E_s/K N_r N_0) \alpha \) where \( \alpha \triangleq \|H F \|^2_2 \) and \( \| \cdot \|_2 \) denotes the Frobenius norm of matrix.

The channel correlation matrix \( R \triangleq E[\text{vec}(H) \text{vec}^H(\Omega)] \) is assumed to be known at the transmitter. Here vec(\cdot) and (\cdot)^H stand for the matrix vectorization operation and Hermitian transpose, respectively. In the well known Kronecker correlation model, the channel matrix \( H \) can be written as \( H = R_1^{1/2} H R_2^{1/2} \), where \( R_1 \) and \( R_2 \) are the transmit and receive correlation matrices of sizes \( N_t \times N_t \) and \( N_r \times N_r \), respectively, and \( H \) consists of i.i.d. \( \mathcal{CN}(0,1) \) elements [16]. Consequently, the channel correlation matrix \( R \) is the Kronecker product of the transmit and receive correlation matrices \( R = R_1^{1/2} \otimes R_2^{1/2} \).

III. PRECODER DESIGN PROBLEM

A. Exact SER, Precoder Design Problem, and Its Convexity

Given the receive instantaneous SNR \( \gamma \), the SER in the case of, for example, \( M \)-ary pulse amplitude modulation (M-PAM) can be evaluated as [17]

\[
\text{SER}_{\text{PAM}} = \frac{2}{\pi} \frac{M - 1}{M} \int_0^\pi \exp\left( -\frac{\gamma y_{\text{PAM}} \gamma}{\sin^2 \phi} \right) d\phi
\]

where \( y_{\text{PAM}} \triangleq 3/(M^2 - 1) \).

Using the moment-generating function (MGF) approach, the exact SER can be written for general and Kronecker correlation cases as [8], [11]

\[
\text{SER}_{\text{PAM}} = \frac{2(M - 1)}{\pi M} \int_0^\pi \det\left( I + \frac{y}{\sin^2 \phi} (R \otimes \Omega) \right)^{-1} d\phi
\]

\[
= \frac{2(M - 1)}{\pi M} \int_0^\pi \det\left( I + \frac{y}{\sin^2 \phi} R \otimes (\Omega^H R) \right)^{-1} d\phi
\]

where \( y \triangleq y_{\text{PAM}} E_s/(K N_r N_0) \) and \( \det(\cdot) \) denotes the determinant of matrix.

The precoder design problem can now be posed as the following SER minimization problem [11]:

\[
\min_F \text{SER}_{\text{PAM}} \quad \text{subject to} \quad \text{Tr}(\Omega) = 1, \quad \Omega \succeq 0 \tag{5}
\]

where \( \Omega \succeq \Omega^H \) is a new optimization variable, and the constraint \( \text{Tr}(\Omega) = 1 \) guarantees that the average transmit power is constant.4

Since \( F \) is a square matrix of any rank, the optimal \( F \) can also be of any rank, and optimization over \( \Omega \) is equivalent to optimization over \( F \). The optimal precoding matrix \( F_{\text{opt}} \) can be found then as \( F_{\text{opt}} = \Omega_{\text{opt}}^{1/2} \).

The following theorem is in order.

**Theorem 1:** The optimization problem (5) is convex on \( F \succeq 0 \).

**Proof:** For the general correlation case (3), let \( V(\Omega) \triangleq I + (\gamma/\sin^2 \phi) (I \otimes \Omega) R \). We observe that \( \det(V^{-1}(\Omega)) = \exp(-\log \det(V(\Omega))) \). It is well known that the function \( -\log \det(V) \) is convex on \( V \succeq 0 \) [15, p. 74]. Therefore, in order to prove that \( -\log \det(V(\Omega)) \) is convex on \( F \succeq 0 \) for fixed \( \phi \), it is sufficient to prove that the matrix function \( \text{det}(V(\Omega)) \succeq (I \otimes \Omega) R \) is affine on \( F \) which is obviously true since \( V(\Omega) \) is a linear function of \( F \). Thus, \( -\log \det(V(\Omega)) \) is convex on \( F \). Since the exponential function is convex and monotonically increasing, the function \( \exp(-\log \det(V(\Omega))) \) is convex on \( F \), and we conclude that the function \( \text{det}(V^{-1}(\Omega)) \) is also convex on \( F \). Observing that the integral in (3) can be seen as a sum of convex terms, we conclude that the objective function of the problem (5) is a convex function of \( F \). The constraints in (5) are also convex on \( F \). This completes the proof.

Although the convexity of the worst-case PEP minimization based precoder has been shown in [5], the convexity of the problem (5) has not been recognized before. Since it is convex, the problem (5) can be solved using well-established interior-point methods. However, the

1Note that the cases of \( M \)-ary quadrature amplitude modulation (M-QAM), and \( M \)-ary phase-shift keying (M-PSK) can be adopted straightforwardly, and therefore, are omitted for the sake of brevity.

2Since the optimal precoder depends on the SNR via \( y \), the optimal precoding matrix must be recomputed for different SNR conditions.

3Note that the result holds straightforwardly for the Kronecker correlation case (4) as well.

4Note that extension of the minimum SER based precoding designs to the systems with quasi-orthogonal STBCs [12] and linear dispersion codes [13] is also of interest, but such extension is outside of the scope of this correspondence.
gradient computation involves inversion of $N_t \times N_t \times N_r \times N_r$ matrix and evaluation of $N_r^2$ integrals that significantly increases the overall computational complexity of the problem.

B. Reduced-Complexity Design

For the Kronecker correlation case, let us consider the eigenvalue decomposition (EVD) of the correlation matrices $\mathbf{R}_t$ and $\mathbf{R}_r$ given by

$$\mathbf{R}_t = \mathbf{U}_t \Sigma_t \mathbf{U}_t^H \quad (6)$$

$$\mathbf{R}_r = \mathbf{U}_r \Sigma_r \mathbf{U}_r^H \quad (7)$$

where $\mathbf{U}_t$, $\mathbf{U}_r$ are the matrices of eigenvectors, and $\Sigma_t = \text{diag}(\lambda_1, \ldots, \lambda_{N_t})$, $\Sigma_r = \text{diag}(\chi_1, \ldots, \chi_{N_r})$ are the diagonal eigenvalue matrices of the transmit and receive correlation matrices, respectively.

Substituting (6) and (7) into (5), the precoder design problem can be written as

$$\min_{\mathbf{F}} \frac{1}{2} \int_{0}^{\phi} \left( \mathbf{I} + \frac{\hat{g}}{\sin^2 \phi} \sum_{\lambda} \left( \mathbf{U}_t^H \mathbf{F} \Sigma_t^{1/2} \mathbf{U}_r \right) \right)^{-1} d\phi$$

subject to $\text{Tr}(\mathbf{F}) = 1$, $\mathbf{F} \succeq 0 \quad (8)$

where $\mathbf{F} \succeq \mathbf{U}_t^H \mathbf{F} \mathbf{U}_r^H$ is the new optimization variable. The average power constraint is now expressed in terms of $\mathbf{F}$, and it holds true because the matrix $\mathbf{U}_t$ is unitary. The optimal precoding matrix $\mathbf{F}_{opt}$ can be found as $\mathbf{F}_{opt} = \mathbf{U}_t \hat{\mathbf{F}}_r^{1/2}$.

Observation 1: It can be seen from (8) that the transmit and receive correlations have different effects on the design of the linear precoder. Particularly, the precoder matrix depends on the receive correlation matrix $\mathbf{R}_r$ only through its eigenvalues $\Sigma_r$, while it depends on both eigenvalues $\Sigma_t$ and eigenvectors $\mathbf{U}_t$ of $\mathbf{R}_t$. Therefore, the optimal precoder mainly exploits the transmit correlation information.

Exploiting the fact that the optimal matrix $\mathbf{F}$ in (8) is diagonal [9], [11] and replacing the diagonal elements of $\mathbf{F}$ by $\mathbf{x} \hat{\mathbf{x}} = [x_1, \ldots, x_{N_t}] \succeq \text{diag}(\mathbf{F}) \in \mathcal{R}^{N_t}_+$, the problem (8) can be simplified to the following optimization problem

$$\min_{\mathbf{x}} \frac{1}{2} \prod_{j=1}^{N_t} \prod_{i=1}^{N_r} \left( 1 + \frac{\hat{g}}{\sin^2 \phi} \chi_j \lambda_i x_{ij} \right)^{-1} d\phi$$

subject to $\sum_{j=1}^{N_r} x_{ij} = 1$, $x_{ij} \geq 0$, $j = 1, \ldots, N_r$.

Thus, the optimization problem (5) with matrix variable $\mathbf{F} \succeq 0$ is simplified into the optimization problem (9) with vector variable $\mathbf{x} \in \mathcal{R}^{N_t}_+$. The problem (9) is convex on $\mathbf{x} \in \mathcal{R}^{N_t}_+$ due to the fact that its objective function is the product of convex decreasing and positive functions $(1 + \hat{g} / \sin^2 \phi) \chi_j \lambda_i x_{ij}$, and thus, is also convex [15]. The computational complexity of solving the problem (9) is lower than that of the problem (5).

Although the aforementioned dimension reduction technique for precoder design in the Kronecker correlation case has been widely used before (see, for example, [11]), the newly established convexity result allows to develop the efficient guaranteed-convergent logarithmic barrier function based gradient descent algorithm which is summarized Appendix A.6 The polynomial complexity of such algorithm is mostly due to the gradient computation for the objective function in (9). The convergence and complexity analysis of the algorithm and the comparison to the precoder of [11] it terms of complexity are presented in Appendix B.

C. Single-Receive-Antenna Case

In practice, the receiver is often equipped with a single antenna, especially in the downlink mode when the mobile handset is size-limited. The SER minimization based precoder in the case of a single receive antenna is developed in [8], but the solution is provided only for the SER upper bound. The exact problem formulation in this case follows from (9) (a single product is left in the objective function). Moreover, using the equation $(1/\pi) \int_0^{\pi} \prod_{j=1}^{N_r} \sin^2 \theta (\sin^2 \theta + c_j) d\theta = (1/2) \sum_{j=1}^{N_r} (1 - \sqrt{c_j} + c_j) \prod_{k=1}^{N_r} (c_j / c_k - c_k) (see (17))$, the objective function can be expressed in closed-form that further reduces the complexity of the gradient descent method because the gradient can be computed then easily without any integration involved. This design for single-antenna receiver can be seen as a completion of the work in [8], especially in terms of the design complexity.

IV. LOW-COMPLEXITY LINEAR PRECODERS

A. Upper Bound Problem

Replacing $\sin(\phi)$ in (9) by its maximum value $\sin(\pi/2) = 1$, the objective function in (9) can be upper bounded as $\sum_{j=1}^{N_r} \prod_{i=1}^{N_t} (1 + \hat{g} \chi_j \lambda_i x_{ij})^{-1}$. The variables of this function are nonseparable. Observing that the logarithmic function $\log(x)$ is monotonically increasing for nonnegative $x$, the upper bound of the objective function in (9) can be rewritten as a sum instead of the product, and the following upper bound optimization problem can be obtained:

$$\min_{\mathbf{x}} \sum_{j=1}^{N_r} \sum_{i=1}^{N_t} \log(1 + \hat{g} \chi_j \lambda_i x_{ij})$$

subject to $\sum_{j=1}^{N_r} x_{ij} = 1$, $x_{ij} \geq 0$, $j = 1, \ldots, N_t$.

The fact that the objective function is a decreasing function of $\mathbf{x} \in \mathcal{R}^{N_t}_+$ has been also used to relax the equality constraint $\sum_{j=1}^{N_r} x_{ij} = 1$ to inequality. The equality will be always achieved for the optimal solution; that is, all available power will be loaded along eigenbeams to achieve the system’s best performance.

Faster (than interior-point methods) computational procedures can be developed for (10) using the monotonic structure of the problem additionally to its convexity. Indeed, due to separability of the variables in the objective function, the theory of Lagrange dual decomposition can be applied. The Lagrangian for the optimization problem (10) is given by

$$\mathcal{L}(\mathbf{x}, \mu) = \sum_{j=1}^{N_r} \sum_{i=1}^{N_t} \log(1 + \hat{g} \chi_j \lambda_i x_{ij})$$

$$+ \mu \left( \sum_{j=1}^{N_r} x_{ij} - 1 \right) - \mu \mu_{ij} x_{ij} = \sum_{j=1}^{N_r} f(x_{ij}) - \mu$$

where $\mu \geq 0$, $\mu_{ij} \geq 0$, $j = 1, \ldots, N_t$ are the Lagrange multipliers and $f(x_{ij}) = \sum_{j=1}^{N_r} \log(1 + \hat{g} \chi_j \lambda_i x_{ij}) + \mu x_{ij} - \mu x_{ij} = 1, \ldots, N_t$. The optimal solution of the optimization problem (10) and the Lagrange multipliers must satisfy the following Karush–Kuhn–Tucker (KKT) conditions

$$\frac{\partial \mathcal{L}(\mathbf{x}, \mu)}{\partial \mathbf{x}} = \frac{1}{x_{ij} + (\hat{g} \chi_j \lambda_i)^{-1}} - \mu + \mu_{ij} = 0$$

$$\frac{\partial \mathcal{L}(\mathbf{x}, \mu)}{\partial \mu_{ij}} = \mu_{ij} x_{ij} = 0, \quad j = 1, \ldots, N_t$$

6Setting $\sin(\phi) = 1$ in this way generates the standard Chernoff bound on the complementary error function.
Then, the optimal solution of (10) can be found in the form

$$x_j^* = |x_j(\mu)|^+ := \max \{x_j(\mu), 0\}, \quad j = 1, \ldots, N_t$$

(15)

where $x_j(\mu), j = 1, \ldots, N_t$, are the solutions of the KKT equations and $\mu$ is the solution of the equation

$$\sum_{j=1}^{N_t} x_j^* = \sum_{j=1}^{N_t} |x_j(\mu)|^+ = 1.$$  

(16)

It follows from the KKT conditions that it is not guaranteed for the optimal solution that $x_j > 0, \forall j$. The non-increasing order of the eigenvalues of $\mathbf{R}_r$ implies that $x_1 \geq x_2 \ldots \geq x_{N_t}$. Then the $N_t$ of positive $x_j$ can be found by first setting $N_t^* = N_t$ and checking if $x_{N_t^*} > 0$. If this is the case, $x_j, \forall j$ are found by just computing (15) and (16). Otherwise, we set $x_{N_t^*} = 0$ and go to the next iteration by replacing $N_t^*$ with $N_t - 1$. Interestingly, this process is similar to that of the water-filling rule. The algorithm for finding the optimal solution of (10) is summarized in Appendix C.

B. Two Receive Antennas

In this case, the receive correlation matrix has two eigenvalues $\chi_1$ and $\chi_2$. The globally optimal solution to the problem (10) can be found by solving the system of KKT equations (12)–(14). Introducing a new variable $\tilde{\mu} \equiv 1/\mu$, the following second order equation is obtained

$$x_j^2 + (\tilde{\mu} \chi_1 + \tilde{\mu} \chi_2 - 2\tilde{\mu}) x_j + \tilde{\mu} (\tilde{\mu} \chi_1 + \tilde{\mu} \chi_2) = 0, \quad j = 1, \ldots, N_t$$

(17)

where $\tilde{\mu} \chi_1 \equiv 1/(\tilde{\mu} \lambda_1)$ and $\tilde{\mu} \chi_2 \equiv 1/(\tilde{\mu} \lambda_2)$. The solution of (17) can be found as

$$x_j^* = \frac{1}{2} \left[ -\tilde{\mu} \chi_1 + \tilde{\mu} \chi_2 + 2\tilde{\mu} \right] + \sqrt{\left(\tilde{\mu} \chi_1 - \tilde{\mu} \chi_2 \right)^2 + 4\tilde{\mu}^2}, \quad j = 1, \ldots, N_t.$$  

(18)

Then, $\tilde{\mu}$ is chosen such that it satisfies the condition (16). Although, the (16) cannot be solved for $\tilde{\mu}$ in closed form, a procedure similar to the iterative bisection procedure (IBP) in the end of Appendix C which makes use of the fact that the left-hand side of (16) is increasing function of $\tilde{\mu}$ can be adopted.

C. Three Receive Antennas

In this case, the receive correlation matrix has three eigenvalues $\chi_1$, $\chi_2$, and $\chi_3$. Similar to the two receive antennas case, the following third-order equation is obtained:

$$x_j^3 + a_2 x_j^2 + a_1 x_j + a_0 = 0, \quad j = 1, \ldots, N_t$$

(19)

where $a_0 \equiv \tilde{\mu} \chi_3 + \tilde{\mu} \chi_2 + \tilde{\mu} \chi_1 - 3\tilde{\mu}, a_1 \equiv \tilde{\mu} \chi_1 \tilde{\mu} \chi_2 + \tilde{\mu} \chi_1 \tilde{\mu} \chi_3 + \tilde{\mu} \chi_2 \tilde{\mu} \chi_3 - 2\tilde{\mu} (\tilde{\mu} \chi_1 + \tilde{\mu} \chi_2 + \tilde{\mu} \chi_3 - \tilde{\mu} (\tilde{\mu} \chi_1 + \tilde{\mu} \chi_2 + \tilde{\mu} \chi_3)), a_2 \equiv \tilde{\mu} \chi_1 \tilde{\mu} \chi_2 \tilde{\mu} \chi_3 - \tilde{\mu} (\tilde{\mu} \chi_1 \tilde{\mu} \chi_2 + \tilde{\mu} \chi_1 \tilde{\mu} \chi_3 + \tilde{\mu} \chi_2 \tilde{\mu} \chi_3), \tilde{\mu} \chi_1 \equiv 1/(\tilde{\mu} \lambda_1), \tilde{\mu} \chi_2 \equiv 1/(\tilde{\mu} \lambda_2)$, and $\tilde{\mu} \chi_3 \equiv 1/(\tilde{\mu} \lambda_3)$. Let $q \equiv (1/\lambda_1)(1/\lambda_2)(1/\lambda_3), \tilde{\mu} \equiv (1/\lambda_1), a_2 \equiv (2\lambda_2 - 2\lambda_3) - (1/27)a_2^2, s_1 \equiv r + (q^2 + r^2)^{1/2}, s_2 \equiv r - (q^2 + r^2)^{1/2}$, and $s_3 \equiv (s_1 + s_2)^{1/2}$. Due to the convexity of our problem, there is only one real solution, that is

$$x_j^* = |(s_1 + s_2) - a_2/3|^+. \quad j = 1, \ldots, N_t.$$  

(20)

Then, $\tilde{\mu}$ is chosen such that $\sum_{j=1}^{N_t} x_j^* = |(s_1 + s_2) - a_2/3|^+ = 1$. As before, a one-dimensional search can be carried out to find the optimal $\tilde{\mu}$.

D. Constant Receive Correlation

A popular constant correlation model [10] can be viewed as an approximation for the case of closely spaced antennas.\textsuperscript{8} Assuming a constant correlation model at the receiver with correlation coefficient $\rho \in [0, 1]$, the receive correlation matrix $\mathbf{R}_r$ has one eigenvalue of order one equal to $\chi_1 = \rho \left( N_t - 1 \right) + 1$, and one eigenvalue of order $N_t - 1$ equal to $\chi_2 = 1 - \rho$. Thus, the case of constant receive correlation for arbitrary number of receive antennas is mathematically equivalent to the case of two receive antennas.

E. Transmit-Side Correlation Only

In this case, the receive correlation matrix is an identity matrix,\textsuperscript{9} and the objective function of (10) simplifies to $\sum_{j=1}^{N_t} - \log (1 + \tilde{\mu} \lambda_j x_j)$. By solving the system of KKT conditions, it is easy to find that the optimal $x$ is given by the following water-filling procedure:

$$x_j^* = \left[ \tilde{\mu}^{-1} - (\tilde{\mu} \lambda_j)^{-1} \right]^+, \quad j = 1, \ldots, N_t$$  

(21)

and $\tilde{\mu}$ is chosen such that $\sum_{j=1}^{N_t} x_j^* = 1$. This result agrees with the existing results for the case of transmit correlation only [6], [8].

V. SIMULATION RESULTS

A precoded OSTBC MIMO systems with various number of transmit and receive antennas is considered in the simulation examples which follow. The 4-PAM constellation is used and the transmit power $E_t = N_t$. The performance is shown in terms of the SER, and a total of $10^5$ runs is used to obtain each point of the SER curves.

The first example studies a joint transmit-receive correlated system with two transmit and two receive antennas, employing the Alamouti code. The correlation coefficients between different antennas are $\rho_1 = \rho_2 = 0.6$. Four different precoders are considered: trivial precoder ($\mathbf{F} = \mathbf{I}$, or no precoding), the minimum SER precoder (9), the minimum SER upper-bound precoder (10), and the worst-case PEP-based precoder of [6] and [9]. Note that the precoder of [11] performs similarly to the precoder (9) if fixed-point iterations converge to the globally optimal solution.

Fig. 1 displays the SER versus SNR of the aforementioned precoders. The proposed precoders outperform the trivial precoder, especially in the low to medium SNRs regions. Particularly, the performance gain of the proposed precoders over the trivial precoder is about 1.8 dB for the SER of $10^{-2}$. Almost identical performance is observed for both the minimum SER upper-bound and the minimum exact SER precoders. However, the former has a lower complexity than the latter, and thus, is recommended for practical implementation. The minimum SER upper-bound precoder performs slightly better than that the worst-case PEP-based precoder of [9], especially in the medium to high SNR regions. The performance of all precoders is asymptotically identical to the trivial precoder in the high SNR region. This observation agrees with the intuition that in this region, transmitter optimization provides little benefit, but can not worsen the performance. It is because the term $\tilde{\mu}$ in (9) and (10) dominates the eigenvalues of the correlation matrices when SNR is large and the number of antennas is small. In this case, the system performance does not depend significantly on the precoding matrix.

In our second example, a single-receive-antenna system employing the real OSTBC for four transmit antennas (see [1] for the code matrix) is considered. The same precoders as in the previous example are compared. The exponential correlation model [10] is used with correlation coefficient between the neighboring antennas $\rho_1 = 0.6$.

\textsuperscript{8} The case of closely spaced antennas is typical for downlink mode. It represents the worst (least favorable) antenna configuration.

\textsuperscript{9} It is applicable when either the receiver has one antenna, or there is a rich scattering environment at the receiver side.
Fig. 1. SER performance of the Alamouti coded MIMO system with transmit and receive correlations $\rho_x = \rho_r = 0.6$.

Fig. 2. SER performance of the system with four transmit antennas and single-receive antenna and transmit exponential correlation $\rho_x = 0.6$.

Fig. 3. SER performance of the Alamouti coded MIMO system with constant transmit correlation, receive correlation $\rho_x = [0, 1, 1]$, SNR = 12 dB.

Fig. 4. SER performance of the Alamouti coded MIMO system with constant receive correlation, transmit correlation $\rho_x = [0, 1, 1]$, SNR = 12 dB.

Fig. 2 shows the SER versus SNR. It can be seen that the proposed precoders significantly outperform the trivial precoder. For example, the performance gain of the proposed precoders is about 3.5 dB at the SER of $8 \cdot 10^{-3}$. Moreover, the performance gain does not decrease as the SNR increases, which agrees also with the results reported in [6].

Finally, we investigate the SER of the proposed precoders versus the transmit and receive correlations for the two transmit two receive antenna system. Specifically, the performance of the precoder (10) is compared to that of the trivial precoder for an SNR of 12 dB. Fig. 3 shows the SER versus correlation coefficient at the receiver for fixed transmit correlations $\rho_x = 0.6$ and $\rho_r = 0.2$. The proposed precoders improve the system performance when the receive correlation coefficient is small. As the coefficient increases, the performance of both schemes decreases. Moreover, both the trivial precoder and the proposed precoder show similar performance for all values of the receive correlation if the transmit correlation is small ($\rho_x \approx 0.2$). This observation agrees with a well-known result that in the case of receive correlation only, the optimal precoding strategy is a simple equal power loading (trivial precoding). Fig. 4 displays the SER versus the correlation coefficient at the transmitter for fixed correlations at the receiver $\rho_x = 0.6$ and $\rho_r = 0.2$. The performance gap between the proposed precoder and the trivial precoder is negligible when the transmit correlation is low, and increases when the correlation increases. Therefore, the proposed precoder mostly exploits the transmit correlation in order to reduce the SER which confirms the theoretical Observation 1.

VI. CONCLUSION

A convex optimization based precoder design for OSTBC MIMO systems over Rayleigh fading channels with both transmit and receive correlations has been presented, and optimal statistical CSIT based precoders have been derived. The design aims at minimizing the exact SER or the Chernoff bound on the exact SER. The convex formulation facilitates the use of modern optimization methods with guaranteed convergence to the unique optimal solution. For several special system configurations and/or correlation models, computationally simple closed-form precoders have been also developed. The minimum SER upper-bound precoders perform nearly as good as the minimum
exact SER precoders, but have lower complexity. The numerical simulations illustrate the excellent performance of the proposed precoders.

APPENDIX A
BARrier FUNCTION BASED METHOD

Given: strictly feasible $x \in \mathbb{R}_+^{N_t}$, $I := f^{(0)} > 0$, $\nu > 1$ (update parameter), $\epsilon > 0$ (tolerance value).

Repeat:

1) Centering step: Compute $x^\ast (I)$ by minimizing $f(x) + \varphi (x)$, using the gradient descent method, starting at $x$. Here $f(x)$ denotes the objective function of (9), $\varphi (x) = \sum_{i=1}^{N_t} \log (x_j (1 - x_j)) - \log (1 - \sum_{j=1}^{N_t} x_j)$, and the gradient $\partial f(x)/\partial x_k$ can be derived as

\[ \frac{\partial f(x)}{\partial x_k} = \sum_{i=1}^{N_t} \sum_{j=k}^{N_t} (1 + \varphi_j x_k)^{-1} \partial \varphi_j \frac{\partial f(x)}{\partial x_k} = - \sum_{i=1}^{N_t} \sum_{j=k}^{N_t} (1 + \varphi_j x_k)^{-2} \sum_{i=1}^{N_t} (1 + \varphi_i x_k) x_i^{-1} d \varphi_i \]

where $\varphi_j = \left( \frac{\varphi_j}{\sin^2 \varphi_j} \right) \chi_j \lambda_j$, and $b_1, \ldots, b_{N_t}$ is a binary sequence with $b_i \in \{0, 1\}$, $i = 1, \ldots, N_t$. The expansion $\prod_{i=1}^{N_t} (1 + \alpha_i x_i)^{-1} = 1 + \sum_{i=1}^{N_t} \sum_{j=1}^{N_t} a_{ij} x_i^{-1} x_j$ has been used to derive (22).

2) Update: $x \leftarrow x^\ast (I)$.

3) Stopping criterion: Stop if $(N_t + 1)/I \leq \epsilon$. Increase: $I := \nu I$, and go to Step 1 until satisfying the stopping criterion.

APPENDIX B
COMPLEXITY ANALYSIS

The complexity of the gradient descend method depends on the number of centering steps and the number of inner iterations for each centering step. The number of centering steps can be computed as $P = \log ((N_t + 1)/d^{(0)}) \log \nu$. The maximum number of inner iterations can also be computed [15]. Therefore, the log-barrier function based method has bounded (polynomial) overall complexity and is globally convergent.

Comparing the complexity of our precoder (9) to that of the precoder in [11], we find that the latter is based on the fixed-point iterative method of finding $N_t \times N_t$ matrix variables and involves computation of determinant and inversion of $N_t N_t \times N_t N_t$ matrix, as well as computation of $N_t^2$ integrals. Thus, the complexity per iteration for the precoder in [11] is significantly high than that of our precoder because it is not optimized for the Kronecker case. However, even if the complexity of the precoder in [11] is optimized for the Kronecker case, the fixed-point iteration does not guarantee the convergence to the globally optimal solution since several fixed points may exist.

APPENDIX C
FAST ALGORITHM FOR THE UPPER-BOUND PROBLEM

Initialization: Set $k := 0$ (iteration index), $\mu(0) > 0$, and $\beta > 0$ (step size).

Repeat:

1) Find $x_j$, $\forall j$ by solving the following optimization problem

\[ x_j^\ast (\mu(k)) = \arg\min_{x_j \geq 0} f(x_j) \quad j = 1, \ldots, N_t. \]

The solution of (23) is unique due to the strict convexity of $f(x_j)$. This is equivalent to solving the KKT equations (12)–(14). Since the left-hand side of (12) is a decreasing function of $x_j$, the IBP given in the end of this Appendix can be applied to find optimal value of $x_j$.

2) Solve the dual problem to (23), that is

\[ \mu^* = \arg\max_{\mu \geq 0} \sum_{j=1}^{N_t} f(x_j^\ast (\mu)) - \mu. \]  

Since the solution to the problem (23) is unique, the dual function in (24) is differentiable and the following gradient method can be used to find optimal value of $\mu$: $\mu(k + 1) = \mu(k) - \beta (1 + \sum_{j=1}^{N_t} \partial f(x_j^\ast (\mu(k)))^2) \frac{\partial f(x_j^\ast (\mu(k)))}{\partial x_j}$, where $\partial f(x_j^\ast (\mu(k)))$ is the gradient of $f(x_j)$ evaluated at $x_j^\ast (\mu(k))$.

3) Repeat until convergence. Because of monotonicity, the Lagrange multiplier $\mu(k)$ will converge to the optimal value $\mu^* = k \rightarrow \infty$, and $x_j^\ast (\mu(k))$, $\forall j$ will also converge to the optimal solutions of (10).

IBP: Suppose we have a decreasing nonlinear monotonic function $h(x)$ and we seek the solution for the nonlinear equation $h(x) = \gamma$, $x \in [x_-, x_+]$. Exploiting the monotonicity of $h(x)$, the solution to the aforementioned nonlinear equation can be found using the following IBP:10

1) Set $x = (x_1 + x_2)/2$ and reset $x_2 = x$ if $h(x) > \gamma$, otherwise $x_2 = x$.

2) Repeat until $h(x) = \gamma$.
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10The complexity of the IBP in one dimension is very low, and the convergence rate is very fast.