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On Multiple Symbol Detection for
Diagonal DUSTM over Ricean Channels

Tao Cui and Chintha Tellambura, Senior Member, IEEE

Abstract— This letter considers multiple symbol differential
detection for multiple-antenna systems over flat Ricean-fading
channels when partial channel state information (CSI) is avail-
able at the transmitter. Using the maximum likelihood (ML)
principle, and assuming perfect knowledge of the channel mean,
we derive the optimal multiple symbol detection (MSD) rule for
diagonal differential unitary space-time modulation (DUSTM).
This rule is used to develop a sphere decoding bound intersection
detector (SD-BID) with low complexity. A suboptimal MSD
based decision feedback DD (DF-DD) algorithm is also derived.
The simulation results show that our proposed MSD algorithms
reduce the error floor of conventional differential detection and
that the computational complexity of these new algorithms is
reasonably low.

Index Terms— Multiple symbol detection, sphere decoding,
DUSTM, Ricean channel, MIMO.

I. INTRODUCTION

D IFFERENTIAL detection operates without channel state
information (CSI) and is robust against the carrier phase

ambiguity. It has been used in practical standards such as
Bluetooth 2.0 and IEEE 802.11b (or Wi-Fi). However, since
conventional differential detection performs worse than co-
herent detection, in single-input and single output (SISO) sys-
tems, multiple-symbol detection (MSD) for M -ary differential
phase-shift keying (MDPSK) has been developed [1]. MSD
jointly detects N data symbols using N consecutive received
samples. The computational complexity of MSD hence grows
exponentially with N . The sphere decoder (SD) [2] has also
been used to further reduce the complexity of MSD [3]. Al-
ternatively, decision feedback differential detection (DF-DD)
offers reasonable performance while ensuring low complexity
[4].

In [5], noncoherent differential unitary space-time modu-
lation (DUSTM) receivers based on MSD and DF-DD are
derived. A fast, suboptimal DUSTM detector is derived in [6].
We have recently derived, for MSD of DUSTM over quasi-
static fading channels, an efficient MSD bound intersection
detector (BID) in [7], [8]. Our BID is optimal and can be
more efficient than that in [6] in high signal-to-noise ratio
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(SNR). Various implementations of a tree search based MSD
for DUSTM by using the suboptimal detector in [6] has been
proposed in [9]. However, the tree search detectors in [9] are
still suboptimal.

The Ricean distribution is a widely used fading model. It
encompasses, as special cases, Rayleigh fading and additive
white Gaussian noise (AWGN) channels. For single-antenna
systems, an MSD rule has been given in [1], but no efficient
detection algorithm is proposed. A DF-DD scheme for flat
Ricean-fading channels based on linear prediction is proposed
in [10]. A MSD-based DF-DD rule for Ricean fading is also
given in [10]. Conventional differential detection uses the
previous received symbol as the reference symbol, whereas
the prediction based DF-DD [10] uses several previous re-
ceived signals to predict the reference symbol to mitigate
the noise and channel varying effects. For multiple-antenna
systems over Ricean channels, the derivation of the maximum
likelihood (ML) metric for the single symbol detection of
DUSTM with a known direct fading component for Ricean
fading is given in [11]. To the best of our knowledge, the
optimal MSD rule for DUSTM transmitted over multiple-
antenna Ricean channels has not been derived in the literature.

In this paper, we first derive the optimal MSD metric for
diagonal DUSTM over flat fast Ricean-fading channels, which
includes the MSD metric for MDPSK as a special case.
The derivation assumes that the channel direct component
is known, as in [11], [12]. The decision rule for diagonal
DUSTM reduces to the one in [11] when N = 1. In order to
significantly reduce the detection complexity, we combine the
branch and bound (BnB) principle and BID [7], [8] and derive
a sphere decoding bound intersection detector (SD-BID),
with the performance identical to that of maximum-likelihood
exhaustive search. We also generalize the Schnorr-Euchner
search strategy to SD-BID. We also propose a suboptimal
MSD-based DF-DD using BID [7], [8]. Although this scheme
does not achieve ML performance, it performs substantially
better than differential detection and its complexity is linear
in N . Surprisingly, in high SNR, the complexity of SD-BID
is even lower than that of the DF-DD scheme. This finding
agrees with the observation in [7], [9] for the Rayleigh fading
channel.

Notation: E{·}, (·)∗, (·)T , (·)H and (·)† denote expec-
tation, complex conjugation, transpose, conjugate transpose
and Moore-Penrose pseudo-inverse. The imaginary unit is
j =

√−1. The trace, determinant and the Frobenius norm
of matrix A are tr(A), det(A) and ‖A‖2

F = tr(AAH).
�x� denotes the closest integer to x. A circularly complex
Gaussian variable with mean m and variance σ2 is denoted
by z ∼ CN (m,σ2). The sets of real numbers and integers are
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R and Z, and the N × N identity matrix is IN . δi,j is the
Kronecker delta, for i, j ∈ Z, δi,j = 1 if i = j and δi,j = 0
if i �= j. A = diag{A1, �,AN} denotes a block diagonal
matrix with A1, �,AN in its diagonal blocks.

II. SYSTEM MODEL

We consider a multiple-antenna system with Nt transmit
and Nr receive antennas. For simplicity, all signals are rep-
resented in the equivalent complex-valued low-pass domain.
Ideal symbol synchronization is assumed. Each time slot
occupies an interval Ts in seconds, and each block consists
of T time slots. The block interval is thus TB = TsT in
seconds. All the transmitted symbols over the nth block are
arranged in the T ×Nt matrix S[n] = [st,i[n]], t = 1, 2, . . . , T
and i = 1, 2, . . . , Nt, where st,i[n] is transmitted from the ith
antenna in the t + (n − 1)T time slot.

We consider a flat Ricean-fading multiple-antenna channel
arising from a rich scattering environment. We assume that the
channel does not change significantly during one slot interval
Ts. The complex base-band received signal at the jth receive
antenna, at time slot t in the nth block can be written as

rt,j [n] =
Nt∑
i=1

hi,j [t + (n − 1)T ]st,i[n] + wt,j [n],

j = 1, . . . , Nr, t = 1, . . . , T,

(1)

where hi,j [t] denotes the channel gain from the ith transmit
antenna to the jth receive antenna in the tth time slot,
and wt,j [n] is the complex additive white Gaussian noise
(AWGN) at the jth receive antenna. The additive Gaussian
noise processes at different receive antennas are independent
and have equal variance σ2

n. The channel gain hi,j [t] is a
complex Gaussian random process and can be expressed as

hi,j [t] = (hd)i,j [t] + (hs)i,j [t], (2)

where (hd)i,j [t] is the direct component (hd)i,j [t] =
E{hi,j [t]}, and (hs)i,j [t] is the scattered component, which is
a zero mean Gaussian process. We assume that all path gains
are statistically independent (E{(hs)i,j [n](hs)∗i′,j′ [n]} = 0,
∀(i, j) �= (i′, j′)) and have the same autocorrelation function
ϕh[k] = E{(h[t + k] − hd[t + k])(h[t] − hd[t])∗}.

In DUSTM, the signals are modulated by choosing a matrix
from a finite group V = {Vl, l = 0, 1, . . . , L−1}, where Vl is
a T ×Nt unitary matrix (VlVH

l = IT ), and L = 2NtR, and R
denotes the normalized data rate [13]. To realize DUSTM, we
assume T = Nt and V0 = INt

. The NtR binary information
bits are first converted to an integer l within [0, L − 1], and
V[n] = Vl is chosen from V . The transmitted block at the
nth block is encoded as S[n] = V[n]S[n− 1]. The first block
is S[0] = V0. The internal composition property of a group
ensures that S[n] ∈ V is unitary for any positive n. In this
paper, we consider diagonal constellations, a special kind of
DUSTM. For diagonal constellations, the unitary matrices Vl

are chosen as

Vl = diag
{

ej2πu1l/L, ej2πu2l/L, . . . , ej2πuNt l/L
}

, (3)

where ui, i = 1, 2, . . . , Nt are obtained from [13]. From [13],
ui is relatively prime to L. We thus have st,i[n] �= 0 t = i,

and st,i[n] = 0 for t �= i. Therefore, (1) can be rewritten as

rt,j [n] =ht,j [t + (n − 1)T ]st,t[n] + wt,j [n],
j = 1, . . . , Nr, t = 1, . . . , Nt.

(4)

The matrix form of (4) is thus

R[n] =S[n]H[n] + W[n] = S[n](Hd[n] + Hs[n]) + W[n],
(5)

where R[n] = [rt,j [n]] is the Nt × Nr receive matrix,
W[n] = [wt,j [n]] is the Nt × Nr noise matrix, H[n] is the
Nt × Nr channel matrix, and the (i, j)th entry of H[n] is
hi,j [i+(n−1)T ]. The second equality comes from (2), where
the (i, j)th entries of Hd[n] and Hs[n] are the direct and
scattering components of hi,j [i+(n−1)T ], respectively. From
[14, pp. 34, (3.2)], we have

Hd[t] = hmej(2πfD cos(θ0)Tst+φ)a(θt)a(θr)T , (6)

where hm and φ denote the amplitude and the phase of
the direct component, θ0 is the angle between the line-
of-sight and the mobile direction, θr and θt as the an-
gle of arrival and the angle of departure, respectively, and
a(θt), a(θr) are the direct array responses at the transmitter
and receiver. The array response corresponding to an N -
element (N ∈ {Nt, Nr}) linear array is given by a(θ) =
[1, ej2πd cos(θ), . . . , ej2πd(N−1) cos(θ)]T , where θ is the angle
of arrival or departure of the direct component and d is the
antenna spacing in wavelengths. In (6), we assume that all
the direct components have the same amplitude and that the
transmit antennas are far from the receive antennas such that
θ0 is common to every transmit and receive antenna pair. The
Rice factor K is defined as K = h2

m

σ2
h

[14].

III. MULTIPLE-SYMBOL DIFFERENTIAL DETECTION WITH

PARTIAL CHANNEL STATE INFORMATION

By following the same approach as in [5], [7], we consider
the received signal from n = k + 1 to n = k + N . Let
R̄[k] = [RH [k + 1], . . . ,RH [k + N ]]H (a NNt ×Nr matrix)
and H̄[k] = [HH [k + 1], . . . ,HH [k + N ]]H (a NNt × Nr

matrix). The matrix input-output relationship is

R̄[k] = S̄D[k]H̄[k]+W̄[k] = S̄D[k](H̄d[k]+H̄s[k])+W̄[k],
(7)

where S̄D[k] = diag{S[k + 1], . . . ,S[k + N ]} is an
NNt × NNt block diagonal matrix, and H̄d[k] = [HH

d [k +
1], . . . ,HH

d [k+N ]]H , H̄s[k] = [HH
s [k+1], . . . ,HH

s [k+N ]]H ,
and W̄[k] = [WH [k+1], . . . ,WH [k+N ]]H are all NNt×Nr

matrices. We drop the time index k in the following for
simplicity. As is the case with single-antenna systems, vec(R̄)
is a complex Gaussian vector, and the conditional pdf given
S̄D[k] is

f(R̄
∣∣ S̄D) =

1
(πNNt det(CR))Nr

× exp
{−tr

(
(R̄ − S̄DH̄d)HC−1

R (R̄ − S̄DH̄d)
)}

,

(8)

where we have assumed that the channel direct component is
given; i.e., H̄d is known. The autocovariance matrix CR is
given by

CR =E{(R̄ − S̄DH̄d)(R̄ − S̄DH̄d)H}
=S̄DCH S̄H

D + Nrσ
2
nINtN = Nr(Ch ⊗ INt

),
(9)
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where CH is the covariance matrix of H̄, ⊗ denotes the
Kronecker product [15], and

Ch =

⎡
⎢⎢⎢⎢⎣

ϕh[0] ϕh[T ] · · · ϕh[(N − 1)T ]

ϕh[−T ] ϕh[0]
...

...
...

...
. . .

...
ϕh[−(N − 1)T ] . . . . . . ϕh[0]

⎤
⎥⎥⎥⎥⎦ .

(10)
Note that (9) is true because the (i, j)th entries of H[n]
and H[m] are hi,j [i + (n − 1)T ], hi,j [i + (m − 1)T ]. Thus,
E{hi,j [i + (n − 1)T ]h∗

i,j [i + (m − 1)T ]} = ϕh[(n − m)T ].
Since S[n] (n = k, k +1, . . . , k +N ) are unitary matrices, we
have S̄DS̄H

D = INtN and CR = NrS̄D (C ⊗ INt
) S̄H

D , where
C = Ch + σ2

nIN and it follows the distributivity property
of the Kronecker product [15]. We also have det(CR) =
det
(
Nr (C ⊗ INt

) S̄H
D S̄D

)
= det (Nr (C ⊗ INt

)). Therefore,
maximizing (8) is equivalent to minimizing

g(S̄D) = tr
(
(R̄ − S̄DH̄d)HC−1

R (R̄ − S̄DH̄d)
)
. (11)

Note that

C−1
R =

1
Nr

S̄D (C ⊗ INt
)−1 S̄H

D =
1

Nr
S̄D

(
C−1 ⊗ INt

)
S̄H

D ,

(12)
where the first equality derives from S̄DS̄H

D = INtN , and the
second equality derives from the Kronecker product property
(A⊗B)−1 = A−1 ⊗B−1 (A and B are square nonsingular
matrices) [15]. Let the Cholesky factorization of C−1 be
C−1 = UHU, where U is upper triangular. By using the
Kronecker product property (A⊗B)(C⊗D) = AC⊗BD,
C−1 ⊗ INt

= (U⊗ INt
)H(U⊗ INt

) = ŪHŪ, and Ū is also
upper triangular. After several manipulations, we simplify (11)
as

g(S̄D) =
∥∥ŪH̄d − ŪS̄H

DR̄
∥∥2

F
=
∥∥Ȳ − ŪS̄H

DR̄
∥∥2

F
, (13)

where Ȳ = ŪH̄d = [YH [k + 1],YH [k + 2], . . . ,YH [k +
N ]]H , and Y[n] is an Nt × Nr matrix. The MSD rule for
DUSTM over multiple-antenna Ricean channels is given by{

Ŝ[k + 1], . . . , Ŝ[k + N ]
}

= arg min
S[k+1],...,S[k+N ]∈V

∥∥Ȳ − ŪS̄H
DR̄

∥∥2

F
.

(14)

The transmitted signals can be differentially detected as

V̂[n] = Ŝ[n + 1]ŜH [n]. (15)

IV. EFFICIENT MULTIPLE SYMBOL DIFFERENTIAL

DETECTION

A. SD-BID based MSD

We now present our sphere decoding bound intersection
detector (SD-BID) based on the MSD rule (14). As with the
sphere decoder, we examine only the candidates that satisfy

‖Ȳ − ŪS̄H
DR̄‖2

F ≤ R2. (16)

Instead of explicitly enumerating all the candidates, we com-
bine the branch-and-bound (SD) and the divide-and-conquer
approach of BID. Let the entries of U be denoted by ui,j ,

i ≤ j. By taking the upper triangular and Kronecker product
structure of Ū into account, (16) can be written as

N∑
i=1

∥∥∥∥∥∥Y[k + i] −
N∑

j=i

ui,jSH [k + j]R[k + j]

∥∥∥∥∥∥
2

F

≤ R2. (17)

Thus a necessary condition for (17) is

N∑
i=n

∥∥∥∥∥∥Y[k + i] −
N∑

j=i

ui,jSH [k + j]R[k + j]

∥∥∥∥∥∥
2

F

≤ R2,

n = N, . . . , 1.

(18)

Condition (18) can be checked component by component. To
proceed, we start from S[k + N ]. Using BID, we can obtain
its candidate set

IN =
{
Vl

∣∣∣∥∥Y[k + N ]−uN,NVH
l R[k + N ]

∥∥2

F
≤R2,

l ∈ {0, 1, . . . , L − 1}
}

,
(19)

where Vl is defined in (3). After choosing Ŝ[k+j] for S[k+j]
from their candidate set, i + 1 ≤ j ≤ N , we define

d2
i =

∥∥Z[k + i] − ui,iSH [k + i]R[k + i]
∥∥2

F
, (20)

R2
N = R2, R2

i = R2
i+1 − d2

i+1, 1 ≤ i ≤ N − 1, (21)

where Z[k + i] = Y[k + i]−∑N
j=i+1 ui,jŜH [k + j]R[k + j].

By following the same arguments as in [7], [8], d2
i can be

further simplified as

d2
i =

Nt∑
p=1

Ap − Bp cos
(

(upl + φp)
2π

L

)
, (22)

where

Ap =
Nr∑
q=1

|zp,q[k + i]|2 + |ui,jrp,q[k + i]|2 ,

Bp =2

∣∣∣∣∣
Nr∑
q=1

z∗p,q[k + i]ui,jrp,q[k + i]

∣∣∣∣∣ ,
φp = arg

(
Nr∑
q=1

z∗p,q[k + i]u∗
i,jr

∗
p,q[k + i]

)
L/2π.

(23)

The candidate set for S[k + i] can be obtained as

Ii =

{
Vl

∣∣∣∣∣
Nt∑
p=1

Ap − Bp cos
(

(upl + φp)
2π

L

)
≤ R2

k,

l ∈ {0, 1, . . . , L − 1}
}

.

(24)

To find Ii, we need first to find

Lp =
{

l

∣∣∣∣Ap − Bp cos
(

(upl + φp)
2π

L

)
≤ R2

k,

l ∈ {0, 1, . . . , L − 1}
}

, p = 1, . . . , Nt.

(25)

Lp can be found by using the algorithm in [7], [8]. Ii can be
obtained as

Ii =

{
Vl

1

∣∣∣∣∣ l ∈
Nt⋂
p=1

Lp

}
. (26)
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Due to space limitations, we cannot outline the details of the
BID algorithm. For the whole BID algorithm and efficient
implementations, the reader is referred to [7], [8].

When all Ŝ[k + i] are found, all the Ri’s are updated
according to

R2
N = ‖Ȳ − ŪS̄H

DR̄‖2
F , R2

i = R2
i+1 − d2

i+1,

i = N − 1, . . . , 1.
(27)

The process continues until all the candidates satisfying (16)
have been checked. The best candidate is the ML solution. If
Nt = Nr = 1, the SD-BID reduces to the conventional SD.

The initial radius R can also be obtained according to
the statistic of g(S̄D) in (11). If S̄D is the true solution,
X = S̄H

D [k]R̄[k] − H̄d[k] = H̄s[k] + SH
D [k]W̄[k] is zero

mean complex Gaussian with autocovariance matrix CX =
Ch+σ2

nIN . Therefore, e = tr{XH(Ch+σ2
nIN )−1X} is a chi-

square random variable with 2NNrNt degrees of freedom. By
using the radius-selection strategy of [16], R2 can be chosen
to make the probability that e is less than R2 very high:∫ R2

0

xNNrNt−1e−x/2

Γ(NNrNt)2NNrNt
dx = 1 − ε, (28)

where ε can be reduced to ensure with high probability that
the ML solution is contained within the initial hypersphere.
Clearly, the initial radius does not depend on the noise
variance.

The Schnorr and Euchner [17] strategy can also be general-
ized to SD-BID. In each step, we not only find the candidate
set Ii but also compute the corresponding d2

i by using (22)
and store it in Di. Ii is sorted according to Di. The candidate
with minimum d2

i is searched first. Note that each test in
(22) needs 4Nt flops only. However, if d2

i is calculated by
using (20) directly, it needs 15NtNr flops. Therefore, using
(22) to compute d2

i , sorting and R2
i updating offer significant

complexity saving. To avoid computing d2
i for each candidate

in Ii, we suggest sorting Ii by A1−B1 cos ((u1l − φ1)2π/L)
instead of sorting Ii according to d2

i . Thus, we should sort Ii

by mod(|l − φ1|, L), Vl
1 ∈ Ii. This sorting can be done in

a similarly to that in the Schnorr and Euchner strategy by
choosing l according to the distance from φ1.

B. Reduced-state DD

Assuming that the previous decisions Ŝ[k + 1], . . . , Ŝ[k +
N − 1] have been correct, the MSD for DUSTM (14) can be
readily modified to MSD based DF-DD by replacing S[k +
1], . . . ,S[k + N − 1] in (14) with Ŝ[k + 1], . . . , Ŝ[k + N − 1].
Our BID can be used to solve the DF-DD. We also note that
the decision feedback sequence estimator is a special case of
the reduced-state sequence estimator (RSSE) [18]. Similarly,
a reduced-state differential detector (RS-DD) can be used
to solve (14) as a generalization of the DF-DD. Instead of
assuming N−1 correct feedbacks in (14), RS-DD uses only M
(0 ≤ M ≤ N −1) decision feedbacks. S[k+1], . . . ,S[k+M ]
in (14) are replaced with Ŝ[k + 1], . . . , Ŝ[k + M ], and SD-
BID is used for the resulting N − M dimensional problem.
If M = 0, RS-DD reduces to SD-BID and DF-DD when
M = N − 1. Thus, both the performance and complexity of
RS-DD are between those of SD-BID and DF-DD.
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Fig. 1. The performance comparison between SD-BID, MSD based DF-
DD, differential detection and coherent detection with N = 3, 6 for DUSTM
(Nt = 4, Nr = 1 and R = 1) over flat Ricean channels (fDT = 0.0075
and K = 5dB).
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Fig. 2. The performance comparison between SD-BID, MSD based DF-
DD, differential detection and coherent detection with N = 3, 6 for DUSTM
(Nt = 4, Nr = 1 and R = 1) over flat Ricean channels (fDTB = 0.03
and K = 5dB).

V. SIMULATION RESULTS

The Nt = 4, Nr = 1 and rate R = 1 DUSTM is used.
The code parameters are taken from [13]. The Jakes’ model
is assumed for each channel. The direct channel matrix is
assumed to be Hd[n] =

√
K/(K + 1)1Nt×Nr

[19], where
1Nt×Nr

is an all one matrix. We assume that the receiver has
perfect knowledge of K, Ch and σ2

n.
Fig. 1 shows the BER versus SNR for SD-BID, MSD

based DF-DD (DF-DD), with N = 3, 6, fDT = 0.0075,
and Rice factor K = 5 dB. They are compared with conven-
tional differential detection (CDD) stated in [1] and coherent
detection (CD) with perfect CSI. Compared with DF-DD,
the SD-BID has a 0.1 dB gain (N = 3) and a 0.4 dB gain
(N = 6) at a BER of 10−4, respectively. Both DF-DD and
SD-BID can reduce the performance gap between differential
detection and coherent detection. The performance loss of SD-
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Fig. 3. The performance comparison between SD-BID (N = 6), differential
detection and coherent detection for DUSTM (Nt = 4, Nr = 1 and R = 1)
over flat Ricean channels (fDTB = 0.03) with different Rice factor K.
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Fig. 4. The average number of flops comparison between SD-BID, RS-DD,
MSD based DF-DD for DUSTM (Nt = 4, Nr = 1 and R = 1) over flat
Ricean channels (fDTB = 0.03 and K = 5dB).

BID over coherent detection reduces as N increases. When
the Doppler rate fDTB increases to 0.03, the gap between
SD-BID and coherent detection increases from 1 dB to 2 dB
(Fig. 2). At a BER of 5× 10−4, the DF-DD scheme performs
0.6 dB and 1.2 dB worse than SD-BID. This finding agrees
with what is known for single-antenna systems; that is, the
gap between SD-BID and DF-DD increases with the increase
of N . We also show the performance of RS-DD in Fig. 2.
When N = 6, M = 3, RS-DD has about a 0.6 dB gain over
SD-BID with N = 3 at BER= 10−4, when both use a 3-
dimensional exhaustive search. RS-DD outperforms SD-BID
by 0.2 dB when N = 9, M = 3. RS-DD thus performs well
and maintains low complexity.

Fig. 3 presents the performance of SD-BID (N = 6),
differential detection and coherent detection for several Rice
factors. All the detectors perform better as the Rice factor
increases. The gaps between SD-BID and coherent detection
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Fig. 5. The average number of flops of SD-BID for DUSTM (Nt = 4,
Nr = 1 and R = 1) over flat Ricean channels for different fDTB and Rice
factor K.

and between SD-BID and differential detection reduce as the
Rice factor increases.

The complexities of different detectors are compared in Fig.
4. SD-BID not only has a decrease in complexity as SNR
increases, but has lower complexity than DF-DD in high SNR,
where SD-BID has both complexity and performance gains.
Interestingly, the RS-DD complexity is less than that of SD-
BID. In RS-DD, the matrix U after deleting the corresponding
columns to the feedback signals is different from the U in SD-
BID with the same size. The diagonal terms of the matrix in
RS-DD are larger than those in pure SD-BID. Fig. 5 shows the
complexity of SD-BID as a function of SNR for different Rice
factors and Doppler rates. When the Rice factor increases,
the complexity of SD-BID reduces significantly as SD-BID
becomes coherent detection when K → ∞. Fig. 5 also shows
that a smaller Doppler rate results in less complexity. As with
RS-DD, the complexity reductions increase because of the
change on the structure of matrix U.

VI. CONCLUSION

In this paper, we have derived the optimal decision met-
rics of multiple symbol differential detection for diagonal
DUSTM over Ricean fading channels with partial channel
state information. A BID with a modified Schnorr and Euchner
strategy was generalized to the MIMO case, leading to an
efficient SD-BID algorithm for MSD of DUSTM. Several
efficient implementation issues have also been addressed. The
simulation results confirm the relationship between Ricean
fading, Rayleigh fading and perfect CSI cases. Compared with
DF-DD, the sphere decoder and SD-BID perform better and
maintain a reasonably low complexity.
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