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Abstract— In multiple-input multiple-output (MIMO) systems,
antenna selection where only a subset of antennas at the trans-
mitter and/or receiver are activated for signal transmission is
a practical technique for the realization of diversity benefits.
Despite extensive research, closed-form symbol-error-rate (SER)
and capacity expressions for MIMO systems employing receive
antenna selection (RAS) and orthogonal space-time block codes
(OSTBCs) are not available. We thus derive exact closed-form ex-
pressions for the SER and capacity of an OSTBC MIMO system
when N receive antennas out of total Lr antennas are selected
at the receiver. Our expressions are valid for a frequency-flat
Rayleigh fading MIMO channel and avoid numerical integration
methods.

I. INTRODUCTION

Multiple antennas for transmitting and/or receiving data
effectively mitigate fading. Obtaining the benefits of multiple
transmit antennas may however require the use of special
space-time signaling schemes such as orthogonal space-time
block codes (OSTBCs), a class of easily decoded space-
time codes that achieve the full diversity order [1], [2]. The
family of OSTBCs simplifies maximum-likelihood decoding
by decoupling the vector detection problem into a set of scalar
detection problems [3].

A major limiting factor in the deployment of MIMO sys-
tems is the cost of multiple radio frequency chains (such as
amplifiers, mixers and analog-to-digital converters) at both
ends of a wireless link. A powerful solution is to select a
subset of the available antennas while keeping the advantages
of using all antennas [4]. This results in a limited number of
transmit/receive chains are dynamically multiplexed between
several transmit/receive antennas. Several RAS algorithms to
pick the best antenna subset has been proposed [5], [6]. Per-
formance analysis of space-time coding for both uncorrelated
and correlated channels incorporated with receive antenna se-
lection have been reported in [7], [8] where only performance
bounds were offered.

The main contribution of this paper is to provide closed-
form symbol-error-rate (SER) and capacity expressions for
uncorrelated Rayleigh fading channels with RAS and OS-
TBCs. A closed-form capacity expression for transmit an-

tenna selection and OSTBCs has been derived in [9]. To the
best of our knowledge, although RAS is a well researched
topic in which various channel/correlation models have been
comprehensively treated, no SER expressions for OSTBC
MIMO with RAS are available. To simplify the complexity
of evaluating the SER, we also propose a direct and accurate
SER approximation based on Gauass-Chebyshev quadrature
integration [10]. The resulting formulas avoid the need for
lengthly Monte Carlo simulation.

The paper is organized as follows. In the next section,
the system model and preliminary analysis are presented. In
Section 3, we derive the closed-form SER expression as well
as its accurate approximation. The main part of this paper, the
closed-form expression for capacity, is derived in Section 4.
Section 5 gives the conclusions

Notation: Bold symbols denote matrices or vectors. (·)T ,
(·)H and (·)∗ denote transpose, conjugate transpose and con-
jugate, respectively. The set of complex numbers is C, and the
set of all complex K×1 vectors, M ×N matrices are denoted
by CK , CM×N respectively. A circularly symmetric complex
Gaussian variable with mean µ and variance σ2 is denoted by
z ∼ CN (µ, σ2). ‖.‖2

F stands for the Frobenus norm.

II. SYSTEM MODEL

We consider a MIMO system in a Rayleigh fading envi-
ronment with Lt transmit and Lr receive antennas. Channel
state information (CSI) is perfectly available at the receiver,
but not at the transmitter. N receive antennas out of Lr are
selected and activated for the signal reception of OSTBC
signal matrices, while the remaining receive antennas are
inactive. Let H̃ ∈ CN×Lt be a submatrix of the channel
matrix H ∈ CLr×Lt . H = [hij ] where hij ∼ CN (0, 1) is
the channel gain between the ith transmit and jth receive
antenna. H̃ consists of the channel gains for the N selected
receive antennas and Lt transmit antennas. Suppose that hT

j

(j = 1, 2, ..., Lr) are rows of the channel matrix H. The
rows are sorted according to their norms and assume that
‖hT

i1
‖ ≥ ... ≥ ‖hT

iLt
‖ where ik ∈ {1, 2, ..., Lr}. Thus, H̃
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is defined as
H̃ = [hi1hi2 · · ·hiN

]T . (1)

As can be seen, with this selection criterion, we actually
maximize the total received signal power at the receiver. The
received signals are expressed as

Y =
√

Es

Nt
H̃X + V (2)

where Y ∈ CN×T is the complex received signal matrix and
X ∈ CLt×T is the complex transmitted signal matrix, which
is a member of an OSTBC [2]. V ∈ CN×T is the additive
noise matrix with independent and identical distributed entries
of CN (0, N0). The coefficient

√
Es/Nt ensures that the total

transmitted power in each channel use is Es and independent
of number of transmit antennas.

We denote the vector consisting of complex information-
bearing symbols prior to space-time encoding as s =
[s1, s2, . . . , sQ]T of size Q×1. Different signal constellations
such as M-PAM, M-QAM, or M-PSK can be used with
normalization such that E(|si|2) = 1. A OSTBC codematrix
X(s) of size Nt × T is then used to encode the input vector
with the properties [2]

• All the elements in X(s) are linear functions of
s1, s2, . . . , sQ and their complex conjugates.

• X(s)HX(s) = ‖s‖2
F I for all s ∈ C

Q.
Since T symbol periods are necessary to transmit Q symbols,
the symbol rate Rs of the OSTBC is defined as Rs = Q/T .

When an OSTBC is used, it has been shown that the ML
decoder for an OSTBC modulated signal decomposes the
MIMO system as Q independent single input single output
(SISO) additive white Gaussian noise channels defined as [2]

s̃q =
√

Es

Nt

(
1

Rs
‖H̃‖2

F

)
sq + νq, q = 1, ..., Q (3)

where νq ∼ CN
(
0, 1

Rs
‖H̃‖2

F N0

)
. We conclude that the

achievable SNR per symbol in M -ary constellation is

γs =
Es

N0

1
RsNt

‖H̃‖2
F = cρ‖H̃‖2

F (4)

where ρ = Es

N0
is the SNR per channel use and c = 1/(RsNt).

Therefore, the antenna selection criterion in (1), which selects
N receive antennas, maximizes the instantaneous SNR and
thereupon minimizes the error rate and maximizes channel
capacity.

Let γk = cρ‖hT
k ‖2, k = 1, 2, ..., Lr be the scaled norms of

the rows of H. Therefore, γk is a chi-squared i.i.d. random
variable with the pdf given by

pγk
(γk) =

γLt−1
k

(cρ)Lt(Lt − 1)!
e−γk/cρ. (5)

In receive antenna selection (1), the best N antennas with the
largest γk are selected. Thus, the received SNR per symbol
(4) can be written as

γs =
N∑

k=1

γ(k) (6)

where γ(k) = cρ‖hT
ik
‖2. The moment generating function

(MGF) of γs is given by [11]

Φγs
(s) =N

(
Lr

N

)
(cρ)−LtN

[(Lt − 1)!]N
∑

i1,...,iN

a(Lt; i1, ..., iN )

N−1∏
k=1

ik!
kik

Lr−N∑
j=0

(
Lr − N

j

)
(−1)j

×
{∑

n∈B

(
j

n0, ..., nLt−1

)
(cnj +iN )!(cρ)r+N+iN

(N + j)cnj+iN+1Anj

1
(1+ cρs)r+N−1

· 1
(1 + Ncρ

N+j s)cnj+iN+1

}
(7)

where
(

j
n0,...,nLt−1

)
= j!

n0!···nLt−1!
, a(Lt; i1, ..., iN ) is the

coefficient of xi1
1 . . . xiN

N in expression

(x1 + x2 + · · · + xN )Lt−1(x2 + · · · + xN )Lt−1 · · ·xLt−1
N

and B is the set of all combinations of nonnegative integers of
n0, n1, ..., nLt−1 such that

∑Lt−1
k=0 nk = j, cnj =

∑Lt−1
k=1 knk,

Anj =
∏Lt−1

k=2 (k!)nk and r =
∑N−1

k=1 ik. Note that the MGF
of γs is the Laplace transform of fγs

(λ) evaluated at −s.

III. CLOSED-FORM SER EXPRESSIONS

A. Exact SER for M-ary PAM

In this section, we derive the closed-form expression for
exact average SER with OSTBCs and RAS. In [8], the
authors only provided performance bounds. For simplicity,
we consider PAM modulation. We have the SER is given as
following [12]

SERγs =
2
π

M − 1
M

∫ π
2

0

Φγs

( gpam

sin2 φ

)
dφ (8)

where gpam = 3
M2−1 . In order to evaluate the exact SER, we

define

I (c1, c2;m1,m2) =
1
π

∫ π
2

0

( sin2 φ

sin2 φ + c1

)m1
( sin2 φ

sin2 φ + c2

)m2

dφ

(9)
for which a closed-form expression is available in [12].
However, for clarity, we restate the result as following

I (c1, c2;m1,m2) =
( c1

c2
)m2−1

2(1 − c1
c2

)m1+m2−1

[m2−1∑
k=0

(c2

c1
− 1

)k
Bk

Ik(c2) − c1

c2

m1−1∑
k=0

(
1 − c1

c2

)k
CkIk(c1)

]
where

Bk � Ak(
m1+m2−1

k

) , Ck �
m2−1∑
n=0

(
k
n

)(
m1+m2−1

n

)An, (10)

Ak � (−1)m2−1+k

(
m2−1

k

)
(m2 − 1)!

m2∏
n=1

n�=k+1

(m1 + m2 − n), (11)
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SERγs =
2(M − 1)N

(
Lr

N

)
(cρ)−LtN

M [(Lt − 1)!]N
∑

i1,...,iN

a(Lt; i1, ..., iN )
N−1∏
k=1

ik!
kik

Lr−N∑
j=0

(
Lr − N

j

)
(−1)j

×
{∑

n∈B

(
j

n0, ..., nLt−1

)
(cnj +iN )!(cρ)r+N+iN

(N + j)cnj+iN+1Anj
I (cρgpam,

Ncρgpam

N+j
; r + N − 1, cnj + iN + 1)

}
. (13)

and

Ik(c) = 1 −
√

c

1 + c

[
1 +

k∑
n=1

(2n − 1)!!
n!2n(1 + n)n

]
(12)

with the double factorial notation denoting the product of only
odd integers from 1 to 2k − 1. Then, the SER is given by the
closed-form formula (13).

Although in closed-form, the SER expression (13) appears
to be complicated. Therefore, we now provide an accurate
approximation for (8) based on the Chebyshev polynomials.
By changing variable t = sinφ, the integral formula (8) can
be written in terms of new variable as

SERγs =
2
π

M − 1
M

∫ 1

0

Φγs

( gpam

t2

)
√

1 − t2
dt (13)

whose the integrand is an even function w.r.t variable t.
Therefore, we can evaluate it alternatively as following

SERγs =
1
π

M − 1
M

∫ 1

−1

Φγs

( gpam

t2

)
√

1 − t2
dt . (14)

With this form, we can readily apply the result in [10], name
the Chebyshev polynomials of first kind

SERγs =
1
π

M − 1
M

n∑
j=1

wjΦγs

(gpam

t2j

)
+ Rn, (15)

where the coefficients are given by

wj =
π

n
, tj = cos

(2j − 1)π
2n

. (16)

and the remainder, which will be ignored for computation, has
the following form

Rn =
π

(2n)!22n−1
f (2n)(ξ), (−1 ≤ ξ ≤ 1). (17)

The larger the value of n will provide better approximation
for (8).

B. Exact SER for M-ary QAM

Similar approach can be used to compute the SER for QAM
modulation (as well as M-PSK). Given the MGF of the SNR
per symbol, the SER for QAM-modulation is given by [12]

SERγs =
4
π

(√
M − 1√

M

) ∫ π
2

0

Φγs

( gqam

sin2 φ

)
dφ

− 4
π

(√
M − 1√

M

)2
∫ π

4

0

Φγs

( gqam

sin2 φ

)
dφ (18)

where gqam = 3
2(M−1) . The first term can be computed

similarly as for the case of PAM. To compute the second term,
we define

J (c,m) =
1
π

∫ π
4

0

( sin2 φ

sin2 φ + c

)m

dφ (19)

whose closed-form expression is provided in [12]. In order
to use the above form, we need to do partial fraction for the
MGF in (7). This will be explained in the next section where
we derive the closed-form expression for capacity.

IV. CLOSED-FORM CAPACITY FORMULA

In order to evaluate the average channel capacity, we need
the probability density function of γs, fγs

(λ) which in turn
can be obtained by doing the inverse Laplace transform of (7).
Using partial fraction, we have the following result

ϕ(s) =
1

(1+ cρs)r+N−1
· 1
(1 + Ncρ

N+j s)cnj+iN+1
(20)

=
r+N−1∑

m=1

KmΨm
cρ(s) +

cnj+iN+1∑
n=1

K̃nΨn
Ncρ
N+j

(s) (21)

where Ψγ(s) = (1 + γs)−1 and the coefficients are given by

Km =
(cρ)m+1−r−N

(r + N − 1 − m)!
.
∂r+N−1−m

∂sr+N−1−m

[
Ψcnj+iN+1

Ncρ
N+j

(s)
]

s=− 1
cρ

(22)
and

K̃n =
(Ncρ

N+j )n−cnj−iN−1

(cnj + iN + 1 − n)!
.
∂cnj+iN+1−n

∂scnj+iN+1−n

[
Ψr+N−1

cρ (s)
]

s=−N+j
Ncρ

(23)
We are ready to take the inverse Laplace transform of

Φγs
(s), using the linearity property and the fact that

L−1{Ψm
γ (s)} =

1
(m − 1)!γm

λm−1e−
λ
γ . (24)

The pdf of γs = cρ‖H̃‖2
F is obtained in (25). Then, the exact

average capacity in nats/s/Hz is given by (26), where we use
the following result from [13, App. B]

Ĉm−1(ν) �
∫ ∞

0

log(1 + λ)λm−1e−νλdλ, ν > 0, n = 1, 2, . . .

= (m − 1)!eν
m∑

k=1

Γ(−m + k, ν)
νk

where Γ(a, z) =
∫ ∞

z
e−xxa−1dx is the complementary in-

complete gamma function.
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fγs
(λ) = L−1{Φ(s)}

= N

(
Lr

N

)
(cρ)−LtN

[(Lt − 1)!]N
∑

i1,...,iN

a(Lt; i1, ..., iN )
N−1∏
k=1

ik!
kik

Lr−N∑
j=0

(
Lr − N

j

)
(−1)j

×
{∑

n∈B

(
j

n0, ..., nLt−1

)
(cnj +iN )!(cρ)r+N+iN

(N + j)cnj+iN+1Anj
r+N−1∑

m=1

Km

(m − 1)!(cρ)m
λm−1e−

λ
cρ +

cnj+iN+1∑
n=1

K̃n

(n − 1)!( Ncρ
N+j )n

λn−1e
− λ

Ncρ
N+j


 (25)

C = E{Rs log
(
1 + γs

)}
= Rs

∫ ∞

0

log(1 + λ)fγs
(λ)dλ

= RsN

(
Lr

N

)
(cρ)−LtN

[(Lt − 1)!]N
∑

i1,...,iN

a(Lt; i1, ..., iN )

N−1∏
k=1

ik!
kik

Lr−N∑
j=0

(
Lr − N

j

)
(−1)j

×
{∑

n∈B

(
j

n0, ..., nLt−1

)
(cnj +iN )!(cρ)r+N+iN

(N + j)cnj+iN+1Anj
r+N−1∑

m=1

Km

(m − 1)!(cρ)m
Ĉm−1(1/cρ) +

cnj+iN+1∑
n=1

K̃n

(n − 1)!( Ncρ
N+j )n

Ĉn−1

(N + j

Ncρ

)
 (26)

The SER expression in (13), its approximation in (15),
and the capacity formula (26) do not involve any integrations
which could be computed easily with precise accuracy using
mathematical softwares, such as MATLAB.

V. CONCLUSION

In this paper, we have analyzed the performance and ca-
pacity of RAS and OSTBCs for MIMO systems. We use the
approach via the method of MFG of the system’s effective
SNR. First using the partial fraction and then inverse Laplace
transform, the probability density function of the SNR is
obtianed. Then, the closed-form SER for standard constel-
lations and capacity expressions are derived. An accurate
approximation of SER expression is also provided based on
the Chebyshev polynomials of first kind. Our results are
sufficiently general to handle an arbitrary number of antennas.
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