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Abstract— A hybrid Evolutionary Algorithm is presented in
this paper for multiuser detection in a synchronous direct se-
quence code-division multiple access (DS-CDMA) system, which
explores the application of Evolutionary algorithm (EA). The
algorithm employs a (1 + λ) Evolutionary Strategy (ES) for
the basic search, which directs the search process towards an
elitist solution space. A simple 1-opt local search is applied
for thorough search in the elitist region. Simulation results
demonstrate the efficacy of the proposed algorithm as this
approach offers near optimal bit-error rate (BER) performance
with lower computational complexity compared to the maximum-
likelihood (ML) detector for a large number of users.

I. INTRODUCTION

Direct sequence code-division multiple access (DS-CDMA)
systems provide high spectrum efficiency, increased capacity,
and dynamic allocation of bandwidth. In CDMA, several users
access the same spectrum jointly and concurrently. Multiple
access interference (MAI) is a major performance limiting
factor of the conventional single user detector in a DS-
CDMA system. To reduce the MAI and combat the near-
far problem, Verdu introduced multiuser detection (MUD)
strategy for CDMA systems which achieves the minimum
probability of error [1]. He proposed a K-user optimal ML
sequence detector for a CDMA system, which consists of a
bank of K single user matched filters followed by a Viterbi
decoder with 2K−1 states and complexity per binary decision
is O(2K) [2]. The ML-MUD maximizes the joint probability
by evaluating the cost function over the set of all feasible user
symbol sequences, resulting in a non-deterministic polynomial
time hard (NP-hard) optimization problem in the number of
users, K. However, practical implementation of such a detector
is not possible for a large number of users as complexity of
the optimal multiuser detector grows exponentially with the
number of users.

Several suboptimum detectors have thus been proposed in
the last decade where researchers have focused on develop-
ing reliable suboptimal methods with polynomial complexity.
Recently researchers have considered employing artificial in-
telligence techniques to solve the MUD problem. The optimal
ML problem is an NP-hard combinatorial optimization (CO)
problem [3] which can be solved either by exact methods
or by finding approximate solutions. Exact methods such
as the branch and bound algorithm have been proposed to
solve MUD problem in [4]. To approximately solve the ML-
MUD problem, heuristic methods can also be applied. A

heuristic is a method that finds near-optimal solutions in a
short time without being able to guarantee either feasibility
or optimality [5]. In practice, much research has been carried
out on heuristic methods for solving combinatorial problems
[5], which give high-quality solutions and are designed to find
global optima.

Heuristic methods such as Genetic Algorithm (GA), Evolu-
tionary Programming (EP), Evolutionary Strategy (ES), Tabu
search (TS), Ant Colony Optimization (ACO) have previously
been employed for solving the MUD problem [6]-[12]. Neigh-
borhood search methods like 1-opt, k-opt local search have
been introduced to solve ML-MUD problem [13]-[15]. A GA-
based detection strategy was used in [6], [8] for a multiuser
receiver and it illustrated the feasibility of GA as a powerful
solution for MUD problems. EP was proposed in [9] and
showed that it always converges to an optimal solution with
a small number of generations and has lower complexity than
GA. Wang, Zhu and Kang proposed a new MUD algorithm
based on (1 + λ) evolution strategy for asynchronous DS-
CDMA system in [10]. Simulation results of [10] showed that
their algorithm provides better performance when the number
of users is large, while other evolutionary algorithm based
multiuser detectors may perform poorly.

Due to the incredible demand for wireless systems and
increasing requirement of bandwidth efficiency, researchers
have been motivated to develop effective detectors for sys-
tems with a large number of users that show better perfor-
mance/complexity tradeoffs. Inspired by this challenge, a new
hybrid EA is proposed in this paper by combining simple 1-
opt local search with (1+λ) Evolutionary Strategy suggested
in [10] to solve the ML-MUD problem, which improves the
detection performance. Computer simulation reveals that the
proposed method outperforms the (1 + λ) ES in [10] as 1-
opt local search is assisted to attain a global optimum. The
computational complexity is also investigated and compared.

This paper is organized as follows. Section II describes the
DS-CDMA system and the ML MUD problem. Section III
gives the overview of Evolutionary Strategy and local search
methods. The proposed hybrid ES for the ML detector is
discussed in Section IV. In Section V, the proposed detec-
tor is compared with several existing multiuser detectors in
terms of the BER performance and computational complexity.
Conclusions are presented in Section VI.
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II. DS-CDMA SYSTEM MODEL AND PROBLEM

FORMULATION

Consider a synchronous single carrier DS-CDMA system
of K users sharing an additive white Gaussian noise (AWGN)
multi-access channel. For simplicity, we assume that all trans-
mitted signals are equally probable and also assume that
K users simultaneously transmit BPSK signals through a
slowly fading channel. Each user is assigned a pseudorandom
signature sequence sk (t) of duration Ts, where Ts is the
symbol interval. A signature sequence can be expressed as

sk (t) =
L−1∑
j=0

ck (j) p (t− jTc) , (0 ≤ t ≤ Ts) (1)

where {ck (j) , (0 ≤ j ≤ L− 1)} is a code sequence consist-
ing of L chips that takes value {±1}, and p(t) is the pulse
with duration Tc, where Tc is the chip interval. The spreading
gain is L = Ts/Tc. The information sequence of k-th user
is denoted by {bk(m)}, where the value of each information
symbol is {±1}. Let us consider a block of M transmitted
symbols. The received signal for synchronous transmission
may be expressed as

r (t) =
K∑

k=1

√
εk

M∑
m=1

bk(m)sk(t) + n(t) (2)

where εk represents the energy of the k-th user signal, n(t) is
noise with mean zero and with power spectral density N0/2
[16].

The received signal r(t) is demodulated by a bank of
matched filters. Considering received signal in one signal
interval 0 ≤ t ≤ Ts, the sampled output of the matched filter
of the k-th user is given by

yk =
√

εkbk(1) +
∑
k �=l

√
εlbl(1)ρlk(0) + nk (3)

where the cross-correlation term ρlk(0) =
∫ Ts

0
sl(t)sk(t) dt

and the noise term nk =
∫ Ts

0
n(t)sk(t) dt. Arranging in vector

format for all K users, the matched filter (MF) outputs can be
expressed as

y = RΣb + n (4)

where MF outputs are y = [y1, y2, .....yK ]T , R is symmetric
positive definite correlation matrix with elements ρlk(0), Σ
is a diagonal matrix i.e. Σ = diag(

√
ε1,
√

ε2, ........,
√

εK),
the information vector b = [b1, b2, .....bK ]T and n =
[n1, n2, ......, nK ]T is a noise vector of zero mean Gaussian
random variables whose covariance matrix is E[nnT ] =
N0
2 R = σ2R.

The optimum ML receiver decides on b given an observed
vector y using the Maximum Likelihood criterion by maxi-
mizing the conditional probability:

b̂ = argmax
b∈{−1,+1}K

p(y | b). (5)

So, b̂ is the maximum-a-posterori (MAP) estimate for the
transmitted vector b given the received vector y. When all

signal vectors b ∈ {−1,+1}K are equally probable, MAP
estimation is equivalent to maximum-likelihood estimation
(MLE) and the following binary constrained optimization
problem arises:

b̂opt = argmin
b∈{−1,+1}K

bT ΣT RΣb− 2yT Σb. (6)

Since there are 2K information sequences of the K users,
search is required over all 2K possible combinations. Thus,
computational complexity of the optimum detector grows
exponentially with the number of users, K.

III. OVERVIEW OF ES AND LOCAL SEARCH

For NP-hard CO problems, complete methods may have
exponential time complexity in the worst-case. In the last
20 years, metaheuristics has emerged for such problems.
The main idea of metaheuristic is to combine basic heuristic
methods with higher level frameworks aimed at efficiently and
effectively exploring a search space using the concepts derived
from artificial intelligence, biological, mathematical, neural
and physical sciences [17]. Such algorithms comprise Evolu-
tionary Algorithms (EAs) including EP, ES, and GA. EAs are
population-based metaheuristic optimization techniques that
are used to solve a large class of problems. They originate from
the inspiration of the natural process of biological evolution,
the way of species evolving and adapting to their environment.
Although convergence of EAs are guaranteed to a global
optimum in a weak probabilistic sense, they have successfully
been used to solve various complex combinatorial optimization
problems.

The main attractive features of EAs are the simplicity of the
algorithms as they are relatively cheap and quick to implement,
and they can cope well with noisy, inaccurate data in general
[18]. To identify a highly effective search space, it is necessary
to include some form of domain knowledge into EAs [19].
There are several ways to achieve this. A simple and promising
way is to combine local search with EAs, which increases the
efficiency of EA as problem attributes can be exploited in local
search to speed up the neighborhood search process. Such a
hybridized algorithm is known as a memetic algorithm. EAs
maintain a population of structures that evolve using operators
such as selection, recombination and mutation. Each individual
in the population is evaluated using a fitness function and
then high fitness individuals are selected. Recombination and
mutation perturb those individuals for exploration of the search
space. The search method terminates through a predefined
criterion.

Local search method [20] takes a reasonable solution as
input and then searches for better solutions from neighborhood
of the current solution by stepwise transition. The search
process stops when no better solution is found in the neighbor-
hood. The neighborhood that contains all solutions within unit
Hamming distance to the current solution is known as 1-opt
neighborhood i.e., 1-opt neighborhood of the current solution
b is defined as

N1−opt(b) =
{
b̃ ∈ B|wH(b, b̃) = 1

}
(7)
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where wH denotes the Hamming distance metric and B =
{−1,+1}K .

IV. PROPOSED HYBRID ES ALGORITHM FOR MUD

ES is a probabilistic optimization technique which has
several notations like (1 + 1) ES, (1 + λ) ES, (µ + λ), (µ, λ)
[21]. ES emphasizes the behavioral change at the level of
individuals. The proposed method combines the simplest one
of the ES notations, (1 + λ) ES as in [10] with 1-opt local
search. (1+λ) ES uses a parent population size of 1 and creates
λ individuals/offsprings in each generation by replication and
mutuation. Recombination and other evolutionary operators
are not used in this algorithm which makes ES simpler than
other EAs. The basic (1 + λ) ES can be found in [22]. It has
two main steps:

1) Mutuation is done in the current solution to produce
offsprings;

2) The best solution is selected from offsprings for next
generation using fitness function;

For the minimization problem, in selection step, the parent is
replaced by an offspring with minimum offspring fitness if and
only if the minimum offspring fitness is less than or equal to
the parent’s fitness. The process is repeated to get better and
better solutions.

When hybrid (1 + λ) ES is applied to MUD problem,
the following fitness/objective function is used to evaluate
offsprings:

f(b) = bT ΣT RΣb− 2yT Σb. (8)

Considering K-user synchronous DS-CDMA system, the hy-
brid ES algorithm for multiuser detector can be described as
follows:

• The output of the single-user mathched filter is taken
as initial solution which is the parent: bp = binitial =
b̂SUMF = sign(y).

• The population size of offspring is set as: λ = �K ln K�,
where �K ln K� represents the maximum integer.

• For iteration m = 1, 2, ......, Ng;Ng is the number of
generation,

1) For each l = 1, 2, ....., λ, b́l ∈ {−1,+1}K is created
by copying bp and independently flipping each bit with
mutuation probability Pm.

2) For each individual of the λ population, 1-opt local
search is performed representing all individuals in
the population as local minima. For each b́l, l =
1, 2, ......, λ, the best neighbor b́l,best in the 1-opt
neighborhood N(b́l) is searched by evaluating the
objective function. If f(b́l,best) < f(b́l), then b́l ←
b́l,best else b́l ← b́l.

3) Each locally minimized indiviual of the current popu-
lation is then evaluated using fitness function and the
individual with minimum fitness value is determined
as b́l,min.

4) If f(b́l,min) ≤ f(bp), then bp ← b́l,min else bp ←
bp.

• The whole search process is terminated after Ng genera-
tions giving bp as the best solution.

Janson, Jong and Wegner analyzed the effect of offspring
population size λ in [22]. The influence of this parameter on
the search performance of ES is very high as computation
cost of fitness evaluation depends largely on this. The number
of fitness function evaluations in different instances for MUD
is also investigated in [10]. From those analysis, it is found
that, computation cost is the least if λ is approximately
K lnK providing better convergence rate. Here, mutation is
the only operator that explores the search space. Although
several papers have suggested that mutation probability for
ES algorithm should be 1/n, where n is the problem size,
mutation probability Pm is chosen here as in [10] where it is
shown that setting Pm = 0.2 makes the ES algorithm escape
from local optima efficiently.

V. SIMULATION RESULTS

The BER performance and computational complexity of
the hybrid ES based multuser detector are evaluated in this
section through simulation. Synchronous DS-CDMA system
with perfect power control using BPSK transmission over the
AWGN channel is considered. All users are assumed to have
equal average transmission signal energy. Randomly generated
binary spreading sequences of length 31 are used.

The first simulation considers a 15-user system. The BER
versus signal-to-noise ratio (SNR) of the proposed hybrid ES
based detector is plotted in Fig. 1. BER performance of the
conventional detector (CD), (1+λ) ES based detector [10], 1-
opt local search based detector [14], and the optimal detector
[2] are also plotted in the same figure for comparison. The
optimal ML detector is implemented by exhaustive search. The
search process for proposed and (1 + λ) ES based detector
terminates after the predefined number of generation, Ng . For
simulation, Ng = K, the number of users, is used. The BER
of the proposed hybrid ES based detector is very close to that
of the optimal detector and also outperform the CD, (1+λ) ES
and 1-opt local search based detectors. Fig. 2 shows the same
comparison of the BER performance for a 20-user system.

The hybrid ES based multiuser detector evaluates the ob-
jective function (8) K(λ(K + 1) + 1) times, which is in
polynomial time complexity in terms of the number of users,
K. Fig. 3 shows that the proposed detector is able to reduce
the complexity of the optimum ML detector. For example, the
complexity is reduced by a factor of 42, when the number of
users is 20. The complexity reduction factor is 2K/(K(λ(K+
1) + 1)).

VI. CONCLUSIONS

In this paper, a hybrid Evolutionary Strategy employing 1-
opt local search in (1 + λ) ES is proposed for solving the
ML-MUD problem. Simulation results show the effectiveness
of the proposed method as this offers the near-optimal BER
performance for a large number of users. This hybrid ES based
detector is able to reduce the detection complexity in terms of
function evaluation significantly compare to the optimum ML
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Fig. 1. Average BER of 1-opt local search, CD, (1 + λ) ES, Optimal,
(1 + λ) ES with 1-opt local search for K = 15, 104 Monte Carlo runs.
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Fig. 2. Average BER of 1-opt local search, CD, (1 + λ) ES, Optimal,
(1 + λ) ES with 1-opt local search for K = 20, 104 Monte Carlo runs.

detector when the number of users is higher than 20. This gain
increases with the number of users.
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