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Frequency-Offset Estimation for HIPERLAN
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Abstract— Frequency-offset correction is considered for a
HIPERLAN (HIgh-PErformance Radio LAN) system over the
indoor radio channel. Since the multipath channel response is
not known a priori, a viable frequency-offset estimator should
not depend on such knowledge. Such an estimator, using a single
sample per symbol, is derived for HIPERLAN. The estimator is
shown to approach the Cramer–Rao bound for frequency-offset
estimation over a multipath channel. A HIPERLAN system
simulation example shows that the performance with an offset
of 150 kHz is within 0.5 dB of that of a system with zero
frequency offset.

Index Terms—Frequency-offset estimation, indoor radio com-
munication, maximum-likelihood estimation, multipath channels.

I. INTRODUCTION

T HE HIPERLAN (HIgh PErformance Radio LAN) stan-
dard [1] specifies a wireless LAN system designed to

support user data rates up to 23.5 Mbit/s in indoor channels.
The severe intersymbol interference (ISI) affecting transmis-
sion at this data rate and the frequency offset (FO) of local
oscillators at 5 GHz hamper the performance. An adaptive
equalizer can be used to mitigate the ISI, but it cannot follow
the channel variations caused by the FO, which can be up
to 200 kHz [2]. To compensate for the FO, a data-directed
phase-locked loop can be employed [2], which is sensitive to
the multipath delay spread.

The HIPERLAN standard specifies a 450-bit-long periodic
training sequence (TS)

where each is a 31-bit -sequence and is a 16-bit
segment of [1]. Exploiting this cyclic structure, this paper
derives a feedforward FO estimator which does not require
knowledge of the transmission channel. It is a maximum-
likelihood estimator (MLE) and is conditionally unbiased for
a high signal-to-noise ratio (SNR).

The basic idea is as follows. Since the contribution to the
signal phase of the symbol within a period is , comparing
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the phases of two samples yields the phase contribution due to
FO in the same period. This requires that the radio channel be
constant for the packet duration and the length of the channel
impulse response be less than 31 samples. These are reasonable
assumptions. Further, clock recovery issues are not considered
in the paper. The algorithm uses samples that are taken at the
symbol rate.

II. FREQUENCY OFFSET ESTIMATION

A. System Model

The channel is modeled as a linear filter with
, where is the number of multipath

components, is a zero-mean independent complex Gaussian
random variable. In indoor channels, the Doppler spread is
very small, so the channel taps are assumed constant
during a frame which can last about 1 ms at most (i.e., 25 000
bits). Further, is assumed. Since ns and
measurements show that some indoor channels have rms delay
spreads of 50 ns or less, this assumption is reasonable. Even
for a worst case rms delay spread of 150 ns, the worst case
delay window may be about 450 ns (i.e., ).

A HIPERLAN-compliant modem uses Gaussian minimum
shift keying (GMSK) modulation with product of 0.3
[1]. GMSK is obtained by applying filtered data to a fre-
quency modulator. The complex output of the GMSK mod-
ulator depends on the total phase where

is the input data sequence. If , one
has

(1)

when is the TS. Let be the phase state, the accumulated
phase of all the previous symbols that have passed through the
filter. Thus, since the sum of over
a 31-bit interval is 1. Hence, (1) follows.

For the noiseless and zero FO case, the channel output is the
linear convolution between and Given (1), it follows
that for where is selected to avoid
the transient period of the output. The received samples can
be expressed as

(2)

where is a complex Gaussian noise sample (zero mean and
variance ), is the FO in radian/bit, is the
FO in hertz, and is a random initial phase.
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B. Extraction of Frequency-Offset Estimate

Let

where denotes transpose of a row vector. Thus, a set of
62 received samples can be expressed as and

Let where the asterisk denotes conjugate trans-
pose. The sum is taken over 31 samples of This
summing increases the SNR of the estimate. Following a
similar case [3], it can be shown that the MLE is

(3)

is a multivalued function unless
Thus, is unambiguously estimated if with a
corresponding maximum FO given by
In HIPERLAN, this corresponds to about 379 kHz.

C. Statistical Properties of the MLE for Weak Noise

If the noise terms are small, then

(4)

where the vector norm The noise term
has been neglected. Hence,is complex Gaussian with mean
and variance: and Thus,
the estimator (3) is conditionally unbiased under weak-noise
conditions. Further, if and then the
probability density function (pdf) of the errorcan be easily
derived using the well-known pdf of the phase of a noisy
sinusoid [4, p. 270]

(5)

where the SNR and is the complemen-
tary error function. This pdf can be used to compute the mean
square value

(6)

which yields the variance of
The Cramer–Rao bound (CRB) is a lower bound on the

mean-square error of any unbiased estimate [5]. To derive
the CRB, (2) is rewritten as where

and It is required to estimate
using 62 samples of , but and are unknown

and unwanted. Called nuisance parameters [5], their presence
reduces information on and increases the variance bound.
In the derivation of CRB, and are regarded as
unknown deterministic parameters.

Fig. 1. Expected value of the frequency-offset estimate�̂ versus the actual
FO � (E(�̂) by simulation).

Fig. 2. SD of the frequency-offset estimate�̂ versus the actual FO�: SNR
is given by = 17 dB.

Since 31 distinct pairs of exist, let
Thus, the Fischer

information matrix is a 63 63 matrix. The log
likelihood function is

(7)

Entries in can now be computed using the appropriate
partial derivatives of (5). Thus, the CRB foris [63rd diagonal
element of the inverse of ]

III. RESULTS AND CONCLUSIONS

For Figs. 1–4, and the channel tap weights are
randomly generated with (see Section II-A).
Sixty-two samples are used for estimations. The quality of
the estimate depends primarily on the energy content In
Fig. 4, the SNR is defined as where
is the variance of complex additive white Gaussian noise.
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Fig. 3. SD of the frequency-offset estimatê� versus SNR. For simulation
results,� = 0:05: Weak noise analysis is based on (5) and (6).

Fig. 4. PER for the equalized system for several values of FO. For�F = 0

and 5 kHz, frequency-offset correction is not employed. Normalized delay
spread�n = 0:5:

Fig. 1 shows the expected value of the frequency estimate
versus the FO. Performance for dB is identical to that
for , except for when frequency aliasing occurs
due to the noise (however small). At dB, frequency
aliasing begins at This figure is almost half of
the theoretical maximum Fig. 2 shows the standard
deviation (SD) of the estimate and the CRB. For ,
the estimator performs quite close to the CRB. Fig. 3 shows
the SD versus the SNR For dB, the performance
of the estimator reaches the CRB.

The simulated system comprises GMSK (BT0.3) with
precoding and (31, 26) BCH code (single-error correcting)
with block interleaving. The channel is stationary over a
packet of 10 370 bits. Average system performance is obtained
over 1000 randomly generated channels. A decision-feedback
equalizer with 11 forward taps and 7 feedback taps is used for

reducing ISI, and its tap weights are continuously updated
throughout the entire packet (step size 0.01). The samples
fed to the equalizer are where is
the estimated FO using the initial 450 samples corresponding
to the training sequence. Thus, the actual FO seen by the
equalizer is

Fig. 4 shows several packet error rate (PER) (i.e., the
fraction of packets in error after decoding) curves for the
system described above. For an FO of 150 kHz, the use of FO
correction suffers negligible performance degradation relative
to the zero-offset case. However, it is not true without FO
correction (i.e., is fed to the equalizer, not ). For
instance, at dB and kHz, the degradation
is about 3 dB. Thus, if uncorrected, even small amounts of
FO (several kilohertz) will substantially degrade the system
performance. This is due to the tap rotation property of an
equalizer [6]; for a FO , the optimum tap coefficient vector
is given by

That is, “rotates” with frequency Since the step size
must be small to keep the steady-state mean-square error small,
it is not possible simultaneously to equalize the channel and to
rotate the tap coefficients by radians per symbol interval
even for small FO’s. With the use of forward frequency-offset
correction, the equalizer only has to deal with the residual
offset. Fig. 4 shows almost identical performance curves for

and kHz. This is due to the residual FO
being roughly independent of the FO (Fig. 2).

In conclusion, frequency-offset estimation for HIPERLAN
has been considered. The effect of FO has been successfully
mitigated using a feedforward estimator, which exploits the
cyclic structure of the training sequence. This allows error-
free reception of over 90% of packets over dispersive

and slowly time-varying channels even for large
amounts of FO (e.g., 150 kHz). Note that the 10% packet
error rate is mainly caused by the frequency selective fading
in the channel, not by the FO.
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